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Abstract
Heterogeneity in the data is a common issue arising in research. When data are heterogeneous, equal variation in the data to set up
a model for the studied phenomena cannot be assumed. Ordinary least square regression does not consider the unequal variation
which may provide inefficient estimation of the relationship between variables. On the contrary, quantile regression could
efficiently tackle this problem by detecting the relationship between variables at different levels, and could be useful especially
in applications where extreme values are important to consider, such as in environmental studies, where upper quantiles of
pollution levels are critical from a public health perspective. The main purpose of this study is to model the relationship between
CO2, economic growth, and energy consumption by considering the heterogeneity problem for developed and developing
countries and applying the quantile regression at different percentile values (0.05, 0.25, 0.50, 0.75, and 0.95) on panel data.
The panel data consists of 29 countries from two different economic development groups: 17 developed versus 12 developing
countries—over the period 1960–2008. Quantile regression (QR) results are then compared with those of the OLS model,
resulting similar for developed and developing countries. In both cases, countries having lower GDP release less CO2 emissions.
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1 Introduction

Recently, quantile regression (QR) is broadly applied on panel
data covering a wide research area. Koenker [15] suggested a
general approach of QR into panel data model, defining the
conditional quantile functions approach in which quantiles of
the conditional distribution of the dependent variable are
expressed as functions of observed covariates [16]. QR is used
to estimate the conditional median or any other quantile of the
dependent variable. Sometimes it is called least absolute value
(LAV) model, minimum absolute deviation (MAD) model, or
L1-norm model. QR seeks to search for the regression model
that minimizes the sum of the absolute residuals rather than

the sum of the squared residuals as in the ordinary least
squares (OLS) model. Gilchrist [8] defined the quantile as
the value that corresponds to a specified proportion of an
ordered sample. For example, the 0.5 quantile from ordered
data is the median M, which corresponds to a quantile with a
probability of 0.5 of occurrence. QR measures the effects of
unobserved heterogeneity in the included variables in the es-
timated model, but the panel data model properly controls the
fixed effects of some unobserved independent variables.
Moreover, if the distribution of the dependent variable chang-
es together with the independent variables, the result is mis-
leading when using the OLS regression, whereas QR shows
how such changes in the independent variables affect the dis-
tribution shape of the dependent variable [1].

Most of the empirical research in the environmental area
suffers from two common shortcomings. One of these short-
comings is the use of the OLS mean regression models to find
the conditional mean of the dependent variable in response to
the independent variables [11]. Another shortcoming is that
experimental data have often a heterogeneous distribution.
Thus, OLS may not provide efficient estimations [20]. QR is
an important and well-established tool for planning and re-
source management which could provide a meaningful expla-
nation of the environmental relationships. To the best of our
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knowledge, this study is the first environmental experiment
study applying the QR for multiple percentiles (i.e., 0.05,
0.25, 0.50, 0.75, and 0.95) against the OLS model to detect
the relationship between CO2, energy consumption (EC), and
gross domestic product (GDP) into two different economic
groups of countries, developed and developing countries.
QR enables us to evaluate the levels of CO2 emissions at
different points of the dependent variable distribution.

The remaining sections of this paper are organized as fol-
lows: Section 2 illustrates the related literature to QR.
Section 3 explains the QR approach. Section 4 provides re-
sults and discussion. Section 5 concludes the paper.

2 Literature Review on Quantile Regression

Generally, many scientists focused on estimating the
rates of changes in the mean of the response variable
distribution. However, few studies have applied QR
along with the upper and lower boundaries of the con-
ditional distribution of response variables. OR also
could measure the effects of independent variables on
location, shape, and scale of the distribution into the
dependent variable. The person who pioneered the ap-
plication of QR in science is Kaiser et al. [13]. Since
after that, there were more researches that applied QR
in the other fields. Among them, Dunham et al. [7]
analyzed the abundance of Lahontan cutthroat trout to
the ratio of stream width (as the predictor variable) to
depth. They constructed the value of the additional in-
formation provided by QR for different percentiles
(0.95, 0.75, 0.50, 0.25, and 0.05). The QR reported a
negative nonlinear relationship with the upper 30% of
cutthroat densities across 13 streams and 7 years, while
the OLS indicated no significant relationship in mean
densities with stream width to depth. Cade and Guo
[3] examined the reduction in densities of mature plants
with increasing germination densities of seedlings of
annual plants in the Chihuahuan desert of the south-
western USA. They estimated the QR for 0.99 and
0.90 quantile to measure the changing in the survival
of Chihuahuan desert by modeling changes in mature
plant density (y) as a function of germination density
of seedlings (x). The conventional OLS regression was
inaccurate for estimating the relationship. On the other
hand, QR indicated that the effects of seed density are
best revealed at the higher plant densities associated
with upper quantiles, where there is a strong decline
in density of mature plants at higher germination densi-
ties. Vaz et al. [19] applied the QR for five quantile
intervals from the 75th to the 95th into 16 of the most
abundant marine fish and cephalopods in the eastern
English Channel. The purpose of applying the QR is

to estimate the upper quantile model which could define
the limiting factors and design the potential habitat giv-
en the environmental data available for model construc-
tion. The results of the experiment study indicated that
QR provides effective and significant differences with a
p value less than 0.05 between the estimated coeffi-
cients for the different quantile values to detect that
relationship. Taheripour et al. [18] applied three differ-
ent methods, i.e. OLS, QR, and Tobit regression, to
detect the relationship between leasing and debt in farm
capital structure in Illinois by including other factors in
the model such as the age of farm’s operator, soil qual-
ity, and net worth of the farm. The results supported
that all estimated parameters are highly significant.
Also, the QR could give a clearer idea than the OLS
regression on the different effects in farm characteristics
on the distribution of leased to assets ratio.

Hennings and Katchova [10] applied QR approaches for
different values (10th, 20th, to 90th percentiles) to examine
the relationship between the business strategies employed by
Illinois farms with equity growth. The Breusch-Pagan test for
heterogeneity was applied. The results showed that the data is
heterogeneous, meaning that the conditional variance of the
equity growth distribution is not constant across different
levels of equity growth ratios; hence the QR should be ap-
plied. The main results supported that the estimated coeffi-
cients of the 10th and 90th percentiles are significantly differ-
ent from the OLS coefficients. In other words, the effect of
different business strategies on equity growth rates differs be-
tween values of quantiles. However, OLS regression showed
significant positive effects of these variables on equity growth.
Cade et al. [5] applied the QR to estimate the effects of phys-
ical habitat resources on bivalve in spatially structured land-
scape on a sand flat in New Zealand. The results for the 75th
percentile were less biased than the estimated mean parame-
ters by OLS. However, the variation of estimated parameters
for modeling the spatial trend surface reduced the quantiles
associated with heterogeneous effects of the habitat variable.
Gorg et al. [9] employed QR to analyze the determinants of
firm start-up size. They showed that QR can provide more
precise information on the determinants of start-up size than
OLS regression model. Jayachandram et al. [12] investigated
the dietary impact of nutrition from several factors: income,
education, and age. The results showed that quantile regres-
sion is effective in estimating conditional function and pro-
vides more information for that relationship than OLS regres-
sion. The results of QR for different percentiles (10th, 25th,
50th, 75th, and 90th) suggested that income, education, and
age have larger effects at intake levels where the risk of excess
is greater compared to the intake levels where risk of excess is
lower. In particular, people with higher income and education
level may have benefitted more from nutrition information
than people with a lower level of income and education level.
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3 Quantile Regression in the Panel Data
Approach

In this study, two statistical methods are applied; the OLS and
the QR models. QR allows the researcher to account for un-
observed heterogeneity and heterogeneous independent vari-
able effects, while the availability of panel data potentially
allows the researcher to include fixed effects to control for
some unobserved covariates. QR was introduced by
Koenker and Bassett [14] as a generalization of the sample
quantiles for the estimation of conditional quantile functions,
expressed as linear functions of the independent variables. QR
is the extension of OLS regression allowing for the specifica-
tion of conditional functions at any quantile. QR approach is
more accurate to detect the effect of independent variables on
the dependent variable than the OLS approach, particularly if
data contain heterogeneity. OLS is based on the average rela-
tionship between a set of independent variables and the de-
pendent variable by the conditional mean function E(y/x),
which provides only a partial view of the relationship. In con-
trast, QR could describe that relationship at different points in
the conditional median or quantiles distribution of dependent
variableQq(y/x), where q is the quantiles or percentiles and the
median is the 50th percentile of the empirical distribution, and
the dependent variable should be continuous with no zero
values or no many repeated observations [6]. For that, the
QR is especially meaningful in environmental applications
where extreme values or outliers are important to study, where
upper quantiles of pollution levels are critical from a public
health perspective. Median regression is more robust in the
presence of outliers than the OLS regression, and it is a semi-
parametric method as it avoids the assumptions regarding the
error process and the parametric distribution.

In conditional quantile models, the parameters of interest are
assumed to vary based on a non-separable disturbance term
[14]. However, when the additional variables are added, the
interpretation of these parameters will change. The computa-
tion of QR uses the linear programming methods in contrast to
that in OLS and maximum likelihood approach. In both OLS

and QR, being based on the sum of square error ∑
i
e2i and the

absolute-error ∑
i
jeij, respectively, are symmetric, making the

sign of the prediction error not relevant. However, if the
quantile q differs from the median (50th), there is an asymmet-
ric penalty with increasing asymmetry as q approaches 0 or 1.

3.1 Advantages of Quantile Regression

One of the advantages of QR versus OLS regression is to
provide different estimators for each quantile, which may al-
low the analysis of the various effects of the independent
variables on the dependent variable. Consequently, it allows

for a clearer path to compare its estimated coefficients and
standard errors with those of OLS. The other advantage of
QR is that that it is less sensitive to the tail behavior of the
underlying random variables, thus it will be less sensitive to
outliers and has a high breakdown point compared to the OLS
regression [17].

Furthermore, QR is insensitive to any monotonic transfor-
mations, the latter referring to a transformation by a strictly
increasing function, such as log(.), so the h(y) quantile of y-
monotone transform is h(Qq(y)), and by using the inverse
transformation, it could transform the results back to x values.
This characteristic cannot be used for the OLS mean regres-
sion, as E[h(y)] ≠ h[E(y)] [2].

In addition, if the data has homogeneous distribution, then
the estimated slopes by QR at each point of the dependent
variable will be identical with each other and with the estimat-
ed slopes given by OLS. In other words, the QR will produce
again the same values of the OLS estimated slopes at any point
across the distribution of the dependent variable, being the
only differences in the intercepts.

Further, if the data has heterogeneous conditional distribu-
tions (the error terms is not constant across a distribution, or
the level of independent variables) and the distribution of er-
rors is non-normal, then the QR provides efficient results,
while OLS will be inefficient if the errors are highly non-
normal, as one of the main assumption of OLS is that the
errors must be normally distributed to estimate the coeffi-
cients, whereas QR does not assume that. As a result, the
estimated slopes by conditional quantile functions will differ
from each other and from the OLS slopes. Thus, estimating
the conditional quantiles at different points of the dependent
variable will provide different marginal responses of the de-
pendent variable itself, according to the change of the inde-
pendent variables in these points [4].

3.2 The Quantile Regression Model

QR becomes one of the most suitable methods to apply if the
estimated coefficients are significantly different from zero and
also from OLS coefficients, so showing different effects
across the distribution of the dependent variable.

QR minimizes the sum that gives asymmetric penalties for
over-prediction (1 − q) ∣ ei∣ and q ∣ ei∣for under-prediction.
If ŷ is the predicted variable and e = y − y^ is the prediction of
error, then L(e ) = L ( y − y^) indicates the loss associated with
the prediction errors. If L(e) = e2, then the OLS results the
optimal predictor. QR has the following form:

yit ¼ αþ X
0
itβq þ ei;

where βq is a vector of parameters associated with the qth
quantile, 0 < q < 1. Assuming E e2i

� �
< ∞, so that the distri-

bution of eiis not too spread out, the median regression

Quantile Regression to Tackle the Heterogeneity on the Relationship Between Economic Growth, Energy... 253



minimizes the sum of absolute deviation (LAD)∑
i
ei, and QR

minimizes the equation

∑
i
qjeij þ ∑

i
1−qð Þjeij:

The qth quantile regression estimator βq minimizes the
objective function

Q βq

� � ¼ ∑
N

i:yi ≥ xi
0β
qjyi−x

0
iβqj þ ∑

N

i:yi< xi
0β

1−qð Þjyi−x
0
iβqj

4 Preliminary Analysis

The main purpose of this study is to apply the OLS estimator
and QR for different percentiles: 5th, 25th, 50th, 75th, and
95th to detect the significant effects of GDP and EC on the
CO2 emissions at different levels for developed and develop-
ing countries. CO2 emissions are indicated in metric kilogram
per capita, but GDP and EC are indicated by USD per capita
and kiloton of oil equivalent per capita respectively. The panel
data includes 29 countries over the period 1960 to 2008. The
countries are categorized into developing and developed
countries according to the World Bank classification. The list
of countries is shown in the appendix.

Figures 1 and 2 illustrate the distribution of CO2 in
developed and developing countries, respectively, both
clearly appearing increasing. Note that the increasing rate
in developed countries was slow from 10th to 90th per-
centiles but after the latter point, the level of CO2 in-
creased dramatically. On the contrary, the increase of
CO2 in developing countries started from the 10th percen-
tile and was quite gradual in all the distribution.

Before performing the QR analysis, the modified Wald
test and Breusch-Pagan test were performed to test the
heterogeneity in the data. The results in Table 1 show

that the data do not have constant variance, which sup-
ports the using of QR, as it could provide more informa-
tion and accurate results than the OLS method in detect-
ing the relationship between the variables, as may there
is a strong relationship with some parts of the CO2 emis-
sions but there is no any significant relationship with
other parts.

4.1 Model Coefficient Interpretation on QR and OLS
Regression

Results of estimation using QR and OLS regression in
the contaminated dataset are summarized in Table 2. The
majority of the estimated coefficients under QR and OLS
methods have significant effects on the CO2 emissions.
Besides, the lowest values of RMSE and MAD for de-
veloped countries estimated models are in favor of the
50th percentile model with 4939.8 and 2812.4 respec-
tively, while the lowest values of RMSE and MAD in
the developing countries models are in favor of the 25th
percentile model with 2522.5 and 1423.3 respectively.

We can summarize the main results of our analysis as
following. First, in the developed countries group, the
GDP coefficient based on the OLS estimation is − 0.11,
which indicates that the GDP has a negative relationship
with CO2 emissions, as 1 USD increase of GDP in
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Table 1 Heterogeneity test

Diagnostic tests Statistics test value

Modified Wald test 74.07***

Breusch-Pagan test (χ2) 18.31***

***The significant level of statistical test at the 1%, which support the
rejection of null hypothesis and indicates the data is homogenous
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developed countries leads to a decline of 0.11 metric ki-
logram per capita in CO2 emissions. The QR results show
that the 25th and 50th quartiles of GDP have a significant
stronger negative effect on CO2 emissions than the other
higher percentiles (75th and 95th), also larger than the
effects of the OLS estimated model. In other words,
25% and 50% of the data from developed countries panel
could show a stronger relationship between CO2 and GDP
than by using 75% or 95% of the data in the analysis.
Further, the estimated coefficient of EC by OLS in devel-
oped countries model is 2.01, which indicates that EC has
a positive relationship with CO2 emissions, i.e., one unit
increase in EC will lead to an increase of CO2 emissions
by 2.01 metric kilogram per capita. Moreover, QR results
indicate that the effect of EC has similar effects on CO2

emissions across the percentiles except in the highest per-
centile 95th which indicates that the EC has about two
times stronger positive effects on CO2 emissions than that
at lower percentiles and OLS estimation coefficients.
Developed countries with low CO2 emissions (at the low-
est percentile considered, the 5th percentile) have 2.03
unit increase of CO2 emissions corresponding to one EC
unit increase, whereas developed countries with a higher
release of CO2 emissions (at the higher percentile) have a
significant 4.07 unit increase in CO2 emissions for each
unit increase in EC. In other words, the effect of EC is
increasing for countries with higher CO2 emissions
(higher percentiles).

Second, in the developing countries group, the estimat-
ed coefficient of GDP by OLS estimation is − 0.25, which
illustrates that GDP has a negative relationship with CO2,

as 1 USD increase in GDP in developing countries leads
to a decline of 0.25 metric kilogram per capita in CO2

emissions. On the other hand, results of the QR models
show that the 25th and 50th percentiles of GDP have a
significantly stronger negative effect on CO2 emissions
than the other higher percentiles (75th and 95th), also
larger than that effects of the OLS estimated coefficient.
Therefore, these results are in line with the results obtain-
ed in the developed countries group. Moreover, the esti-
mated coefficient for EC in the OLS model for the devel-
oping countries is 2.64, which indicates that EC has a
positive relationship with CO2 emissions, i.e., one unit
increase in EC will lead to an increase of CO2 emissions
by 2.64 metric kilogram per capita. However, the QR
results reveal that the effect of EC on the 50th quartile
of GDP have about two times the significant stronger
effect on CO2 emissions than the other percentiles and
OLS estimated coefficients. Developing countries with
low CO2 emissions (at the lowest percentile) release
1.76 units of CO2 emissions for one EC unit increase,
whereas countries with a middle level of CO2 emissions
(i.e., at the 50th percentile) release 4.13 units of CO2

emissions for one EC unit increase and countries at the
highest percentile release 2.3 units of CO2 emissions for
one EC unit increase. In other words, the effect of EC is
higher on releasing CO2 emissions for countries with a
middle level of CO2 emissions (50th percentiles).

In addition of that, the best comparison between the
QR estimated models for developed and developing coun-
tries could be made at level of the 50th percentile models,
as the most significant difference between the (GDP and

Table 2 CO2 models by OLS and
QR at different percentiles CO2 OLS model Quantile models

5th 25th 50th 75th 95th

Developed countries

Intercept 3920.2* − 24.6* 336.0** 1905.9* 3940.9* 6369.7*

GDP − 0.11** − 0.14* − 0.18*+ − 0.17**+ − 0.13* − 0.12*
EC 2.01* 2.03** 2.55* 2.42*+ 2.45* 4.07**+

RMSE 5744.1 6628.7 5674.7 4939.8 5165.7 9053.2

MAD 3129.4 4384.2 3236.7 2812.4 3565.2 7909.4

Developing countries

Intercept 1575.0* − 573.1* − 467.2* − 451.2* 4561.6* 5282.6*

GDP − 0.25** − 0.18* − 0.37*+ − 0.65**+ − 0.10*+ 0.09**+

EC 2.64* 1.76*+ 2.69* 4.13*+ 2.01* 2.3*

RMSE 2741.0 2839.2 2522.5 2776.1 2711.1 2823.9

MAD 1845.2 1624.7 1423.3 1513.2 1623.2 1695.8

Single, double, and triple asterisks denote significantly different quantile regression coefficient from zero at the
10%, 5%, and 1% levels
+ The QR coefficient is significantly different from OLS coefficient at 5% significance level (when the OLS
coefficient is outside of the confidence interval of QR coefficient)

The italicized values indicate the lowest values of RMSE and MAD among all the estimated models
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EC) regression coefficients of the QR with respect to OLS
can be also found at this level. The estimated coefficient
of GDP in developing countries is − 0.65, which is about
five times larger than that negative effects in developed
countries (− 0.17). This indicates that the increase in one
GDP unit will affect negatively the CO2 emissions in de-
veloping countries almost five times more than in devel-
oped countries. The developing countries tend to have
five times lower CO2 emissions by increasing one unit
GDP in comparison to the developed countries at the
50th percentile level. However, the estimated coefficient
of EC in developing countries is 4.13, which is approxi-
mately two times larger than the one in developed coun-
tries (2.42). This means that one unit increase in EC will
affect positively CO2 emissions (i.e., countries release
more CO2) about two times more in developing countries
than in developed countries. In conclusion, the explanato-
ry variables GDP and EC show different effects on CO2 at
different percentile levels for developed and developing
countries.

Figures 3 and 4 show the effects of GDP and EC for
developed and developing countries with respect to the
percentiles. The estimated coefficients with respect to
various percentile levels clearly differ from the OLS co-
efficients and their confidence intervals. OLS coefficients
are plotted as a horizontal dashed line with two horizon-
tal dotted lines for the confidence intervals. The OLS

coefficients do not vary along the distribution of the data
(percentiles). The QR estimated coefficients are plotted
as curve lines varying along the percentiles together with
their confidence intervals (indicated by the shadowed ar-
ea around them). In case the percentile coefficients are
outside the OLS confidence interval borders, then they
can be considered significantly different from those from
the OLS models (significant differences are indicated
with a + sign in Table 2).

The estimated QR coefficients in developed countries
showed in Fig. 3 for both GDP and EC as predictors of
CO2 emission are almost within the interval of the OLS
estimation coefficient until about the location of the 90th
percentile. This means that there is no significant differ-
ence between the estimated coefficients in the case of the
QR model and the estimated coefficient in the case of the
OLS model until a certain level which is about the loca-
tion of the 90th percentile and above; in this part of the
distribution, the QR coefficients become significantly
different from those of the OLS model.

On the other hand, in Fig. 4 which shows the estimated QR
coefficients for the developing countries model, the effect of
GDP on CO2 decreases within the OLS estimation interval
until around the location of the 25th percentile; after this
threshold, it exceeds the OLS estimation interval and becomes
significantly different from the OLS estimation until the area
around the 75th percentile where it starts to increase for

Fig. 3 Quantile regression
coefficients for developed
countries
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countries with higher release of CO2 emissions (higher per-
centiles), while the increasing effect of EC on CO2 becomes
significantly different for the OLS coefficient estimation after
the 25th percentile until around the location of 75th percentile,
where it lies within the OLS interval.

5 Conclusion

The topic of the relationship between CO2 emission, EC,
and economic growth has got much efforts by many
researchers, but conflicting results are often obtained
due to using different approaches/efficiency. In environ-
mental experimental studies, it is often the case that the
collected data suffer from the heterogeneous problem,
which could cause inaccurate results by using the OLS
regression, which may provide a weak or no relationship
between the variables, while there could exist a stronger
and useful relationship in some parts of the dependent
variable distribution. Therefore, in this paper, the
quantile regression was applied to estimate the coeffi-
cients of this relationship by tackling at the same time
the heterogeneous problem in the data. The main focus
objective was therefore to detect the effects of the eco-
nomic growth and energy consumption towards the CO2

emissions at different release amount for developed and
developing countries and at different percentile levels

(0.05, 0.25, 0.50, 0.75, and 0.95) and compare these
effects with those found in the OLS model. The panel
data used consisted of 29 countries from two different
economic development groups, 17 developed versus 12
developing countries over the period 1960–2008.

Results of QR for developed and developing countries
showed similar patterns. Both groups showed that the
(25th and 50th) quartiles of GDP have a significantly
stronger negative effect on CO2 emissions than the other
higher percentiles (75th and 95th), and these effects are
also larger than those detected in the OLS regression.
However, the effect of EC in developed countries had
similar positive effects on CO2 emission all across the
percentiles except in the highest percentile (95th).
Results also revealed a tendency of developing countries
to have five times lower CO2 emission by increasing one
unit of GDP compared to developed countries. Increasing
one unit in EC had a positive effect on CO2 emission
(countries release more CO2) within the developing
country group. This group had coefficients twice larger
than those within the developed country group, based on
the 50th percentile model. In conclusion, results differ
significantly across the two groups of countries with
EC contributing to a higher environmental degradation
in CO2 emissions. Thus, EC monitoring is a key factor
for an environmentally balanced and sustainable devel-
opment especially within the developing countries.

Fig. 4 Quantile regression
coefficients for developing
countries
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Appendix

The total included countries are 28 countries which is divided
into two groups as the classification of World Bank to eco-
nomic level: 17 developed countries: Austria, Belgium,
Canada, Finland, Denmark, France, Greece, Italy, Ireland,
Japan, Luxembourg, New Zealand, Netherlands, Norway,
Spain, Portugal, and Sweden. Developing countries covers
11 countries: Bulgaria, Ethiopia, Hungary, Jordan, Iran,
Korea, Poland, Oman, South Africa, and Turkey.

The results of outliers detection test.
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980. Norway 2008 10.484477 5.045158 1
979. Norway 2007 9.5398083 7.283648 1
978. Norway 2006 9.4958357 9.174542 1
977. Norway 2005 9.1633538 10.62414 1

833. Luxembourg 2008 21.492455 -.13092 1
832. Luxembourg 2007 22.590577 2.242678 1
831. Luxembourg 2006 23.935272 5.736982 1
830. Luxembourg 2005 24.351646 7.410307 1
829. Luxembourg 2004 24.158757 8.717781 1

828. Luxembourg 2003 21.963189 10.69852 1
819. Luxembourg 1994 25.364346 10.69171 1
818. Luxembourg 1993 27.225151 10.37218 1
817. Luxembourg 1992 30.098994 10.25424 1
816. Luxembourg 1991 27.469336 10.55963 1

815. Luxembourg 1990 25.909561 10.51286 1
814. Luxembourg 1989 25.327161 9.785176 1
813. Luxembourg 1988 23.919488 9.693653 1
811. Luxembourg 1986 24.383813 9.39824 1
810. Luxembourg 1985 24.965959 9.123531 1

809. Luxembourg 1984 24.383247 9.062352 1
807. Luxembourg 1982 24.239321 9.106725 1
806. Luxembourg 1981 25.787355 9.297933 1
805. Luxembourg 1980 30.218331 9.385615 1
804. Luxembourg 1979 33.340949 9.348955 1

803. Luxembourg 1978 32.702393 9.255916 1
802. Luxembourg 1977 30.211944 8.802656 1
801. Luxembourg 1976 32.80893 8.667662 1
800. Luxembourg 1975 32.855506 8.555752 1
799. Luxembourg 1974 40.322636 8.542567 1

798. Luxembourg 1973 40.173768 8.416834 1
797. Luxembourg 1972 38.755198 8.272713 1
796. Luxembourg 1971 38.264348 8.154731 1
795. Luxembourg 1970 40.457866 8.140158 1
794. Luxembourg 1969 38.977448 8.056784 1

793. Luxembourg 1968 36.462948 7.910173 1
792. Luxembourg 1967 33.891307 7.770472 1
791. Luxembourg 1966 34.709447 7.771801 1
790. Luxembourg 1965 36.647976 7.670399 1
789. Luxembourg 1964 37.292279 7.649629 1

788. Luxembourg 1963 35.171656 7.390451 1
787. Luxembourg 1962 35.795011 7.142242 1
786. Luxembourg 1961 36.359432 6.936243 1
785. Luxembourg 1960 36.57684 6.99005 1
245. Denmark 2008 8.3778107 10.93088 1
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