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Abstract A linear programming problem is considered
with the aim to determine the optimal discharge point and
the optimal discharge rate of a nutrient to be released to a
marine environment polluted with oil. The objective is to
minimize the total discharge of nutrient into the system
provided that the concentrations of nutrient will reach crit-
ical values sufficient to eliminate oil residuals in certain
affected zones through bioremediation. An initial
boundary-value 3D problem for the advection–diffusion
equation and its adjoint problems are considered to model,
estimate, and control the dispersion of nutrient in a limited
region. It is shown that the advection–diffusion problem is
well posed, and its solution satisfies the mass balance equa-
tion. In each oil-polluted zone, the mean concentration of
nutrient is determined by means of an integral formula in
which the adjoint model solution serves as a weight func-
tion. Critical values of these mean concentrations are used
as the constraints of linear programming problem. Some
additional constraints are posed in order to limit not only
the local discharge of the nutrient, but also the mean con-
centration of this substance in the whole region. Both con-
straints serve for environmental protection. The ability of
the new method is demonstrated by numerical experiments
on the remediation in oil-polluted channel using three con-
trol zones. The experiments show that the optimal discharge
rate can always be got with a simple combination of step
functions.

Keywords Dispersion model . Adjoint equation .

Linear programming . Bioremediation

1 Introduction

Oil is comprised of many different toxic compounds which
endanger the marine environment involved in a spill, how-
ever there are many natural, native microorganisms which
are not only capable, but thrive on the decomposition of
these toxic compounds. This process of using microorgan-
isms for such cleanup efforts in shorelines is known as
bioremediation, and it has proven to be a successful method
for the cleanup of marine areas affected by oil spills [5].

There are two different types of bioremediation used for
oil spill cleanup: bioaugmentation and biostimulation. Bio-
augmentation is the addition of microorganisms capable of
degrading the toxic hydrocarbons, in order to achieve a
reduction of the pollutants. Biostimulation is the addition
of nutrients needed by indigenous hydrocarbon-degrading
microorganisms in order to achieve maximum degradation
of toxic compounds present in the oil. The degradation of
hydrocarbons (biodegradation) begins by the conversion of
the alkane chain or polycyclic aromatic hydrocarbon (PAH)
into alcohol. Oxidation then converts the compound to an
aldehyde and then into an acid and eventually into water,
carbon dioxide, and biomass. In the case of the PAH, fission
occurs which ultimately leads to mineralization [39]. More
than 170 genera of microorganisms have been identified in
the environment which are able to degrade hydrocarbons,
due to such diversity and different conditions at the spill
site, hydrocarbons are not all biodegraded at similar rates,
and not all hydrocarbons are degradable, but estimates for
the biodegradability of different crude oils range from 70 to
97 %. What remain are principally the asphaltenes and resin
compounds, which are essentially biologically inert [31].
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Although biodegradation is a particularly important
mechanism for removing the non-volatile components of
oil from the environment, this is a relatively slow natural
process and may require months to years for microorgan-
isms to degrade a significant fraction of oil stranded in
shorelines, within the sediments of marine and/or freshwater
environments [44]. The simplest way of stimulating biodeg-
radation, and the only one that has achieved experimental
verification in the field, is to carefully add nitrogen and
phosphorus nutrients. This was first used on a large scale
in Alaska, following the 1989 spill from the Exxon Valdez
[4, 29, 30]. Two fertilizers were used in the large-scale
applications: an oleophilic liquid product designed to adhere
to oil, named Inipol EAP22 [17]; and a slow-release granu-
lar agricultural product called Customblen [31].

The bioremediation was very successful, as shown in a
joint monitoring program conducted by Exxon, the USEPA
and the Alaska Department of Environmental Conservation
[30]. The fertilizer applications were successful at delivering
nutrients throughout the oiled part of the shorelines, micro-
bial activity was enhanced, and oil biodegradation was
stimulated two- to fivefold [4, 29, 30]. Furthermore, this
was achieved with no detectable adverse environmental
impact [4, 29, 30]. Since then, bioremediation has been used
on a limited site as part up of the cleanup of the Sea Empress
spill [38], and has been demonstrated on experimental spills
in marine or brackish environments on the Delaware Bay
[40], a Texas wetland [24], a fine-sand beach in England
[37], mangroves in Australia [33], and an Arctic shoreline in
Spitsbergen [28].

Due to these successes, it is desirable to include biore-
mediation in responses to future spills where oil strands on
rocky or inaccessible shorelines. In this situation currents
can be used to carry the nutrients to the polluted zones
instead of release it directly on the site. For such case, an
important factor in achieving successful biostimulation is
obtaining an ideal (critical) concentration of nutrients need-
ed for maximum growth of the organisms, and keeping this
concentration present for the organisms as long as possible.
This can become a difficult task taking into account that
appropriate point for releasing the nutrients is unknown, and
also because of physical influences, such as differences in
densities, wave movements, and tidal influences. Tracer
studies are often used to examine how the motion of the
water and nutrients are influenced under different situations
[2, 3].

In this work, a strategy is proposed for the remediation of
oil-polluted marine environments which uses the fluid dy-
namic in a limited water region D to distribute a nutrient
(nitrogen or phosphorus) and stimulate biodegradation in
some important internal ecological zones Ωi⊂D such as
recreation or aquaculture areas. By the strategy, the nutrient
released at point r0 of domain D with a discharge rate Q(t)

spreads by currents and turbulent diffusion and reaches all
the contaminated zones. Moreover, a critical mean concen-
tration of nutrient ci (higher than the natural concentration)
should be achieved and maintained in each zone Ωi (1≤ i≤N)
within a certain time to properly stimulate the growth of the
oil degrading microorganisms [2]. This time interval is
denoted below as [T–t,T]. It should be noted that an ade-
quate release rate Q(t) does not always exist, that is, at times,
this strategy fails. In particular, this can happen when the
release point r0 is improperly chosen with respect to the
flow and the location of zones, or when the time T is not
large enough to let the nutrient to reach all the zones. A
strategy is called optimal if it solves the problem and, at the
same time, minimizes the discharge rate Q(t) to mitigate the
impact of nutrients on the marine environment and to de-
crease the remediation cost. Thus, by introducing the least
amount of nutrients, the optimal control not only cleans the
zones, but also protects the whole ecosystem.

All these things considered, the variational formulation of
optimal remediation strategy is as follows:

minimize mðQÞ ¼
ZT
0

QðtÞdt ð1Þ

subject to : ci � Ji fð Þ ¼ 1

t Ωij j
ZT

T�t

Z
Ω i

f r; tð Þdrdt � ci

þ "i; 1 � i � N

ð2Þ

J0 ¼ 1

T Dj j
ZT

0

Z
D

f r; tð Þdrdt � c0;

0 � QðtÞ � Q0ðtÞ; 0 � t � T

ð3Þ

where m(Q) is the functional that represents the total mass of
nutrient released into the system within time interval [0,T],
f ¼ f r; tð Þ is the concentration of nutrient in D (it will be
determined with a dispersion model described in Section 2)
and Ji fð Þ is the mean concentration of nutrient in ith zone Ωi,
1≤ i≤N, within time interval [T–t,T]. By convenience, all
the zones Ωi considered in this work are nonintersecting.
The constraints in (2) are imposed to maintain Ji equal to or
slightly above the critical concentration ci>0 required for
biodegradation (1≤ i≤N). Also, note that the introduction of
small parameters εi>0 increases the number of feasible
solutions for problem (1)–(3), and therefore, this model is
less restrictive than that described by Parra-Guevara and
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Skiba in [25, 26]. The integral condition in (3) represents an
ecological constraint that limits the mean concentration of the
nutrient in the whole region, while the mass released at the
point of discharge is bounded by functionQ0 according to the
inequality in (3). Finally, we note that the formulation (1)–(3)
can also be used to determine the optimal release parameters
in a fairly common case, when the repeated application of
nutrients is required in the contaminated areas due to the slow
degradation of oil in the marine environment. Sufficient con-
ditions for such a methodology are given in Section 3.

2 Dispersion Model

The concentration of nutrientf r; tð Þ in a domainD⊂ℝ3 and time
interval [0,T] is estimated by the following dispersion model

@f
@t

þ U
!�rf�r � μrfþ σfþr � f!s ¼ QðtÞd r � r0ð Þ

ð4Þ

f
!

s ¼ �vsf k
!

in D ð5Þ

μ
@f
@n

¼ f
!

s � n!� zf k
!� n! on ST ð6Þ

μ
@f
@n

¼ 0 on Sþ ð7Þ

μ
@f
@n

� Unf ¼ 0 on S� ð8Þ

μ
@f
@n

¼ 0 on SB ð9Þ

f r; 0ð Þ ¼ f0ðrÞ in D ð10Þ

r � U!¼ 0 in D ð11Þ
Here (4) is the advection–diffusion equation, U

!
r; tð Þ is

the current velocity that satisfies the incompressibility con-
dition (11), μ(r,t) is the turbulent diffusion coefficient, σ(r,t)
is the chemical transformation coefficient characterizing the
decay rate of nutrient in water. Note that the first-order
(linear) kinetics σf describing the process of chemical
transformation is a reasonable approximation for such
nutrients in water as the nitrogen and phosphorus. The term

r � f!s in (4), describes the change of concentration of

nutrient per unit time because of sedimentation with con-
stant velocity vs>0, and δ(r–r0) is the Dirac delta centered at
the discharge point r0. Equation (6) is the boundary condi-
tion on the free surface ST of domain D, where ζ(r,t) is the
coefficient characterizing the process of evaporation of nu-
trient, and (9) represents the boundary condition on the
bottom SB of domain D. Equations (7) and (8) are the
corresponding conditions on the lateral boundary of D,

besides S+ is the rigid or outflow part of boundary where

Un ¼ U
!� n!� 0 , and S– is its inflow part where Un<0.

Finally, the Eq. (10) represents the initial distribution of the
nutrient at t00. In all equations, n! is the unit outward
normal vector to the boundary @D ¼ ST [ Sþ [ S� [ SB of
domain D, ∂/∂n is the derivative in the normal direction, and

k
!¼ 0; 0; 1ð Þt is the unit vector directed upward in the
Cartesian coordinate system. We observe that

k
!� n!¼ 0 on Sþ [ S� and U

!� n!¼ 0 on ST [ SB ð12Þ
Also, note that the boundary conditions (6)–(9) are gen-

eral (i.e., not only for horizontal free and bottom surfaces ST
and SB), and hence, the dispersion model can take into
account free surface wave motion and marine topography.

First, we show that the solution of dispersion model (4)–
(11) satisfies the mass balance equation. Indeed, integrating
Eq. (4) over domain D we get:

@

@t D
Xfdr þ

D

XU!� rfdr �
D

Xr � μrfdr þ
D
Xσfdr

þ
D

Xr � f!sdr ¼
D
XQðtÞd r � r0ð Þdr

Applying the divergence theorem [16], it is possible to
rewrite some integrals as follows:

D

XU!� rfdr ¼
D

Xr � U
!
f

� �
dr ¼

@D

XU!� n!fdS

D
Xr � μrfdr ¼

@D
Xμrf � n!dS ¼

@D
Xμ

@f
@n

dS

D

Xr � f!sdr ¼
@D

X f!s � n!dS

Finally, dividing each integral over boundary ∂D into the
four integrals over ST, S

+, S–, and SB, and applying Eqs. (6) to
(9) and observation (12), we obtain the mass balance equation:

@

@t D
Xfdr ¼ QðtÞ �

D
Xσfdr �

Sþ
XUnfdS

�
ST
Xzf k

!� n!dS þ
SB
Xnsf k

!� n!dS ð13Þ

Since k
!�!n > 0 at ST and k

!�!n < 0 at SB, the total mass
of the nutrient increases due to the discharge rate Q(t), and
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decreases because of chemical transformation, advective
outflow through S+, superficial evaporation, and
sedimentation.

We now show that the dispersion problem (4)–(11) is
well posed. Indeed, the model operator is:

Af ¼ U
!� rf�r � μrfþ σfþr � f!s ð14Þ

Defining the inner product in L2(D) as Af; fð Þ ¼
D
XfAfdr ,

we obtain the expression

Af; fð Þ ¼
D
XfU
!�rfdr þ

D
Xσf2dr�

D
Xfr � μrfdr

þ
D
Xfr � f!sdr

The divergence theorem allows modifying some integrals
in the last equation:

D
XfU
!� rfdr ¼ 1

2 @D
Xf2U

!� n!dS

D
Xfr � μrfð Þ dr ¼

@D
Xfμ

@f
@n

dS �
D
Xμ rfj j2dr

D
Xfr � f!sdr ¼

1

2 @D
Xf f
!

s � n!dS

Finally, dividing each integral over ∂D into the four
integrals over ST, S

+, S–, and SB, and applying the conditions
(6)–(9) and (12), we get

Af; fð Þ ¼
D
Xσf2dr þ

D
Xμ rfj j2dr þ

ST
Xzf2 k

!� n!dS

þ 1
2

Sþ
XUnf2dS �

S�
XUnf2dS þ

ST
Xvsf2 k

!� n!dS �
SB
Xvsf2 k

!� n!dS

( )

ð15Þ

Since Un<0 in S–, k
!� n! > 0 at ST and k

!� n! < 0 at SB,
Eq. (15) can be rewritten as

Af; fð Þ ¼
D
Xσf2dr þ

D
Xμ rfj j2dr þ

ST
Xzf2 k

!� n!dS

þ 1

2
Sþ[S�
X Unj jf2dS þ

ST[SB
Xvsf2 k

!� n!
��� ���dS

( )

Thus, operator A is positive semidefinite: Af; fð Þ � 0.
Taking the inner product of every term of Eq. (4) with f,

we obtain

@f
@t

; f

� �
¼ f ; fð Þ � Af; fð Þ; f r; tð Þ ¼ QðtÞd r � r0ð Þ

Using the condition Af; fð Þ � 0 and Schwarz inequality
[15], the last equation implies the inequality.

f;
@f
@t

� �
� fk k fk k; fk k ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
f; fð Þ

p
Further,

f;
@f
@t

� �
¼ 1

2

@

@t
fk k2 ¼ fk k @

@t
fk k

and hence, @
@t fk k � fk k. Finally, the integration over time

interval (0,T) leads to

fk k � T max
0�t�T

QðtÞd r � r0ð Þk k þ f0ðrÞ�� �� ð16Þ

Since the dispersion model (4)–(11) is linear with respect
to f, estimation (16) guarantees that the solution of problem
(4)–(11) is unique and continuously depends on the initial
conditions and forcing. Also, using the method described by
Skiba and Parra-Guevara in [36], it is possible to prove the
existence of generalized solution of problem (4)–(11), that
is, the model (4)–(11) is well posed in the sense of Hada-
mard [11]. Also note that the positive semidefiniteness of
operator A allows us to split the operator A in coordinate
directions, and with the help of numerical schemes by
Marchuk [20] and Crank-Nicolson [6] construct uncondi-
tionally stable and efficient numerical algorithm of second
approximation order in space and time for the solution of
problem (4)–(11) [34].

3 Adjoint Functions and the Duality Principle

It is rather difficult to analyze and solve variational problem
(1)–(3) because the constraints in (2)–(3) are related with the
solution Q of control problem implicitly through the solu-
tion f of dispersion model (4)–(11). In order to establish an
explicit dependence of the constraints on Q, we now intro-
duce one more model which is adjoint to the dispersion
model (4)–(11). Its operator A* is adjoint to the operator A
of model (4)–(11) in the sense of Lagrange identity

Af; gð Þ ¼ f; A*g
	 


where (∙,∙) is the inner product in L2(D) [20]. Solutions of
this adjoint model will be used to establish a duality princi-
ple for the mean concentration of the released nutrient in the
marine environment. Let us construct the operator A*. The
inner product (Aϕ, g) is

Af; gð Þ ¼
D
XgU
!� rfdr þ

D
Xσgfdr �

D
Xgr � μrfdr

þ
D
Xgr � f!sdr
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The integrals in the last expression can be rewritten with
the divergence theorem as

X
D

gU
!� rfdr ¼ X

@D

gfU
!� n!dS � X

D

fU
!� rgdr

X
D

gr � μrfdr ¼ X
@D

gμ
@f
@n

dS � X
@D

fμ
@g

@n
dS þ X

D

fr � μrgdr

X
D

gr � f!sdr ¼ X
@D

g f
!

s � n!dS � X
D

fr � g!sdr

where g!s ¼ �vsg k
!
. Then

Af; gð Þ ¼ X
D

f �U
!� rg �r � μrg þ σg �r � g!s

� �
dr

þ X
@D

gfU
!� n!dS þ X

@D

fμ
@g

@n
dS � X

@D

gμ
@f
@n

dS

þ X
@D

g f
!

s � n!dS

Dividing the integrals over boundary ∂D into four inte-
grals over ST, S

+, S–, and SB, and using conditions (6)–(9)
and (12), we obtain that

Af; gð Þ ¼ X
D

f �U
!� rg �r � μrg þ σg �r � g!s

� �
dr

provided that function g satisfies the boundary conditions
(20)–(23). Thus, the Lagrange identity is fulfilled if

A*g ¼ �U
!� rg �r � μrg þ σg �r � g!s

On the other hand, multiplying (4) by g and taking the
integral over space–time domain D×(0,T), we get

X
T

0
X
D

g
@f
@t

drdt þ X
T

0
X
D

gAfdrdt ¼ X
T

0
X
D

gQðtÞd r � r0ð Þdrdt

Integrating by parts the first integral and using conditions
(10) and g(r, T)00 leads to

X
T

0
X
D

g
@f
@t

drdt ¼ � X
D

g r; 0ð Þf0ðrÞdr � X
T

0
X
D

f
@g

@t
drdt

Applying now Eq. (4), Lagrange identity and well-known
property of Dirac delta one can get

X
T

0
X
D

f � @g

@t
þ A*g

� �
drdt ¼ X

T

0

QðtÞg r0; tð Þdt þ X
D

g r; 0ð Þf0ðrÞdr

ð17Þ

In order to take advantage of Eq. (17), which explicitly
relates the discharge rate of nutrient Q(t) with the concen-
tration of nutrient f r; tð Þ through the function g, we consider
the following adjoint dispersion model:

� @g

@t
� U
!� rg �r � μrg þ σg �r � g!s

¼ p r; tð Þ ð18Þ

g!s ¼ �vsg k
!

in D ð19Þ

μ
@g

@n
þ zg k

!� n!¼ 0 on ST ð20Þ

μ
@g

@n
þ Ung ¼ 0 on Sþ ð21Þ

μ
@g

@n
¼ 0 on S� ð22Þ

μ
@g

@n
¼ � g!s � n! on SB ð23Þ

g r; Tð Þ ¼ 0 in D ð24Þ

Note that the boundary conditions (19)–(23) and final
condition (24) imposed on the solution are those that guar-
antee the fulfilment of the Lagrange identity. Besides, this
model is similar to model (4)–(11), but with advection and
sedimentation velocities in opposite direction. Thus, the
adjoint model (18)–(24) being solved backward in time
(from t0T to t00) also has a unique solution, which contin-
uously depends on the forcing p(r,t). This result can be
immediately shown by the transformation of variable t′0
T–t [36].

Moreover, the forcing p(r,t) of Eq. (18) will be defined so
that the mean concentration of nutrient

JiðfÞ ¼ 1

t Ωij j
ZT

T�t

Z
Ωi

fðr; tÞdrdt

in a contaminated zone Ωi⊂D will be explicitly related with
the discharge rate Q(t) and initial concentration of nutrient
f0ðrÞ through the adjoint solution g. Indeed, let us take

p r; tð Þ ¼
1

t Ωij j ; r 2 Ωi and t 2 T � t; Tð Þ
0; otherwise

�
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where Ωij j is the volume of oil-polluted zone Ωi, and t is the
time required for the nutrient to reach its critical concentra-
tion in the zone. Then the use of this formula in (17) leads to

Ji fð Þ ¼ X
T

0

gi r0; tð ÞQðtÞdt þ X
D

gi r; 0ð Þf0ðrÞdr ð25Þ

also known as the duality principle. Provided that ϕ0(r)00 for
the first discharge of nutrient, the last formula is reduced to

Ji fð Þ ¼ X
T

0

gi r0; tð ÞQðtÞdt ð26Þ

The use of (26) in (2) for each zone Ωi (i01,…,N) , and in
(3) for the region D, transforms the variational problem (1)–
(3) to a more convenient form for the analysis:

minimize mðQÞ ¼
ZT
0

QðtÞdt ð27Þ

subject to : ci � X
T

0

gi r0; tð ÞQðtÞdt � ci þ "i; 1 � i � N

ð28Þ

X
T

0

g0 r0; tð ÞQðtÞdt � c0; 0 � QðtÞ � Q0ðtÞ; 0 � t � T

ð29Þ
Note that this model can be simplified if the following

relationship between the limit Q0 of the discharge rate and
the global limit c0 of the mean concentration is satisfied

X
T

0

g0 r0; tð ÞQ0ðtÞdt � c0

in such a case the integral constraint in (29) can be omitted.
However, since these parameters can vary according to the
conditions of the marine environment, this simplification is
not always possible.

However, if a repeated discharge of nutrient is needed for
degrading oil residuals, then the nonzero initial concentration of
the nutrient must be taken into account (see (25)). It should be
noted that, due to microbial intake of nutrient in the oil-polluted
zones and the water outflow from region D, the concentration
of nutrient decreases in region D towards its natural value.
Therefore, the following conditions for the mean concentration
of nutrient must be fulfilled since the moment t0>T:

1

Dj j
Z
D

f r; tð Þdr < c0;
1

Ωij j
Z
Ωi

f r; tð Þdr < ci þ "i;

i ¼ 1; :::;N ; t � t0

ð30Þ

The moment t0 can be determined through monitoring the
mean concentration of nutrient in region D or by using the

solution ϕ forecasted by the model (4)–(11) with the forcing
Q(t) equal to zero for t>T. Once conditions (30) are fulfilled,
the initial concentration for modeling the next application of
nutrient is chosen as

8 0ðrÞ ¼ f r; t0ð Þ ð31Þ
and the next time interval for suchmodeling is [t0, t0+T]. Due to
conditions (30), the contribution of φ0(r) to the mean concen-
trations of nutrient during time interval [t0+T−t,t0+T] is less
than the upper bounds c0 (in D) and ci+εi (in Ωi, i01,…,N).
Note that without these last conditions, the feasibility space for
problem (1)–(3) is empty and there is no solution to the control
problem.

Thus, once conditions (30) are fulfilled and assuming that
t000, again the problem (27)–(29) can be considered with
the following positive parameters to modeling the second
discharge of nutrient

c
0
0 ¼ c0 � X

D

gi r; 0ð Þ8 0ðrÞdr and

c
0
i ¼ ci � X

D

gi r; 0ð Þ8 0ðrÞdr; i ¼ 1; . . . ;N ð32Þ

Where the adjoint functions in (32) must be calculated in
time interval [t0, t0+T]. Without loss of generality, we have
assumed that negative values on the left side of constraints
(28) have been switched to zero, when they appear. Taking
into account these remarks, the variational problem (27)–
(29) is a general representation of the remediation strategy
when it is to be applied once or many times.

It is important to note that all the adjoint solutions gi(r0,t)
which figure in constraints (28) and (29) are indepen-
dent of the discharge rate Q(t). This non-negative sol-
utions are determined by the flow dynamics in region D
and serve in constraints (28) and (29) as certain weight
functions characterizing the impact of the discharge of
nutrient at point r0 on each zone Ωi (see Fig. 1). In
other words, the adjoint solutions are the influence
functions (or information functions) in the control theo-
ry. That is why the adjoint problem solutions are widely
used in the sensitivity study of various models, and in
particular, in the atmosphere and ocean model, weather
forecast and climate theory [19, 22], data assimilation
problems [21], problems of identification of unknown
pollution sources, like nuclear accidents [32, 42], simu-
lation of oil pollution [7, 35], and optimal control in
pollution problems [1, 13, 14, 18, 20, 27, 41].

4 Analytical and Numerical Results

In order to determine the features of a variational problem
(27)–(29), we first analyze this problem for a fixed point
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r0∈D, and then consider the problem of choosing the opti-
mal discharge point.

The feasibility space Θ for problem (27)–(29) is given as

Θ ¼ Q 2 L2 0; Tð Þ such that conditions 28ð Þ and 29ð Þ aref
fulfilledg

where functions Q0 and gi(r0,t), i01,…, N, belong to the
Hilbert space H 0 L2(0,T ). Since each function gi(r0,t) is
non-negative in [0,T] and ci>0 (i01,…, N), it is concluded
from (28) that the feasibility space Θ is non-empty only if

gi r0; tð Þ > 0 in an open interval

Ii � 0; Tð Þ; 1 � i � N
ð33Þ

This is a necessary condition for the existence of solution
to the control problem, such a condition suggests that the
optimal discharge point should be chosen only among such
points r ∈ D that satisfy (33). However, condition (33) is not
sufficient for the existence of a solution to problems (27)–
(29). Indeed, (33) is satisfied if 0<gj(r0, t)<gk(r0, t), 0≤ t≤T.
However, the feasibility space Θ is empty if cj>ck+εk.

On the other hand, the feasibility space Θ is a convex,
bounded and closed set in H. To show this, we observe that
for any Q1 and Q2 in H, and l ∈ (0,1),

X
T

0

lQ1 þ 1� lð ÞQ2ð Þgi r0; tð Þdt ¼ l
RT
0
Q1gi r0; tð Þdt

þ 1� lð Þ RT
0
Q2gi r0; tð Þdt

� l ci þ "ið Þ þ 1� lð Þ ci þ "ið Þ ¼ ci þ "i

and

0 � lQ1 þ 1� lð ÞQ2 � lQ0 þ 1� lð ÞQ0 ¼ Q0; 0 � t � T

The term lQ1+(1−l)Q2 satisfies the constraints (28)–
(29) as well, and hence Θ is a convex set.

Also, due to the last constraint in (29), Qk k � Q0k k ¼ c
onst for all Q of Θ, and therefore, the feasibility space Θ is
bounded.

Finally, in order to show that Θ is a closed set in H, we

now prove that Θ � Θ [9]. Let Q be any element of Θ.
Then there is a sequence Qkf g1k¼1 in Θ such that

Qk � Qk k ! 0 as k ! 1 ð34Þ

Assume that Q(t)<0 in some interval I⊂(0,T) of positive
measure |I|>0. Then

Qk � Qk k2 ¼
ZT
0

Qk � Qð Þ2dt �
Z
I

Qk � Qð Þ2dt �
Z
I

Q2dt ¼ l > 0

The last inequality contradicts the convergence of Qkf g1k¼1

in H, and hence, Q is a non-negative function in (0, T).
Now, we assume that Q(t)>Q0(t) in some interval I⊂(0, T)

of positive measure |I|>0. Then

Qk � Qk k2 ¼ RT
0
ðQk � QÞ2 dt � R

I
Qk � Qð Þ2dt

� R
I

Q� Q0ð Þ2dt ¼ l
0
> 0

Fig. 1 Adjoint functions for
region D (g0) and Ωi zones (gi,
i01, 2, 3)
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The last inequality contradicts the convergence of
Qkf g1k¼1 in H, and hence, Q(t)≤Q0(t) in (0,T).
On the other hand, the Schwarz inequality [15] leads to

ZT
0

QkðtÞgi r0; tð Þdt �
ZT
0

QðtÞgi r0; tð Þdt
������

������
�

ZT
0

QkðtÞ � QðtÞj jgi r0; tð Þdt � Qk � Qk k gi r0; tð Þk k

and, due to (34) , we get that lim
k!1

RT
0
Qkgi r0; tð Þdt

¼ RT
0
Qgi r0; tð Þdt. By (28), the sequence

RT
0
Qkgi r0; tð Þdt

� �1

k¼1

belongs to the closed interval [ci, ci+εi], and hence this
interval contains its limit point [9]. Thus

ci �
ZT
0

QðtÞgi r0; tð Þdt � ci þ "i; 1 � i � N

The constraint 0 � RT
0
QðtÞg0 r0; tð Þdt � c0 is proved in a

similar way, and therefore, Q ∊ Θ.
To prove the existence of solution to problem (27)–(29), we

consider a finite-dimensional subspace Г of H. Since H is a
normed space, Г is a closed set in H [15]. So, the intersection
Π ¼ Γ \ Θof closed sets is a closed set inH [9]. In fact,П is a
closed set in Г, as well [9]. Also, note thatП is a bounded subset
of Г, becauseΠ⊂Θ, andΘ is bounded in the norm of H. Since
Г is a finite-dimensional normed space, andП is a bounded and
closed subset of Г, П is a compact subset in Г[15].

On the other hand, Schwarz inequality leads to

mðqÞ � mðQÞj j �
ZT
0

qðtÞ � QðtÞj jdt �
ffiffiffiffi
T

p
q� Qk k

where m(Q) is the mass functional (27). Using the last

inequality, and choosing d ¼ "
ffiffiffiffi
T

p
for the continuity def-

inition, one concludes that m(Q) is a continuous functional
on H, and hence, it is also continuous on П. Since П is a
compact subset of the metric space Г, and m is a continuous
functional on 9 m 6 , there exists a point Q* ∊ Π that
minimizes functional m [15]. This point Q*0Q*(t; r0) is
the optimal discharge rate of the nutrient at the point r0.

Note that the functional m(Q) is linear and convex, but
not strictly convex, and hence, there may exist more than
one optimal solution, that is, Q* is not necessarily unique.
However, the space of optimal solutions is a convex set in
П. To show this, note that П is a convex set as the intersec-
tion of convex sets [12]. Thus, if Q1 and Q2 are optimal

solutions of П, and l ∊ (0, 1), then lQ1+(1−l)Q2 also
belongs to П, and

m lQ1 þ 1� lð ÞQ2ð Þ ¼ lm Q1ð Þ þ 1� lð Þm Q2ð Þ
¼ lm Q*

	 
þ 1� lð Þm Q*
	 
 ¼ m Q*

	 

;

that is, solution lQ1+(1−l)Q2 is also optimal.
This property is useful, since it permits choosing, at the

same cost m(Q*), an optimal solution among the functions
lQ1+(1−l)Q2, 0<l<1, where Q1 and Q2 are two given
optimal solutions. The criterion for such a choice could be
the easiness to implement the discharge rate in a real situa-
tion of bioremediation.

In this work, the finite-dimensional subspace Г is gener-
ated by the ‘tent’ functions, which are given as

gkðtÞ ¼
1þ t � tkð Þ Δt; tk�1 � t � tk=
1� t � tkð Þ Δt; tk � t � tkþ1=
0; otherwise

8<
: ð35Þ

where the nodes tk0k ⋅ Δt, k00, 1, …, L, Δt ⋅ L0T, form a
regular mesh in interval [0,T], and the functions γ0 and γL
are equal to zero outside [0,T]. The basic functions γk, k00,
1, …, L, have the following useful properties:

g i tj
	 
 ¼ 1; i ¼ j

0; i 6¼ j

�
; i; j ¼ 0; 1; :::; L

and

ZT
0

g0ðtÞdt ¼
ZT
0

gLðtÞdt ¼
Δt

2
;

ZT
0

gkðtÞdt ¼ Δt; k ¼ 1; :::; L� 1

Taking into account these remarks, one can conclude that
the discharge rate of nutrient Q∊П is given by a linear
combination of basic functions

QðtÞ ¼
XL
k¼0

xkgkðtÞ ð36Þ

and the optimal solution Q* of control problem is the solution
of the following linear programming problem

minimize m x0; :::; xLð Þ ¼ Δt 2=ð Þ x0 þ 2
XL�1

k¼1

xk þ xL

" #
ð37Þ

subject to : ci �
XL
k¼0

aikxk � ci þ "i; 1 � i � N ð38Þ

XL
k¼0

a0kxk � c0; 0 � xk � Q0 tkð Þ; 0 � k � L ð39Þ
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where the coefficients aik are given as

aik ¼
Z tkþ1

tk�1

gi r0; tð ÞgkðtÞdt; 0 � i � N ; 0 � k � L

ð40Þ
and the feasibility spaceП is determined by (36) and (38)–(40).

Thus, the variational problem (27)–(29) has been reduced
to the linear programming problem (37)–(40) with L+1 real

variables xkf gLk¼0, and 2(L+N)+3 constraints. The solution
of this problem can be obtained with a large-scale optimi-
zation method based on LIPSOL, Linear Interior Point
Solver [43], which is a variant of Mehrotra’s predictor–
corrector algorithm [23], a primal–dual interior-point meth-
od. Also, for medium-scale optimization can be applied a
projection method which is a variation of the well-known
simplex method for linear programming [8, 12]. The
interior-point method reduces the computing time in the
large size problems [43] and represents a good alternative
when the number of grid points in the control problem is too
large. In this work, both methods above mentioned have
been implemented with the linprog subroutine of MATLAB.

Note that, in order to simplify the linear programming
problem (37)–(40), we can approach the coefficients aik
through second order formulas, like trapezoidal rule, as follows

ai0 ¼ Δt 2=ð Þgi r0; t0ð Þ; aiL ¼ Δt 2=ð Þgi r0; tLð Þ;

aik ¼ Δt � gi r0; tkð Þ 1 � i � N ; 1 � k � L:

Once the optimal discharge rate Q*(t;r0) can be built for
any r0∊D, the choice of a suitable release site is considered.
We point out that the criterion to select the optimal discharge
point r*0 is to minimize the mass of the nutrient entering the
marine environment. Note that in this case, the objective

function is a non-linear function m Q*
	 
 ¼ R T

0 Q* t; r0ð Þdt of
three real variables being the coordinates of r00(x0, y0, z0),
and it can be evaluated when all the adjoint functions gi are
already determined and the linear programming model (37)–
(40) has been solved. Besides, while minimizing this function,
it is a computationally advantageous to narrow the search area
only to those points r0∊D in which the indicative function

P r0ð Þ ¼ Π
N

i¼1

Z T

0
gi r0; tð Þdt ð41Þ

is positive, that is , the minimum r*0 must be searched only
within the support of function P [10], where the necessary
condition (33) is fulfilled. The caseP(r0)00means that, due to
the flow dynamics in D, the nutrient discharge at the point r0
cannot reach all the oil-polluted zones during the time interval
[T−t,T].

4.1 Examples of Remediation in a Channel

In order to illustrate the method developed, we now consider a
simple example of bioremediation in a channel of 120 m long
[0,120], 10 m wide [0,10], and 4 m deep [0,4], H04. The
channel contains three oil-polluted zones: Ω1 ¼ 20; 30½ � �
9; 10½ � � 0; 4½ � , Ω2 ¼ 70; 80½ � � 9; 10½ � � 0; 4½ � and Ω3 ¼
95; 100½ � � 0; 2½ � � 0; 4½ �.
The critical nutrient concentrations ci(grm

−3) in the zones
vary from one experiment to another (Table 1) and generate
different optimal discharge ratesQ*

j (Fig. 2). The parameters

of adjoint model (18)–(24) have been taken as follows: The

velocity vector U
!

is directed along the channel and is equal

to U
!¼ 0:0083 i

!
ms�1, i

!¼ 1; 0; 0ð Þt, μ00.0017 m2s−1, σ0
0.00027 s−1 and ζ0vs00.

The nutrient is released at the point r00(3,2.2,2) during
4 h (T014,400 s), the total time interval is 4 h: (0,T)0
(0,14400), and the mean concentration is controlled within
the last 1-h interval [T−t, T]0[10,800, 14,400], i.e., t0
3,600 s. The adjoint functions gi(r0, t) for the three zones
(i01, 2, 3), and adjoint function g0(r0, t) for region D, are
given in Fig. 1.

In all the examples (j01, 2, 3, and 4), the linear program-
ming problem (37)–(40) is solved with the following param-
eters εi00.05(grm

−3), c003.5(grm
−3),

Q0ðtÞ ¼ aj; 0 � t < 7; 200
bj; 7; 200 � t � 14; 400;

�

where α107.77 and β109.44; α207.22 and β209.77; α30

12.22 and β305.33; and α4010.00 and β4012.44. Finally,
the spatial mesh size for numerical solution of adjoint prob-
lem (18)–(24) is Δx0Δy00.4m with a time step Δt036 s,
and hence, L0400 for the linear programming problem.

The computing time to get each adjoint problem solution
using the workstation HP-XW8200 was about 370 s. Table 1
shows the time required to solve the linear programming

Table 1 Numerical details of
linear programming problem so-
lution (37)–(40)

For the task, a workstation HP-
XW8200 was used

J c1 c2 c3 m Q*
j

� �
CT_Simplex_Meth (s) CT_Int.Pto_Meth (s) Relative error

1 0.8 0.8 0.8 6.1272×104 10.6720 0.1090 2.4259×10−11

2 1.0 0.8 0.5 6.7720×104 15.0940 0.1869 4.0647×10−10

3 0.5 1.0 1.5 6.9724×104 9.5309 0.1250 5.2762×10−12

4 1.2 0.5 1.2 7.9676×104 18.1410 0.1570 9.3829×10−11
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problem (37)–(40) through linprog subroutine of MATLAB.
It is important to note that the interior point method is,
approximately, 100 times faster than the simplex method,
and both methods determine the same solution (see relative
errors in Table 1). We conclude that, for each example, the
computing time required to find the optimal discharge rate
was about 1,500 s. Figure 2 shows the optimal discharge
rates Q*

j for the four examples (j01, 2, 3, and 4). Each

release rate is simply a combination of step functions. The
nonzero values of step functions are defined in the intervals
where the adjoint functions are positive, besides the height
of the steps is determined by the limit function Q0.

5 Conclusions and Final Remarks

The main objectives of the mathematical modeling in the
environment protection are the prediction of concentrations
of different substances (pollutants, cleanears, nutrients, etc.),
the development of the methods which help to prevent dan-
gerous pollution levels (control of emissions) and the devel-
opment of the strategies for the remediation of polluted zones.
In this work, we have presented a method of cleaning the oil-
polluted marine environment through bioremediation. It is
assumed that oil is stranded in some zones at the shoreline
and the goal is to release a nutrient into aquatic system in order
to increase the amount of indigenous microorganisms which
degrade the pollutants in such zones. Thus, the specific objec-
tives are to determine the appropriate parameters of releasing a
nutrient, namely, r0 (discharge site) and Q (discharge rate), in

order to reach necessary concentration of the nutrient in the
polluted zones. Both unknown parameters are chosen so that
to minimize the total mass of the nutrient, with the aim to
minimize the impact on the environment and the cost of
remediation. To this end, for each point r0, the optimal dis-
charge rate Q*0Q*(t; r0) is obtained through the solution of a
linear programming problem.We have shown the existence of
such a solution. Then the optimal discharge site r0 is selected
as such a point which minimizes the function m(Q*(t; r0)). To
reduce the computational efforts, the search is limited to the
points r0 ∊ D at which the indicative function P is positive.

To determine the discharge rate of the nutrientQ*(t; r0), it is
necessary first to solve N+1 adjoint problems (where N is the
number of contaminated zones), and then a linear program-
ming problem with L+1 positive variables and 2(L+N)+3
constraints (where L+1 is the number of nodes of regular mesh
in interval [0, T]). This procedure is shown to be computation-
ally efficient. Also, the numerical examples show that in the
case when the limit Q0 is constant, Q

*(t; r0) has a simple form
(combination of step functions). This is important advantage of
the method in its practical application in bioremediation.

This new remediation method is strongly based on the
adjoint estimates, but it also uses the direct concentration
estimates of the nutrient in polluted zones when multiple
discharges of the nutrient are needed. These equivalent
estimates complement each other well at the assessment of
the nutrient and pollution control. The direct estimates,
utilizing the solution of the transport problem, enable mak-
ing the comprehensive analysis of ecological situation in the
whole area. On the other hand, the adjoint estimates use the
adjoint problem solutions and explicitly depend on the

Fig. 2 Optimal discharge rates
Qj for data j01, 2, 3, and 4
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discharge rate of the nutrient and its initial distribution in the
region. Besides, the solutions of adjoint problem serve as
influence functions, which show the impact of the discharge
point location on the concentration of nutrient in each oil-
polluted zone. Therefore, the adjoint estimates are effective
and economical in the study of the sensitivity of the con-
centrations of the nutrient to variations in the model
parameters.

Owing to special boundary conditions, both the main and
adjoint problems are well-posed according to Hadamard,
that is, any solution of either problem is unique and stable
to initial perturbations. These conditions are reduced to the
well-known and natural boundary conditions in the non-
diffusion limit (pure advection problem) and in the case of
a closed sea basin whose boundary is the coast line.

We now make a final remark. In this work, we suppose
that the nutrient released into the marine environment is a
liquid, for example, the product named Inipol EAP22 [17].
Therefore the sedimentation velocity vs is very small or
zero, and the sediment of nutrient mass on the bottom SB
of the marine region D is not significant, namely, the nutri-
ent is totally dissolved in the water. That is why we control
the mean concentration of nutrient in the tridimensional
marine oil-polluted zones Ωi, which are located at the shore-
line but not at the bottom of the marine region D. On the
other hand, when the oil is concentrated on the marine floor,
the bioremediation is required in some two-dimensional

zones Ωi
B , located on the sea bottom SB of region D, the

nutrient should be released in granular form, as the Custom-
blen product [31]. In this case, the sedimentation velocity vs
is not zero, and the mass of the nutrient, deposited on SB,
increases, which favors the remediation process in the pol-

luted zones Ωi
B. Therefore, the control of the nutrient mass

deposited on SB is more adequate than control of the nutrient
concentration per volume.

To study this problem, we also consider the variational
problem (1)–(3) and dispersion model (4)–(11), but the
functional Ji, given by constraints in (2), is redefined as

Ji ¼ � 1

Ωi
B

�� ��
ZT
0

Z
Ωi

B

vsf k
!� n!dSdt

According to the mass balance Eq. (13), this functional
estimates the mass of the deposited nutrient, per superficial

unit, on the polluted zone Ωi
B � SB , during the interval of

discharge [0, T]. Note that Ji is a non-negative function

because k
!� n! < 0 on SB.

In order to extend to this case the methodology described
in this work, we must change the adjoint model (18)–(24) as
follows. The forcing in the transport Eq. (18) is redefined as

p r; tð Þ ¼ 0; r 2 D; 0 < t < T

and the boundary condition given by (23) is redefined as

μ
@g

@n
þ g!� n!¼

� vs
Ωi

Bj j k
!� n!; if r 2 Ωi

B

0; if r 2 SB � Ωi
B

8<
: on SB

Taking into account these considerations, it is shown that
the duality principle (25) also holds for the new functional
Ji, and hence, the variational problem (27)–(29) and the
linear programming problem (37)–(40) can be applied to
determine the optimal discharge parameters of the bioreme-
diation problem. We observe that this adjoint model also has
unique solution that continuously depends of the parameters
determining the flow through the boundary SB.
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