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Abstract In the case of an outbreak of an epidemic, psychological or inhibitory effects and various limitations
on treatment methods play a major role in controlling the impact of the epidemic on society. The Monod—Haldane
functional-type incidence rate is taken to interpret the psychological or inhibitory effect on the population with time
delay representing the incubation period of the disease. The Holling type III saturated treatment rate is considered to
incorporate the limitation in treatment availability to infective individuals. This novel combination of the Monod—
Haldane incidence rate and Holling type III treatment rate is applied herein to a time-delayed susceptible—infected—
recovered epidemic model to incorporate these important aspects. The mathematical analysis shows that the model
has two equilibrium points, namely disease-free and endemic. Detailed dynamical analysis of the model is performed
using the basic reproduction number Ry, center manifold theory, and Routh—Hurwitz criterion. The results show
that that the disease can be eradicated when the basic reproduction number is less than unity, while the disease will
persist when the basic reproduction number is greater than unity. The Hopf bifurcation at endemic equilibrium is
addressed. Furthermore, the global stability behavior of the equilibria is discussed. Finally, numerical simulations
are performed to support the analytical findings.

Keywords Holling type III treatment rate, local and global stability - Hopf bifurcation - Monod—Haldane incidence
rate - SIR model - Time delay
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1 Introduction

The widespread and frequent occurrence of many communicable diseases represents a major problem for healthcare
workers and policymakers worldwide. Controlling infectious diseases has become an increasingly complex issue in
recent years. To control or remove a disease, complete understanding of the dynamics of its progression is required.
Based on the observed characteristics of infectious diseases, epidemiologists [1-13] have attempted to construct

A. Kumar - Nilam (X))
Department of Applied Mathematics, Delhi Technological University, Delhi 110042, India
e-mail: rathi.nilam@gmail.com

A. Kumar
e-mail: abhishek.dtu14 @ gmail.com

@ Springer


http://crossmark.crossref.org/dialog/?doi=10.1007/s10665-019-09989-3&domain=pdf

2 A. Kumar, Nilam

mathematical models that make it possible to understand various aspects of many diseases and suggest methods
for their control. A crucial issue in the study of the spread of an infectious disease is how it is transmitted. In
epidemiology, the transmission of an infectious disease is determined by the incidence rate, defined as the average
number of new cases of a disease per unit time. The incidence rate therefore plays a key role in study of the
qualitative description of the transmission dynamics of infectious diseases. In 1927, Kermack and McKendrick
[14] proposed that the dynamics of an infectious disease could be described using a bilinear incidence rate BS/
of infection. However, this bilinear-type incidence rate is based on the law of mass action, which is unreasonable
for large populations. Indeed, one can infer from the term BSI that, if the number of susceptible individuals
increases, the number of individuals who become infected per unit time also increases, which is not realistic. There
is therefore a need to modify the classical linear incidence rate in order to study the dynamics of infection among a
large population. Many researchers [2-5,7,10,11, 15-18] have proposed transmission laws that include nonlinearity,
such as the Holling type II functional, Crowley—Martin functional, Beddington—DeAngelis functional, etc., to study
the dynamics of infectious diseases. The general incidence rate

s kI?S
g(h)s = Ttald’
was suggested by Liu et al. [19] and used by numerous authors in their models (see, for example, [9,15,20-22]).
If the function g(/) is nonmonotonic, that is, g(/) is increasing when I is small but decreasing when [ is large,
it can be used to interpret the “psychological” effect, i.e., that the force of infection may reduce as the number
of infected individuals increases becomes large, because in this situation the number of contacts per unit time
may tend to reduce; For example, the epidemic outbreak of severe acute respiratory syndrome (SARS) showed
such psychological effects on the general public; aggressive measures and policies, such as border screening, mask
wearing, quarantine, isolation, etc., have been proven to be very effective [23] in reducing the infective rate at the
late stage of the SARS outbreak, even when the number of infected individuals was increasing.

The above-mentioned phenomenon can be modeled by using the nonlinear Monod—Haldane incidence rate:

S, H=g)sS= wherek, o > 0,

1+al?’
where kI measures the force of infection of the disease and 1/(1 + /%) describes the psychological effect from
the behavioral change of susceptible individuals when the number of infected individuals is very large.

Delay differential equations allow the inclusion of past actions into mathematical models, thus making the
model closer to the real-world phenomenon [24]. For most communicable diseases, there is an interval between
infection and the occurrence of symptoms (the incubation period), during which the infectious agent is multiplying
or developing. Some persons who are infected may never develop manifestations of the disease, even though they
may be capable of transmitting it (inapparent infection). Measles, for example, has a predictable incubation period
(10-14 days) and limited duration of infectivity for a given patient (4—7 days). In addition, it is highly infectious
(nearly every susceptible person who comes into contact with an infectious person will become infected), and
nearly everyone who is infected develops the clinical illness. Incorporation of the incubation time during which the
infectious agent develops makes the model more realistic, as pointed out by various studies and observations [25].
To achieve a higher level of realism in epidemic models, we consider a simplified Monod-Haldane incidence rate
with the inclusion of time delay (representing the incubation period), having the form
BSHI( — 1)
1 +al?(t—1)
where 81 measures the force of infection of the disease and 1/(1 4+ «1?) describes the psychological or inhibitory
effect from the behavioral change of the susceptible individuals when the number of infected individuals is very large.
This has great significance, because the number of effective contacts between infected and susceptible individuals
decreases at high levels, because of either isolation of infected individuals or security measures taken by susceptible
individuals.

It is well known that a proper and timely treatment methodology can substantially reduce the effect of dis-
ease on society. In classical epidemic models, the treatment rate of infected individuals is assumed to be either

F S0, It —1) =

, where 8, o > 0,
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constant or proportional to the number of infected individuals. However, it is known that there are limited treat-
ment resources available in the community [2]. In the absence of effective therapeutic treatments and vaccines,
epidemic control strategies are based on taking appropriate preventive measures. In 2004, Wang and Ruan [26]
considered a susceptible—infectious—recovered (SIR) epidemic model with a constant treatment rate (i.e., recovery
of the infected subpopulation per unit time). They carried out stability analysis and showed that this model exhibits
various bifurcations. Furthermore, in 2012, Zhou and Fan [8] modified the treatment rate to Holling type II:

al
T(I)_l—i——bl’ 1>0,a>0,b>0.

They showed that, on varying the amount of medical resources and their supply efficiency, the target model
admits both backward and Hopf bifurcation. Dubey et al. [5] also used a Holling type II treatment rate to study the
SIR model. Furthermore, for better understanding of the dynamics of infectious disease, in 2013, Dubey et al. [4]
modified the treatment rate to a Holling type III functional for use in a susceptible—exposed—infectious—recovered
(SEIR) model to understand the treatment of a disease which has reemerged and has available treatment modalities,
having the following form:

al?

T 1412’

The present study is motivated by the important works of Xu and Ma [11], Hattaf et al. [7], Dubey et al. [4], and
Xiao et al. [23]. Xu and Ma proposed a delayed SIRS model for epidemics, Hattaf et al. proposed a SIR model with
delay in the general incidence rate, Dubey et al. [4] proposed the dynamics for a SEIR model with different types of
treatment rate, such as Holling type III and IV, and also discussed the stability behavior of their model. This paper
aims to describe a novel dynamics of infectious diseases to address a more realistic situation for disease control.
We discuss herein the stability of the proposed model at equilibrium points based on the basic reproduction number

Ry, center manifold theory, and Routh—Hurwitz criterion.

The remainder of this manuscript is organized as follows: A time-delayed SIR epidemic model with a simplified
Monod-Haldane incidence rate function and Holling type III treatment rate function is proposed in Sect. 2. The
positivity and boundedness of the solutions are discussed in Sect. 3. Stability analysis of the model at equilibrium
points is discussed in Sect. 4. The Hopf bifurcation of the model at endemic equilibrium is discussed in Sect. 5. The
global stability of equilibria is discussed in Sect. 6. Furthermore, numerical simulations carried out using MATLAB
2012b and MATHEMATICA 11 are presented in Sect. 7. Finally, a discussion and conclusions are presented in
Sect. 8.

T(I) 1>0,a>0,b>0.

2 Mathematical framework

Mathematical models help to study the transmission dynamics and spread of infectious diseases, to recognize the
factors governing the transmission process in order to improve effective control strategies and evaluate the efficacy
of surveillance strategies and possible interventions. Therefore, in this section, we propose a mathematical SIR
epidemic model including time delay, nonlinear incidence rate, and nonlinear treatment rate. It is supposed that
the treatment rate is proportional to the number of patients as long as this number remains below a certain limit,
and becomes steady when the number of patients surpasses this limit. For this, we consider a Holling type III
treatment rate. We consider the total population N (¢) at time ¢, with immigration of susceptible individuals at a
constant rate A. Furthermore, it is assumed that the total population N (¢) is divided into three disjoint subclasses
of individuals, namely susceptible individuals S(¢), infective individuals 7 (¢), and recovered individuals R(¢). Itis
assumed that the disease can be spread by direct contact between susceptible and infective individuals only. Let
be the natural death rate of the population, d be the disease-induced death rate, and § the recovery rate of infected
individuals.
The dynamics of the model is given by the following system of nonlinear delay differential equations:
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dsa _ BSWIG —1)
@ A0SR M)
dI(ry  BS(I(t —1) al?(t)
& " Ttalaor WTATITIO= TR @
dR(1) al?(t)
= +81(t) — uR(@), 3

dt 1+bI%(1)
where the time lag T > 0 represents the incubation period of the disease, defined as a fixed time during which the
infectious agent develops in the vector; only after this time can the infected vector infect a susceptible individual.

LetC =C ([—r, 0], R3) denote the Banach space of continuous functions, mapping the interval [—z, 0] to R3
with the topology of uniform convergence. It is well known from the fundamental theory of functional differential
equations [3,7,11,27] that the model described by Equations (1)—(3) admits a unique solution (S(¢), 1(¢), R(?))
with initial data (So, Iy, Ro) € C.Forbiological reasons, the initial conditions of the model described by Equations
(1)—(3) are nonnegative continuous functions

So(p) =0, Ip(¢) =0, Ry(¢p) >0, ¢ € [—7,0]. “4)

In the model described by Equations (1)—(3), the derivative g—t represents the rate of change in the corresponding
compartment or class. The term %ﬁ:g in the model represents the nonlinear Monod—Haldane functional-type
incidence rate with time lag 7, where 8 is the transmission rate of infection and o measures the inhibitory or
psychological effects exhibited by infected individuals. This nonlinear functional response was suggested by Sokol
and Howell [28] to model prey—predator dynamics. The Monod—Haldane incidence rate is of nonmonotone type,
which can be used to interpret the “psychological” effects [29]. In this incidence rate, for a very large number
of infectious individuals, the force for infection may decrease as the number of infectious individuals increases,
because in the presence of a large number of infectious individuals, the population may tend to reduce the number
of contacts per unit time [23]. The term lif]g’()t) in the model represents the Holling type III treatment rate, where
a and b are both nonnegative constants. The constants a and b are the cure rate of infected individuals and the
limitation rate of treatment availability, respectively. The Holling type III treatment rate defines the condition in
which the removal rate grows very fast initially with an increase in infective individuals, then slowly, finally settling
down to a maximum saturated value. After this, any increase in the infective individuals will not affect the removal
rate [4].

The first two equations of Equations (1)—(3) do not depend on the third equation; therefore, it is sufficient to
consider the following reduced system for study:

as@o  BSWIGa—1)

o AT TRy ®)
_ 2

A0 _ BSOIG=7) e al ©

dt ~ 1+al?>(t—1) 1+bI%@)’

with the initial conditions defined in the Banach space C = C ([—r, 0], Rz) of continuous functions mapping the
interval [—7, 0] to R? with the topology of uniform convergence:

So(p) =0, Ip(¢) >0, ¢ €[-7,0]. @)

3 Positivity and boundedness of the solutions

In the model, for ecological reasons, it is assumed that all the parameters A, u, 8,d, 8, a, o, and b are positive.
Since the system of Equations (5)—(6) monitors the population, it is important to show that all state variables with
nonnegative initial data will remain nonnegative and bounded for all time. Thus, we prove the following theorem:

Theorem 1 All state variables of the system of Equations (5)—(6), subject to the condition (7) remain nonnegative
and bounded for all t > 0.
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Proof First we show that S(¢) is positive for all 7 > 0. On the contrary, it is assumed that there exists a first time
(t; > 0) such that S (r;) = 0; then, by Eq. (5), we have S’ (1) = A > 0, and hence S(t) < O for 7 € (t; — 0, t1),
where 6 > 0 is sufficiently small. This contradicts S(¢) > 0 for ¢ € [0, #;). It follows that S(#) > 0 for r > 0.
Now, we prove that [ (¢) is positive. By applying the variation of constant formula and the step-by-step integration
method [3], on integrating Eq. (6) of the model from 0 to 7 for 0 < ¢ < 7, we obtain

1(t) = I(O)e—(u-i-d—i-é)t x efot f(S(e—1), I(e—1), I(a))ds’

where

FSE—1. TE—1). 1(8))2( bS(e — )I (¢ — 1) al(e) )

(1+al2(e —1)l(e) 1+bl2(e)

It is easy to see that 7(¢) > O for all 0 <t < 7. Now, integrating Eq. (6) of the model from t to ¢ fort <t < 2t
gives

1(t) = I(T)ef(u+d+8)z % eff F(Se=0), le—0). I(e) de

Note that 7(t) > 0 for all T <t < 27, and likewise, it can be proved that 7 (¢) is positive for all 2t < ¢ < 3t. This
process holds for all values of + > 0. Hence, it implies that, for all ¢+ > 0, we have I(t) > 0.

Next, we prove the boundedness of the solutions of the model for all # > 0.

For boundedness of the solution, we define

N(@)=S8)+ 1(1).

By the nonnegativity of the solution, it follows that

dN (1)
praie A—uN(@)—dI({t) < A—uN(®).
This implies that N (¢) is bounded, and so are S(¢) and I (¢). This completes the proof of the theorem. O

4 Equilibria and stability analysis

Since stability analysis can provide a sense of the behavior of a solution, it can predict the long-term behavior of
the model solutions. Therefore, in this section, we find the equilibria and investigate the stability of the system of
Equations (5)—(6). The model system of Equations (5)—(6) has two equilibria, which are obtained from the system
of equations by setting the right-hand-side terms to zero. The equilibrium points are as follows:

(i) Disease-free equilibrium (DFE) O (% O)
(i1) Endemic equilibrium (EE) Q*(S*, I*)

where S* and 7* are given in Sect. 4.2(A).

4.1 Stability of disease-free equilibrium (DFE)

In this subsection, we investigate the stability of the disease-free equilibrium using the basic reproduction number
Ro. The basic reproduction number Ry is defined as “the expected number of secondary cases produced, in a
completely susceptible population, by a typical infective individual” [30]. For the stability of the DFE first, we
determine the basic reproduction number R as given below:
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4.1.1 Computation of basic reproduction number R

The corresponding characteristic equation of the system of Equations (5)-(6) at Q is given by
(M+A)<%e_“—u—d—8—a—k>=O. (8)
One root of equations (8) is given by A = —pu, and other roots are solutions to the equation

A
<ﬂ—e_“—u—d—6—a—)\)=0.
"

ﬁA —AT _ . . . L. .
The term'—u(ﬂ o att = O is defined as the basic reproduction number, denoted by Ry; i.e., the basic
reproduction number for our model is

_ pA
T pup+d+s+a)

Ro

4.1.2 Analysis at Ry # 1

Clearly, Eq. (8) has a negative real root A = —pu, and other roots can be obtained by solving the equation
A
)»—i-u—i-d—l—é—i-a—'B—ef)‘t =0.
w
Let
A
f(,\)=A+u+d+3+a—ﬂ7e—“.

If Rg > 1, it can be seen that, for real A,

BA
upn+d+8+a)

f(O):(,u—i—d—i—cS—i—a)(]— )<0, lim f (&) = +o0.
A——+00
Hence, if Ry > 1, there exists at least one positive root of the equation f (A) = 0.
If Rgp < 1, we assume that Re (A) > 0.
We notice that

BA

Re(h) = = e RO D eos(m (A1) — (u+d+8+a) < ( pa
"

wu+d+s+a)

1)(u+d+8+a)<0.

This contradicts our assumption that Re (1) > 0. Hence, if Ry < 1, then X is a root of Eq. (8) with negative real
part. Hence, we state the following theorem:

Theorem 2 The disease-free equilibrium Q (%, O) of the system of Equations (5)—(6) is locally asymptotically
stable if Ry < 1 and unstable if Ry > 1.

4.1.3 Analysis at Ry = 1

We notice that the system of Equations (5)—(6) evaluated at Ry = 1 with bifurcation parameter 8 = g* =
w has a zero eigenvalue and another eigenvalue that is negative. Since it is not possible to analyze
the stability behavior of DFE Q at Ry = 1 using linearization, we use center manifold theory [2,3,31]. For this,
we redefine S = yj and I = y», then the system of Equations (5)—(6) can be rewritten as
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dy (@) _ Byiy2 (t — 1) _

A — — =
dr puyi(r) l—i—ay%(t—r) Gy, 9)
dy2(t)  Byi(D)y2 (1 — 7) ay3 (1)
= - d+36 - = 10
& T ldad—n  HTIHORO-TR S {10

Let J* be the Jacobian matrix at Ry = 1 and bifurcation parameter 8 = 8*. Then

J*: —M _ﬂ;A .
0 0

Letu = [u;, up]and w = [w;, wy 17 denote the left eigenvector and right eigenvector of the Jacobian matrix J*
corresponding to the zero eigenvalue. Then we have

*

uy =0, up =landw; = — wy = 1.

2 b
n
The nonzero partial derivatives associated with the functions G| and G, of the system of Equations (9)-(10)
evaluated at Ry = 1 and B = B* are

382G, 382G, . 382G, A
= =" and = —.
Iy19y2/ ¢ dy20y1/ ¢ 020B* ) o 1
Using Theorem 4.1 of Castillo Chavez and Song [32], we obtain the bifurcation constants B and B> as

2 2 *2
0°G A
B = E URW;W ( k ) =1u (2w1w2 ﬂ*) = -2 'BMZ <0,
o

kil dy;dy;
and
2 2
-G A A
By = Z Upwi (—k) = Uy (wz—) = —>0.
k,i=1 3yi9p* /) o M M

Thus, from Theorem 4.1(iv) of Castillo Chavez and Song [32], we state the following theorem:

Theorem 3 DFE Q (%, 0) changes its stability from stable to unstable at Ry = 1, and there exists a positive

equilibrium as R crosses 1. Hence, the system of Equations(9)—(10) undergoes a transcritical bifurcation at
Ro = 1.

4.2 Stability of endemic equilibrium (EE)

In this section, we examine the behavior of the system near the endemic equilibrium. For this, we investigate the
stability of the endemic equilibrium (EE) point.

4.2.1 Existence of endemic equilibrium points

To find the condition for the existence of the endemic equilibrium Q* (S§*, I*), the system of Equations (5)—(6) is
rearranged to get S* and I'*, yielding

((u+d +8) (1 +bI*) + al*) (1 + oz]*z)

I*
B (1 +bI%) ’ ’

(8%, 1%) =

where 7* is given by the equation

K + Kol® + K31 + Kyl* + K5 =0 (1n

@ Springer



8 A. Kumar, Nilam

with
K1 = pab(u +d +96),
K> = bB (u+d+6) —auc,
K3 = p (a+b) (u+d+8) —(a+A)B,
K4 = B (u+d+6) —ap,
Ks = u (u+d+38) —BA.
Applying Descartes’ rule of signs [33], there exists a unique positive real root I* of the biquadratic equation (11)

if any one of the following holds true:

(i) K1 >0,K, >0,K3 >0, K4 >0, and K5 <O,
(i) K1 >0,Kr >0,K3 >0, K4 <0, and K5 < 0,
(iii) K1 >0,K>» >0,K3 <0, K4 <0, and K5 < 0,
(iv) K1 >0,K» <0,K3 <0, K4 <0, and K5 < 0.

Once we get the value of 7*, we can obtain the value of S* as well. Thus, this implies that the system of Equations
(5)—(6) admits a unique endemic equilibrium Q*(S*,I*) if one of the above condition holds true.

4.2.2 Stability analysis of endemic equilibrium (EE)

To investigate the local stability of endemic equilibrium Q*, we linearize this system of Equations (5)—(6) at 0* and
obtain the characteristic equation, which is a second-degree transcendental equation as given below:

A2+ Mor + No + (MiA + Ny e 7 =0, (12)
where
BI*
2 + 2.7
A+b1)"  (A+al*)

My = Qu+d+3)+

N —< +ﬂ—l*> (+d+8)+ ——
=\ arary )\ (1+b612)*)

_BST(1 - al*)

M| =
(1 +al®)’
Ny = fus =l
(1 +al*)’

Theorem 4 For v = 0, endemic equilibrium Q* of the system of Equations (5)—(6) is locally asymptotically stable
if Mo+ My > 0and No + N1 > 0 are satisfied simultaneously.

Proof At endemic equilibrium Q*, the characteristic equation of the system for t = 0 is obtained by putting 7 = 0
in Eq. (12), as given below:

A2+ Moh + No 4+ (Mih + Ny) =0 = A2 + (Mo + M) A + (No + Ny) = 0. (13)

Clearly, if My+M ;> and No+N;>0 are satisfied simultaneously, then by the Routh—Hurwitz criterion, Eq. (13)
will always have roots with negative real part, hence the system of Equations (5)—(6) at Q* for t = 0 is locally
asymptotically stable. This completes the proof. O

Theorem 5 For t > 0, endemic equilibrium Q* of the system of Equations (5)—(6) is locally asymptotically stable
ifMg — 2Ny — Ml2 > 0 and Ng - le > 0 are satisfied simultaneously.
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Proof At endemic equilibrium Q*, the characteristic equation of the system for ¢ > 0 is given by Eq. (12):
A2+ Moh + No + (Mih + Np)e ™ =0.

For 7 > 0, corollary 2.4 from Ruan and Wei [34] ensures that, if the endemic equilibrium Q* is unstable for a
particular value of the delay parameter, then roots of the characteristic equation (12) must intersect the imaginary
axis. Thus, to prove the stability of the system of Equations (5)—(6), we use the contradictory assumption; i.e., we
assume that A = iw, @ > 0 is the root of Eq. (12). Putting A = iw into Eq. (12) yields

— 0’ + No + M sin (wt) + Njcos (wt) +1 (Mjw cos (wt) — Ny sin (wt) + Mow) = 0. (14)
By using Euler’s formula and by separating the real and imaginary parts of Eq. (14), we get
Mjw sin (wt) + Np cos (wt) = w? — No, (15)
Miwcos (wt) — Ny sin (wt) = —Mow. (16)

Squaring and adding both sides of Equations (15) and (16) yields

ot + (Mg —ONp — M%) ? 4 (Ng - N%) —0. (17)
Letting > = Z1, Eq. (19) becomes

Z24+MZ+T =0, (18)

where M = (M3 —2No — M?) and T = (N3 — N}).

Clearly, if M = (Mg —2Ng — Mlz) >0and T = (Ng - le) >0 are satisfied simultaneously, then by the
Routh—Hurwitz criterion, Eq. (18) will always have roots with negative real part. This contradicts our assumption
for instability that A = iw is a root of Eq. (12). Hence, the endemic equilibrium Q* of the system of Equations
(5)—(6) is locally asymptotically stable for T > 0. This completes the proof. O

5 Hopf bifurcation analysis

In this section, we discuss the Hopf bifurcation of the system of Equations (5)—(6).

T = (Ng - le) in Eq. (18) is negative, then there is a unique positive wy satisfying Eq. (18); i.e., there is a
single pair of purely imaginary roots +iwg to Eq. (2).

From Equations (15) and (16), the t,, corresponding to wq can be obtained as

Ny — MoMy) w3 — NoN 2
o = L arceos [ . 21)‘”02 O M i —01,2, ... (19)
w( Miwy + Nj wo
The endemic equilibrium Q* is stable for T < 7 if the transversality condition holds true, i.e., if %(Re 1)) | oy

0.
Differentiating Eq. (12) with respect to 7, using the chain rule as A is a function of , yields

da
(2x + Mo + Mie™*" — (M1 + Ny) e *7) o= A(Mix + Nype ™7, (20)

d\"' (2 + Mo+ Mie™* — (Mix + Np)te )
dr B MM\ + Np)e 2t
(2% + M) M, T

T AMiA+ NDe T | AMiAEND A

(dk)‘l (2h + Mo) M, T

dr) T —A(Z+ Mor+No) | AMiA+ DNy A

@ Springer



10 A. Kumar, Nilam

R (dk)‘l
= c —_—
VESTON) dr A=iwo

R (iwg + M) n M T
—iwo(—wf +iMowo + No)  iwo(iMiwo + N1)  iw

1 (iwy + M) M, .
=Re| — 3 - + - + it
wo \ (wf — No)i+ Mowog)  (—=Miwo +iN1)

1 [ 2wy (a)(z) — No) + Mga)o Mlzwo
) ( (wp — No)2 + (Mowp)? (M) + N} )
_ 2wj 4 (M5 —2No — M7)
a (Mywo)* + N2

d Re (1))
a( e (

(Since, from Equations (15) and (16), (2 — No)* + (Mowo)” = (M1wp)* + N2.)
UMammmmmmMg—mm—M$>memmga&xmmﬁ%>o.

Thus, this proves that the transversality condition holds true and hence Hopf bifurcation occurs at w = wp, T = 19.
Summarizing the above analysis, we arrive at the following theorem:

Theorem 6 The endemic equilibrium (EE) of the system of Equations (5)—(6) is asymptotically stable for T €
[0, ©0), and it undergoes a Hopf bifurcation at T = 1.

6 Global stability

In this section, we discuss the global stability analysis of equilibrium points. For this, we state the results in the
form of theorems and prove them.

2
We see that Y (S(2), I(t)) = ﬁg—jﬁg; and H (I(t)) = 1:{-2 [(zt()t) are always positive, continuously differentiable,

and monotonically increasing for all S > 0 and / > 0; That is, they satisfy the following conditions:

H1 Y (S@), I1(t)) >0, Y;(S, I) >0, YI/ (S, 1) >0for S >0and I > 0.
H2 Y (S,0)=Y(0,1)=0, Ys(S, 0)>0, ¥, (S, 0)>0forS >0and I > 0.
H3 H(©)=0, H()>0forl > 0.

These properties will be used to prove the global stability of equilibria.

6.1 Global stability of disease-free equilibrium (DFE)

In this subsection, we show the global stability of DFE of the system of Equations (5)—(6). For this, we suppose the
following conditions:

H4 ¢ (S, 1) = w is a bounded and monotone decreasing function of I > 0, for any fixed S > 0, and
K (S) = ¢ (S, I) is continuous on S > 0 and a monotone increasing function of S > 0.

H5 /' (0) < # with respectto I > 0 (where h(l) = _1-:11:12)'

For the global stability of DFE, we prove the following theorem:

Theorem 7 The DFE Q (%, 0) of the system of Equations (5)—(6) is globally asymptotically stable if and only if
Ro < 1.
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Proof To prove this theorem, consider the following Lyapunov function:
W) = Wi@) + Wa(t) + 1),

where

S0 K (So) e K (So)
Wi(t) _/S (1 = X6 )ds and W>(t) —/I_TY(S (u+1), 1(”))m u

_A
n

The derivative of W (¢) is
dwi@®) _ (1 K (So)

dr - K(S(t))> (A—uS@®) =Y SO, 1t — 1))

_ _ Ko N _ _ Ko
——(1 K(S(t)))Y(S(t)’ I(t—1))—p(SE) — So) <1 K(S(t)))'
The derivative of W;(¢) is
dWh(r) K (S0) _ _ K (So)
P _Y(S(I+T)’](t))<—K(S(t+‘[))> Y (S@), I(t T))K(S(t))'
Hence, we obtain
dawe [ K (S o - K (S)
T (1 X (S(t))) Y (S@), I(t—1))— (S — So) <1 X (S(t)))
K (So0) K (So0)
+Y(SE+1), 1(2) (m) —Y (@), I —1)) XS0
Y S@. 1= 1) — (utd+8) 1) — — O
+Y(S@, 1 —71))—(u ) 1(2) l—i—b—lz(t)
_ K (So) K (o)
=—u(S@) — Sp) (1 ~ XS (S(t))> +Y(SE+1), 1(2)) <—K S+ r)))

al
— d+ 3§ I1(1).
<u+ + +1+b12> (1)

Here, by conditions (H1-H2), we obtain that
K (So)

—n (S(1) = So) <1 - —)
K (S(1))

with equality if and only if S(#) = So. From the conditions (H4-HS5), it follows that

K (S I
Y(S(+1), I(t))(ﬁ)—(;urdﬂwr 1fb12>1(t)

- Y(S@+r1), 1) ( K (So)
T\(uAd+54+R ()10 \K (S +1)

- KSe+n)  K©B)
“\(w+d+s+h(©0)  K(SE+1)

<0

)— 1) (p+d+s+1 ©)10)

1) (p+d+5+1 ©)10)

K (S0) :
= -1 d+6+h (0))1
<(M+d+8+h,(0)) )(u+ +5+H O) 10

=(Ro—1) (/L+d+5+h/ (0)) 1(0).

Therefore, Rp < 1 ensures that % < O for all ¥ > 0, where % = 0 holds if S(r) = Sp. Hence, it
immediately follows from the system of Equations (5) — (6) that DFE Q is the largest invariant setin {(S(¢), 1(¢)) €
R%ro ‘ dvgt(t) = 0}. From the Lyapunov-LaSalle asymptotic stability theorem [27], we obtain that DFE Q is globally
asymptotically stable. This completes the proof. O
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6.2 Global stability of endemic equilibrium (EE)

In this subsection, we discuss the global stability of endemic equilibrium Q*(S*, I*) of the system of Equations
(5)—(6) using the Lyapunov direct method. For this, we propose the following hypotheses:

1@) Y(S@), I(t—1)) Y S, I(t—1)) 1)
Ho6 T* SWforle(O,I*),vaforlzl*

H7 111{1((11(’2) = % for I € (0, I*), f,{,((l,(i;) > % for I > I*.

Theorem 8 Suppose that conditions (HI)—-(H3) and (H6)—(H7) are satisfied. Then the endemic equilibrium
Q*(S*, I') of the system of Equations (5)—(6) is globally asymptotically stable if Ry > 1.

Proof Consider the following Lyapunov functional:

X(t) = X1(¢) + X1(1),

where
S(t) * * :
X1(t) =S@) —S* _/ 1;((3; ,II*))du+ I(t)—1I*— ]*loge%—/ Y(Sw+1), Iw)du,
: ’ -t
t
Xw = (S*’ I*)/ (Y (Sgt +*T) 7*1 (u)) - 1= loge ! (S (u —:T) ’*I (u))> du.
t—1 (S*, I*) Y (S*, %)

X () = X1(t) + X1(¢) is defined and continuously differentiable for all S(z), () > 0. And X (0) = O at
O™ (8%, I"). At Q*(S*, 1),
A—puS* =Y (8% 1),
Y (S, I*) = (u+d+8I*+ HU").
The time derivative of X{(¢) along the solution of the system of Equations (5)—(6) is given by
dX () Y (S*, I*) I*

@ SO yso OO -15

=1|1- Y (S*, I S* — uSH + Y (S*. I*) = Y((SG)., 1(t —
_< m)“‘ uS(@) +Y (85, I') = Y((S1), 1t — 1))
1(t)

1 I* VS 1 Y (st I* [ (O N
+<_I(t)>< S@), I(t—r1)) — ( , )?4‘ ( )?— (()))
—Y(S(t+71), 1)+ Y(S@), I(t — 1))

e, YT S .
- (1 Y(S(r)J*))(l S*>+Y(S’1)

| — Y (8%, 1) n Y(S@), 1t —r1))
( Y (S@), I) Y (S@), I) )

I(t) = Y(S(t+ 1), [(t)) + Y(S(), [(t — 1))

ey (s (1 L) YO, G- I )
I Y S0, 1Y) 1)
N2 HU@®) HIW) I*
+HU)(I* ey T EM 1(r>>
—YSt+71), I@®)+Y(SO®), I —1)).

Further,
dXa(t) _ (5", 1 <Y(S (+D. 1@0) |y YECHD 10)
dr Y (5, 1%) Y (5%, 1%)
Y(S§@), 1t —71)) Y(S§@®), 1@ —71))
B TGN O N TN >
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Y (S@), I(t—1)

=Y(SU+D), 1) =Y (SO, 1 —0) +Y (8" I")log, yreeomres.

Then, we have

dX @) st (1 Y (S*, I*) ) <1 B &) N Y(S*, [*) (1 Y (S*, I*) N Y (S@), I(t —1:)))

dr R TONG) 5% Y (SG), 1% Y (S(1), I*)
T <1 - $ - (§(§§<$f t1:>r)) 11(t>)
N0 HU@) HIW) I*
+H(1)<I* “YHay T HO 1(r>>

- YS@t+0), 1) +Y SO, It—1)+YSE+71), I(1))
Y (8@, 1(t—1))
CY(S@+1), 1)

=uS* (1 M) <1_&) +Y(S*, I*) <l Y (S*, I*) +log Y (S*, I*) )

—Y (S(t), I (1 — 1)+ Y (S*, I*)log

Y (SQ), I¥) S Y (S, %) CY (S@t), I*)
e e Y. I@—1) I* Y (S@), I(t—1)) I*
Yt )<1 Y@, 1 10 % T Y S0, 1(r)>

+Y (5%, 1) (1 I Y (S, IM) log, @ Y (S, I") )
I* Y (S(t), I (1 —1)) I* Y (S(t), I(t—1))

LY (5%, 1) <1(r) _Y@Sm, 1a —r))) < Y(Sm, 1" 1)
' I* Y (S(t), I*) Y (S@), I(t—1))

H( I(t I*
L (OO 10 )
H(I*) I* I(t)
The function Y (S, I) is monotonically increasing for any S > 0; hence, the following inequality holds:
Y (S*, I* S(t
1 — ¥ 1 — L) <0. 21
Y (S@), I*) S*

And by the properties of the function r (x) = 1 — x +log, x, (x > 0), we note that r(x) has its global maximum
r (1) = 0. Hence r(x) < 0 when x > 0, and the following inequalities hold true:

Y (8%, I*) Y (S*, I*)
— e e T10g o+ =0,
Y (S(@), I7) Y (S@t), 1)
Y(S@®), I(¢t—1)) I Y S@®), I —1)) I*
1— — 0g, —— <0, and
Y (S@), I*) 1) Y (S@), I*) 1)
(1) Y (S(@), I") I(t) Y (S@), I")
- — og, —— <0. (22)
I* Y(S@), I(t—r1)) I* Y(S@), I(t—r1))
Further, by conditions (H6)-(H7), the following inequalities apply:
<1(t) Y (S@), 10—?))) < Y@, 1M 1) <0
I* Y (S@), I*) Y (S@), I(t—71)) -
(H(I(t)) ~ 1(:)) ( o 1) o 03
H(I*) I* 1(1)
From inequalities (21)—(23), we see that % < Oforall S(r) > 0, I(¢) > 0. It is easy to verify that the largest

invariant set in {(S(z), 1(t)) ‘ % =0} is the singleton {Q*}. By the Lyapunov-LaSalle asymptotic stability

theorem [27], endemic equilibrium Q* is globally asymptotically stable. O
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Table 1 Description of

. . Parameters ~ Description Value Source
parameters for simulation
LRSS A Recruitment rate 3 person (day) ! Assumed
% Natural death rate 0.05 (day)_1 [10]
B Transmission rate 0.004 (person)’I (day)’1 [10]
o Psychological or inhibitory effect 0.08 (person)~! (day)~! Assumed
d Disease-induced mortality rate 0.001 (day) ™! [10]
5 Recovery rate 0.002 (day) ™! [10]
a Cure rate 0.02 (person) ™! (day) ™! [10]
Limitation rate in treatment availability ~ 0.0004 (person)*1 (day)*1 [10]
60 T T T T T T T 12 T T T T T
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5 s
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& wf 8 ot
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) °
g ol 2
2 8 o
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@ IS
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21
a2t
w . . . . . . . , . . . ‘ . ‘ . . . ‘
0 10 20 30 40 50 60 70 80 90 100 0 10 20 30 40 50 60 70 80 20 100
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(a) Variation in susceptible population (b) Variation in infected population I(t)

S(t) at different values of time lag 7. at different values of time lag 7.

Fig.1 a Variation in susceptible population S(¢) for different values of time lag t. b Variation in infected population / (¢) for different
values of time lag ©

7 Numerical simulations

In this section, we present numerical simulations of the system of Equations (5)—(6). All computations are done
with the following data (Table 1).

The variation in the susceptible and infected populations with respect to time delay, taking various values of
the time lag (r = 0, 2, and 4days) at different initial values is shown in Figs. 1a and 2a and Figs. 1b and 2b,
respectively. Clearly, Figs. 1a and 2a show a decrement in the susceptible population, while Figs. 1b and 2b show
an increment in the infected population, as the time lag 7 increases. Thus, the longer the delay, the greater the
occurrence of infection in the society, which is biologically true.

The influence of the transmission rate 8 and inhibitory effect & on the infected population is simulated in Figs. 3
and 4, respectively. Figure 3 shows that the infected population increases with increase in the transmission rate 3,
while the infected population decreases with increasing value of the inhibitory effect « in Fig. 4. Based on these
figures, it can be concluded that inhibitions must be exercised to control the disease in society. Furthermore, the
similarity between Figs. 3 and 4 validates the mathematical structure of the model.
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Fig. 6 Variation in infected population with various combinations of incidence and treatment rates for time lag 7 = 1

Figure 5 shows the impact of the cure rate on the infected population for various values of the cure rate (a =
0.02, 0.04, and 0.06). The diminution of the infected population with the increment in the cure rate a can be seen
from this graph, then the infected population settles down to its steady state. Also, it is readily seen from this graph
that, when there is low treatment availability, infection occurs at a higher rate.

Figure 6 presents the variation in the population of infected individuals in the presence of inhibitory effects and
a Holling type III treatment rate, in the absence of the inhibitory effect and in the presence of a Holling type III
treatment rate, in the presence of the inhibitory effect and in the absence of the Holling type III treatment rate, and
in the absence of the inhibitory effect and Holling type III treatment rate. This figure shows how the combination
of Monod—Haldane incidence (presence of inhibitory effects) and Holling type III treatment rates helps control the
spread of an infectious disease effectively. From this graph, it can be seen that, when infected individuals are treated
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Fig. 8 Oscillatory behavior of infected population for = 9days

at a Holling type III rate, the number of infected individuals sharply decreases initially, and thereafter begins to
decrease gradually before reaching a steady state.
Figure 7 shows the infected population at increased values of limitation rate in treatment availability. It can be
observed from this figure that, the higher the limitation in treatment availability, the greater the infection will be.
To illustrate the Hopf bifurcation numerically, the oscillatory and periodic behavior of the infected population is
drawn in Figs. 8, 9 and 10. For this, we take the following data [10]:

A = 5person (day)_l, uw = 0.05 (day)_l, B =0.54 (person)_1 (day)_l, a=12 (person)_1 (day)_l,
d = 0.001 (day)~"', § = 0.002 (day)~",a = 0.1 (person) ! (day)™", b = 0.0387 (person) ™! (day)~".

Figures 8 and 9 show damped oscillations for the delay of t = 9 and t = 11days, indicating that the inherent
dynamics contains a strong oscillatory component, but the amplitude of these fluctuations declines over time as the
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Infected Population I(t)
=

0 100 200 300 400
Time (t)
Fig. 9 Oscillatory behavior of infected population for = 11days

20 T T T T
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“n g

0 10 200 300 400
Time (t)
Fig. 10 Periodic behavior of infected population for r = 13.5days

system equilibrates. This shows how the fraction of infective individuals oscillates with decreasing amplitude as it
settles towards the equilibrium, whereas Fig. 10 shows the periodic solution of the infected population with respect
to time for a time delay of t = 13.5days, which confirms the occurrence of Hopf bifurcation.

8 Discussion and conclusions

We propose and analyze a time-delayed SIR epidemic model with a novel combination of nonlinear incidence
and treatment rates to study the transmission dynamics of an infectious disease. The nonlinear incidence rate is
taken as Monod—Haldane functional type to interpret the inhibitory effect on the population with a time delay
representing the incubation period of the disease, while the treatment rate is taken as a Holling type III functional
to capture the limitation in treatment of infected individuals. The mathematical study of the model shows that it
has two equilibrium points, namely disease-free equilibrium (DFE) and endemic equilibrium (EE). The stability of
equilibria is discussed based on the threshold parameter Ry, revealing that the DFE is locally asymptotically stable
when the basic reproduction number Ry is less than unity but unstable when Ry is greater than unity, implying
that the disease can be eradicated from society if the basic reproduction number is less than unity but will persist
if the basic reproduction number is more than unity. Furthermore, the results show that the model undergoes a
transcritical bifurcation at DFE based on center manifold theory, when the basic reproduction number equals unity.
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We also discuss the stability of the model at EE; the results show that EE is locally asymptotically stable for time
lag 7 > 0O under the conditions stated in Theorem 4 and 35, respectively. We show that the model undergoes a
Hopf bifurcation at endemic equilibrium under the condition stated in Theorem 6. Furthermore, the results show
that DFE is globally asymptotically stable when Ry < 1 and EE is globally asymptotically stable when Ry > 1
under the conditions (H4—HS5) and (H6-H?7), respectively. We also simulate the model numerically to support our
theoretical findings and plot graphs for time delay, transmission rate, a measure of inhibition, and treatment rate.
From these graphs, it is observed that, the longer the delay, the greater the infection (Figs. 1, 2), and that Holling
type III treatment may play a crucial role in controlling the infection (Fig. 6). The effect of inhibitory measures and
the transmission rate of the disease on the infected population is shown in Figs. 3 and 4, respectively, from which it
is evident that the infected population increases with increasing value of the transmission rate, but decreases with
increasing inhibitory measures. This implies that, the greater the inhibitory effects, the lesser will be the infection.
With the help of figures, we also show the oscillatory and periodic behavior of the infection in the population
(Figs. 8, 9 and 10), revealing the occurrence of Hopf bifurcation and also confirming the appearance of the periodic
solution.

The numerical results validate our theoretical findings, demonstrating that the delay parameter, inhibitory effects,
cure rate, and limitation in treatment availability have significant impacts on transmission during the epidemic. When
using this novel combination (Monod—Haldane incidence rate and Holling type III treatment rate), the infected
population decreases at a very high rate in a short time (Fig. 6). Hence, this study provides a possible mechanism to
control the impact of a disease on society in the presence of limitation of available treatment methods and inhibitory
effects during an epidemic.
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