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Abstract

Software traceability links are established between diverse artifacts of the software devel-
opment process in order to support tasks such as compliance analysis, safety assurance, and
requirements validation. However, practice has shown that it is difficult and costly to create
and maintain trace links in non-trivially sized projects. For this reason, many researchers
have proposed and evaluated automated approaches based on information retrieval and
deep-learning. Generating trace links automatically can also be challenging — especially in
multi-national projects which include artifacts written in multiple languages. The intermin-
gled language use can reduce the efficiency of automated tracing solutions. In this work,
we analyze patterns of intermingled language that we observed in several different projects,
and then comparatively evaluate different tracing algorithms. These include Information
Retrieval techniques, such as the Vector Space Model (VSM), Latent Semantic Indexing
(LSI), Latent Dirichlet Allocation (LDA), and various models that combine mono- and
cross-lingual word embeddings with the Generative Vector Space Model (GVSM), and a
deep-learning approach based on a BERT language model. Our experimental analysis of
trace links generated for 14 Chinese-English projects indicates that our MultiLingual Trace-
BERT approach performed best in large projects with close to 2-times the accuracy of
the best IR approach, while the IR-based GVSM with neural machine translation and a
monolingual word embedding performed best on small projects.
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1 Introduction

Software traceability captures associations that exist between requirements, design, code,
test cases, and other artifacts (Cleland-Huang et al. 2014; Gotel and Finkelstein 1994). The
resulting links are then leveraged to support a wide range of software engineering activi-
ties such as compliance analysis, safety assurance, and requirements validation (Gotel et al.
2012; Mader and Gotel 2012). Even though, traceability is required for certification in many
domain (Rempel et al. 2015) it is time-consuming and difficult to achieve and maintain
accurate links in practice (Hayes et al. 2006). For this reason, many researchers have lever-
aged information retrieval techniques to automate the creation and maintenance of trace
links (Lucia et al. 2007; Rath et al. 2018; Hayes et al. 2006; Rath et al. 2018; 2018; Hayes
et al. 2006; Guo et al. 2017).

Common approaches for automatically generating trace links include the Vector Space
Model (VSM) (Hayes et al. 2006), Latent Dirichlet Allocation (LDA) (Asuncion and Tay-
lor 2012), Latent Semantic Indexing (LSI) (Antoniol et al. 2002), heuristic techniques (Guo
et al. 2013; Spanoudakis et al. 2004), and more recently deep-learning techniques (Guo
et al. 2017). IR approaches typically analyze the words in each artifact, compute the syn-
tactic and/or semantic similarity across artifacts, and then assign a similarity score for each
pair of artifacts. However, prior work in this area has assumed that all of the artifacts are
written in a single language. With the increasing globalization of software projects, this
assumption is not always true, as some organizations with multi-national teams, may cre-
ate artifacts using terminology from two or more languages. We experienced this challenge
in a recent collaboration with an international corporation in which we were asked to help
them to establish traceability across a very diverse set of documents. We observed that
many artifacts included a mixture of English and Chinese. To understand the prevalence
of this problem we performed a search of Open Source repositories for other examples of
intermingled language use in issues, requirements, and source code. This search was facili-
tated through a simple topic search, augmented by a specific language name (e.g., : https:/
github.com/topics/korean). We observed that the use of multi-lingual language appeared
fairly often in projects from countries exhibiting low English Proficiency Index (EPI) scores
(EF EPI1 2019).

We investigated the impact of multi-lingual language use upon the accuracy of several
different trace-link generation algorithms with a primary focus on intermingled bilingual
artifacts (IBAs) that included English and Chinese. We focused primarily on these two lan-
guages because English is typically used as the base language in multi-national projects,
and because our collaborators’ project included Chinese terms. While we had previously
observed extensive use of intermingled English and Greek in an industry project with a dif-
ferent multi-national company, we were not able to find more than a handful of non-Chinese
OSS examples. Our initial experiments therefore focused primarily on English-Chinese
projects. This paper extends our paper published at the 2020 Conference on Mining Soft-
ware Repositories (MSR) and entitled “Traceability Support for Multi-Lingual Software
Projects” (Liu et al. 2020). In addition to our previous study of Information Retrieval
approaches for tracing across bilingual project artifacts, we also explore the use of deep-
learning techniques based on pre-trained language models. We use a bilingual language
model to integrate the cross-lingual text comprehension and trace link generation into a sin-
gle neural network so as to avoid the error introduced by explicit language generation in
machine translators.

The remainder of the paper is laid out as follows. Section 2 describes the datasets that
we use for experiments described in this paper. Section 3 describes the way intermingled
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terms and phrases are used across 14 different Chinese-English projects and identifies com-
monly occurring usage patterns. Sections 4 and 5 describe and evaluate classic information
retrieval tracing algorithms — namely the Vector Space Model (VSM), Latent Dirichlet
Allocation (LDA) and Latent Semantic Indexing (LSI), and the Generalized Vector Space
Model (GVSM) used in combination with both mono- and cross-lingual word embeddings.
We show that utilizing GVSM with monolingual word embeddings and a preprocessing
translation is more effective than basic IR approaches; however, a cross-lingual approach
eliminates the costs of using an external translation service. Section 6 then introduces a
deep-learning approach based on the use of a pre-trained language model, and shows that
in larger projects it outperforms the GVSM techniques. Finally, in Sections 7 to 9, we dis-
cuss threats to validity, related work, and finally conclude by summarizing our results and
discussing their relevance.

2 Experimental Datasets

We formally defined intermingled artifacts as follows. Given a pair of artifact types D with
source artifact set Ag and target artifact set Ar, then the source artifact a;, € Ag is com-
posed of terms in a vocabulary V, where V = L, U L 7, and the target artifacts are similarly
composed. Further, L, and L s are vocabulary subsets of the primary and foreign language
respectively.

For example, Fig. 1 depicts language-intermingled issues and/or source code for Turkish,
Portuguese, and Chinese OSS systems. In the first case, the commit message is written in
Turkish, while code comments are in English. In the second case, there is a list of projects
with their descriptions, some of the descriptions are written in English, some of them are in
Portuguese. Finally, in the third case, the code and variable name are all written in English,
while the comments in code are all Chinese.

2.1 Datasets

For experimental purposes we searched for OSS containing intermingled languages. All of
our datasets include English plus one additional language, which we refer to as the foreign
language. We established four search criteria (C1-C4) for the OSS systems:

C1 The Project must contain at least 40 issues and commits in its overall development
history.

C2  Foreign terms constituted at least 1% of the vocabulary.

C3 Commits were routinely tagged with issue IDs. These tags were then used to generate
trace links for evaluation purposes.

C4 The overall set of projects have a varied number of true links between issues and
commits. This enabled us to observe the performance of our model in both large and
small projects.

With respect to criterion C1, we initially searched for projects with greater numbers of
issues and commits; however, we had difficulty finding sufficient projects that met all of
our criteria. Given that we have observed the prevalent use of intermingled language in pro-
prietary systems of two multi-national organizations, we conclude that it is less frequent in
OSS than in closed-source systems. As we did not have access to sufficient artifacts in these
closed-source system to perform experiments, we rely upon OSS to study this phenomenon.
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"[@muratbsts](https://github.com/muratbsts)/[**kaca**](https://¢ Turkish

E”Basit bir déviz cevirme uygulamasi. Khca X alabilirsiniz / satapilirsimiz, +
\‘\ ______ A simple currency
],
[
nge,
ngn,

"[@muratbsts](https://github.com/muratbsts)/[**ruby-autolinker**](https://git

"Find and replace urls with html link tag in given string.”,

:star2: | Name | Description | @ Portuguese
Fortuguese

244 | [@aurelicjargas](https://github.com/aureliojargas)/[**funcoeszz**](httpg

{aplicativos para a linha de comando do Linux, Mac e Cygwin}| [:arrow_upper_ri

i @aureliojargas s:ih ? - P ) . s:/
51 | [aureliojargas](https:/, glt\'jitf__c applications for the Linux, Mac tps:/4
Command Line Tester | and Cygwin command line

25 | [@aurelicjargas](https://github.com/aureliojargas)/[**txt2regex**](https

Regex wizard for the terminal, written in Bash |
22 | [@Fdaciuk](https://github.com/fdaciuk)/[**clima**](https://github.com/fdg

from wttr.in | [:arrow_upper_right:](https://www.npmjs.com/package/clima)

com.taobao.arthas.agent.ArthasClassloaderZE M 2ol S

ez

Chinese

com.tacbao.arthas.agent.A

#*

public synchronized static void resetArthasClasslLoader() {
arthasClassloader = null;

Fig. 1 Three examples of intermingled language used in issues and source code show the use of a second
language within an otherwise English language context

We used a systematic process to identify OSS systems that matched our criteria. The
process included (1) collecting the names of the biggest Chinese Internet companies based
on a survey published by Meeker and Wu (2018). Nine of these Chinese companies were
recognized in the top 20 global Internet companies by the market value. Then we started
the project search among these companies which included Alibaba, Tencent, Ant Finan-
cial, Baidu, Xiaomi, Didi, JD, Meituan, Toutiao. (2) We searched Github for these company
names in order to retrieve a list of their OSS repositories, and found enterprise-level repos-
itories for five of the nine companies (excluding JD, Ant Financial, TouTiao and Didi)
and added NetEase which is another famous IT company in China. (3) We then sorted
the projects in the retrieved repositories according to the numbers of stars to identify the
most popular projects. (4) Finally, we selected the top scoring projects that met our defined
criteria.

In addition, while our focus throughout this paper is on English-Chinese projects, we
also included three additional projects based on Korean, Japanese, and German. However, as
large companies in those three countries, e.g. Samsung, Hitachi and Siemens, produce few
bilingual projects, we selected three popular personal projects for those languages instead.
We searched by the language name, sorted the projects by popularity (star numbers) and
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then followed steps (3) and (4) as described above. We discuss results from these additional
languages towards the end of the paper. All of the selected projects are depicted in Table 1.

We then used the Github Rest API to parse each of the selected projects and to extract
information from commits and issues. We retrieved both the commit message and the
source code change set to establish source artifacts for the trace links. We then collected
issue description, and issue summaries to construct our target artifact sets. We removed
all personal identification from the issues, while retaining comments. We then used regular
expressions to parse commit messages and extract explicitly defined tags from commits to
issues. These tags allowed us to establish a golden-answer set for experimental evaluation.
We then used this answer set to evaluate the correctness of candidate links generated by
each of our approaches. Candidate links appearing in the answer set were marked as true
positives, while others were marked as false positives. An example of a commit and issue
is depicted in Table 2, while descriptive statistics for the collected datasets are shown in
Table 3a.

While tags in commit messages provide a convenient source of trace links, Rath et al.,
studied commit messages in five OSS projects and found that an average of 48% were
not linked to any issue ID (Rath et al. 2018). This observation means that golden link sets
generated from commit tags are unlikely to be complete, and that ‘true positive’ instances in
the evaluation step could be mistakenly treated as ‘false positives’. To partially mitigate this
problem, we limited the scope of artifacts to those included in at least one of the explicitly
specified links from the golden link set. All other artifacts (i.e., issues and commits) were removed.
This created a dataset with denser ground-truth link coverage and fewer inaccuracies.

In this study, an artifact is considered as directly impacted if it contains foreign words.
Artifacts linked to a directly impacted artifact are regarded as indirectly impacted. To focus

Table 1 OSS projects from Github used in our study description now we have space

Language  Project Abbreviation ~ Comp. Domain

Chinese Arthas Ar Alibaba Java diagnostics tool for production issues
bk-cmdb BK Tencent Config. Management system for enterprise

level application.

Canal Ca Alibaba MySQL Database log parser
Druid Dr Alibaba Database connection pools in JAVA.
Emmagee Em Netease Performance test tool for Android App
Nacos Na Alibaba Service discovery and management platform
NCNN Nc Tencent Neural network library for mobile computing
Pegasus Pe Xiaomi Distributed key-value storage system
QMUI_Android QMA Tencent Mobile UI library for Android
QMULIOS QMI Tencent Mobile UI for IOS
Rax Ra Alibaba React framework for building application
San Sa Baidu JavaScript component framework
Weui We Tencent WeChat-like UI framework
xLua xL Tencent Lua library for integrating C#

Korean Konlpy Ko Personal ~ NLP package for Korean

Japanese Cica Ci Personal ~ Font repository for Japanese

German Aws-berline Ab Personal ~ Web application touring Berlin
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Table2 An example of IBA artifacts

(a) The commit message and its change set served as the source artifact. + sign (-sign) refer to added
(deleted) content in a commit

Commit ID 2017fb7cf12c...
Commit message PagerUtils offsetflbug, 240 tif ZAEZ 0N, BUEAIER
Change set [-] if (offset > 0) {

[+] if (offset >=0) {
[+] // m'ﬁftmysql 4
[+] public void test_-mysql_4() throws Exception {

(b) The issue including its description and subsequent discussion served as the target artifact

Issue ID Issue #3428

Summary b java.sql. TimeZ& AERD

Description -2019-08-29 13:54:29.999888" X ™ HI M2 61, N2 3L 49
- MySQL 5.7 has fractional seconds support for TIME, DATE-
TIME, and TIMESTAMP values, with up to microseconds (6 digits)
precision. ﬁﬁ%ﬁ‘]sqlﬁﬂ%ﬁﬁ%%%ﬂ@, TREE EFIREIAT,
WAREIIT BTE LT B mysqlff X SHE PR X A [R]

In this case, the commit message, issue summary, and commit content all contain foreign terms intermingled
with English ones

on the cross-lingual scenarios, we further removed all artifacts that were not impacted,
directly or indirectly, by the IBAs. For each link in the golden artifact set, if at least one
artifact associated with that link included a foreign language term, then we retained both
artifacts and labeled the link as an intermingled link. All other artifacts were removed. In
effect, it removed artifacts that were never involved in any intermingled link, and allowed
us to focus the evaluation on artifacts and links that were impacted by the use of foreign
language terms. Applying these two pruning steps reduced the size of the pruned dataset to
an average of approximately 27% of the original issues, 17% of the commits, and 77% of
the links as shown in Table 3b !.

Furthermore, while we could have generated links from all commits to all issues, this
artificially deflates the accuracy of the results. We therefore applied a time-based heuris-
tic proposed by Rath et al. (2018) which states that as Issuecreare < Commitereqre <
Issueclose, then commits can only be linked to issues that exist (either open or closed) at
the time of the commit. Furthermore, as commits are only linked to currently open issues,
as closed issues are unlikely to represent a valid trace link.

3 Multilingual Artifacts in Practice
Before evaluating different tracing approaches, we assessed the way in which terms from

different languages are intermingled across the issues and commits of English-Chinese
bilingual projects and address the following research question:

10ur dataset can be found at https://doi.org/10.5281/zenodo.3713256
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— RQ1: How are Chinese and English terms intermingled across different artifacts?
3.1 Approach

We used stratified random selection to retrieve 5 issues and 5 commits from each of the
first 10 projects listed in Table 1, producing a dataset of 50 issues and 50 commits. We then
adopted an inductive open coding technique (Khandkar 2009) to explore the way in which
Chinese and English terms were used and intermingled. For each artifact, we identified the
primary language ( i.e., Chinese or English), marked all phrases written in the secondary
language, and then observed the role of those phrases. We then created distinctive tags to
represent each of these roles, tagged each issue and commit accordingly, and counted the
number of occurrences of each tag. Results are reported in Table 4 annotated with subscripts
for Chinese (C) and English (E).

3.2 Observations

By observing instances and combinations of each tag, we gain an understanding of how
Chinese and English terms were intermingled in the analyzed artifacts.

®  Term usage in Issues:

—  87% of the 50 sampled issues were tagged with ID¢ or IA¢, meaning that the
majority of issues used Chinese as the primary language.

— 28 % of the issues were tagged with IDg or IAg, meaning that their primary
language was English. However, none of these cases included any Chinese
words. These numbers do not add up to 100% because one file included a
complete translation and was therefore counted as both English and Chinese.

Table 4 Inductive open coding tags for 50 issues and 50 commits

Tag Usage Examples Eng Ch

(a) Tags used to label the dominant language of the artifacts

ID Issue summary Primary language of issue summary 24 76
IA Issue description Primary language of issue description 4 98
CM Commit message Primary language of commit message 86 14

(b) Tags used to label roles of non-dominant phrases in a dominant language sentence

CR Ext. reference External system e.g., Tomcat, dashboard 56
v Verb usage Verbs from non-dominant language e.g., kill, debug 9
T Noun usage Common objects from non-dominant language e.g., 36

demo, thread, timestamp, BRM for resource pool
ER Errors and traces Error messages and stack traces 10 7
AC Acronym REE = ISR, PR = pull request 9
TAG Tag use [feature request], EF‘)ﬁ;@ﬁﬂ](README,CN .md) 6 9
CD Code snippets println(“UABEA LT, 28 19
CC Code comments Comments in natural languages 0 68
BD Bilingual Duplication Duplicated content written in two languages 2 2
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—  Issues written primarily in Chinese (i.e., ID¢ and IA¢) included many English
terms and phrases as listed in Table 4. 100% of the issues whose primarily
language was Chinese contained some English terms.

® Term usage in Commits:

—  86% of the commits were tagged as CMg, meaning that the primarily lan-
guage of the commit message was Chinese. Only 14% had English as the
primary language.

—  68% of commits were tagged with CCc and 38% with CD¢ (Code snip-
pet) meaning that Chinese terms frequently were used in code comments and
source code. The use of Chinese terms was especially prevalent in database
queries (e.g., for specifying SQL query conditions), and in UI elements (e.g.,
output messages and UI widget labels).

—  For commits with Chinese as the primary language (i.e., CM¢ tag), then 58 %,
51%, 6% and 6% of them were also tagged with CRg, Tg, Vg and TAGEg
respectively. This indicated that Chinese comments often included intermin-
gled English phrases where CR (i.e., external references) and T (i.e., noun
usage) were the most common forms of intermingling.

To summarize, we observed that Chinese sentences tended to include intermingled
English phrases in both issues and source code, while English sentences rarely included Chi-
nese phrases. This makes sense as many Chinese IT personnel have working proficiency of
the English language, while few non-Chinese personnel are likely to have proficient Chinese
language skills. Our observations indicated that the dominant role of a secondary language
was to reference components or to use specific terminology. In related work, Pawelka and
Juergens (2015), investigated 15 OSS projects in which English was intermingled with
other European languages. They observed that source code included identifiers and com-
ments written in a second language. This differs from our observations of Chinese-English
projects, in which we only found comments, but not identifiers, written in Chinese or Pinyin
(an alphabetic representation of Chinese characters).

4 Basic Information Retrieval Approaches with Translation

To create an initial baseline we first explored the efficacy of three common algorithms for
tracing from Issues to Commits in our English-Chinese bilingual projects. Furthermore, in
each case we evaluated the results with, and without, the use of a basic translation step. This
preliminary research addresses the fundamental question of whether a simple preprocessing
translation step is sufficient for tracing artifacts containing intermingled terms through the
following research question:

— RQ2: To what extent does the use of neural machine translation (NMT) as a prepro-
cessing step improve the accuracy of trace links generated using VSM, LDA and LSI
in an IBA dataset?

4.1 Baseline Information Retrieval Algorithms
The Vector Space Model (VSM), Latent Dirichlet Allocation (LDA) and Latent semantic

indexing (LSI) are the three most common approaches for generating trace links in mono-
lingual environments (Ali et al. 2013; Lormans and Van Deursen 2006; Asuncion et al.
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2010). However, there effectiveness for use in IBA datasets has not been explored. We start
by describing each of these common approaches.

4.1.1 Vector Space Model

VSM is a simple technique that computes term similarity between documents, and has been
used in many different trace link recovery tasks (Lucia et al. 2007; Hayes et al. 2006).
Despite its simplicity it frequently outperforms other techniques (Lohar et al. 2013). VSM
represents the vocabulary of discourse as an indexed linear vector of terms, while indi-
vidual artifacts (e.g., issues, commits, requirements, design) are represented as weighted
vectors in this space. Weights are commonly assigned using TF-IDF (Term frequency-
inverse document frequency) in which the importance of a term is based on its occurrence
and distribution across the text corpus. VSM assumes the Bag of Words (BOW) model in
which the ordering of words is not preserved. Let Ag be the collection of source artifacts
and A7 the collection of target artifacts then each artifact a; € Ag U Ar is represented by
the terms {¢1...t,} it contains regardless of their order. Each artifact a; is transformed into
a numeric format a; = {wy, wa, ..., w,} where w, indicates the TF-IDF score for #;. The
similarity of two artifacts is then estimated by measuring the distance between their vec-
tor representations — often by computing the cosine similarity between source and target
vectors as follows:

Similarity(a;,a;) =

)]

VSM indexes words as atomic units which are orthogonal to each other regardless of their
semantic similarity. Therefore, the affinity between two artifacts is evaluated with respect to
the use of shared vocabulary weighted inversely according to the commonality of the shared
terms. IBA datasets have a richer vocabulary than monolingual datasets as terms are derived
from two different languages. This increases the likelihood that two semantically similar
artifacts are described using different terms, and consequently leads to an underestimation
of the artifacts’ affinity.

4.1.2 Topic Modeling Approaches

Topic modeling is also frequently used to support automated trace link generation (Asuncion
et al. 2010). Topic modeling techniques discover the hidden semantic structures of artifacts
as abstract concepts and then represent each artifact as a distribution over the concepts. The
most commonly adopted approaches are Latent Dirichlet Allocation (LDA), Latent Seman-
tic Indexing (LSI) and Probabilistic Latent Semantic Indexing (PLSI). LSI, also known as
Latent Semantic Analysis (LSA), represents each artifact a; as a vector of word counts ¢,
such that each word is represented as a@; = {c1, c2, ..., ¢y }. Thus the artifact corpus A can
be represented as a matrix A = {ay, aa, ..., a,,} where m refers to the total number of all
artifacts in A. LSI learns the latent topics by applying matrix decomposition, e.g Singular
Value Decomposition (SVD) (Lucia et al. 2007). Hofmann et al. proposed a probabilistic
variant of LSI which is known as PLSI in 1999 (Hofmann 1999) in which a probabilistic
model with latent topics is leveraged as a replacement of SVD. LDA then can be regarded as
a Bayesian version of PLSI where dirichlet priors are introduced for the topic distribution.
Given the topic distribution vector of source and target artifacts, the affinity between two
artifacts can be calculated either with Cosine similarity or with Hellinger distance (Kailath
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1967) which quantifies the similarity between two probability distributions. Topic model-
ing approaches represent each topic by eliciting a group of distinctive words associated with
a similar theme, and the topic distribution probability of an individual artifact, represents
the affinity of the artifact to that topic. When project artifacts contain foreign languages,
the representative topic words are constituted from two (or more) distinct languages. Topic
modeling methods have the ability to overcome the challenge of multilingual terms, as top-
ics can be composed of terms from multiple languages. However, the number of words per
topic needs to be increased in order to accommodate two or more languages.

4.2 Leveraging Neural Machine Translation

Neural machine translation services, such as Google Translate, are capable of translating
documents with complex grammars into diverse languages. Wu et al. demonstrated that,
for a specific set of datasets, Google Translate achieved average accuracy equivalent to
that of bilingual human translators. Furthermore, current version of Google Translate has
addressed approximately 60% of previously known translation errors in popular languages
such as English-Chinese, thereby significantly improving performance (Wu et al. 2016).
Fu et al. manually compared the performance of seven translation services and concluded
that Google Translate provided one of the best English-Chinese translations (Fu 2021). We
therefore selected Google translation services for this series of experiments.

4.2.1 Translation as a Preprocessing Step

Our basic approach uses an NMT (Google Translation services) to translate all artifacts
in our dataset into mono-lingual (English) representations using a sentence-by-sentence
approach. Artifacts were first split into sentences using the pre-trained sentence tokenizer
provided by NLTK’s PunktSentenceTokenizer (Bird 2006) and regular expressions were
then used to identify bilingual sentences. In our case, both English and Chinese used within
an artifact are represented with UTF-8 encoding, and regular expressions capture non-
English sentences by checking the encoding of their characters. If a character in the sentence
has an encoding in the range of CJK Unified Ideographs and its variants (Jenkins 1999), we
regard this sentence contain Chinese. Finally, each of the bilingual sentences was processed
by Google Translate to generate their English counterparts, which then replaced the original
bilingual sentences in their relevant artifacts. As a result, the IBA dataset was transformed
into an English mono-lingual dataset.

We also considered the use of token-by-token translation as proposed by Muhr et al.
(2010); however, the sentence-level approach allows foreign words to be considered within
their context and thereby retains their semantics following the translation. Furthermore,
Google Translation Service is trained to handle intermingled terms and phrases within a
sentence, and leverages a single NMT model to translate between multiple languages even
in cases where a sentence contains intermingled phrases (Johnson et al. 2017). To illus-
trate this we passed the commit message in Table 2a to Google’s sentence level translator
which output “PagerUtils offset bug, when offset needs to be modified to 0, the value is
incorrect”. The same message processed using token level translation produced “PagerUtils
offset of bug, when offset need modify for O time, value incorrect”. In this case, the token
level translation distorted the sentence semantics as it translated the Chinese phrases with-
out fully understanding their context. Sentence-level translation is also significantly more
efficient and cost-effective than document-level translation, as it requires fewer calls to the
translation service and reduces the volume of data submitted by removing sentences written
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in pure English. This is important as Google Translate charges more money and responds
more slowly on a larger text corpus.

4.3 Evaluating NMT as a preprocessing step

We utilized VSM, LSI, and LDA models, to automatically generate trace links for the orig-
inal IBA artifacts and also for their translated monolingual counterparts. In both cases we
applied the time-constraints described in Section 2 to filter the resulting links.

4.3.1 Metrics

Results were evaluated using the average precision (AP) metric which is commonly used
for traceability experiments (Shin et al. 2015). AP evaluates the extent to which correct
links are returned at the top of a list of ranked links, and is considered more insightful than
recall and precision metrics which simply measure whether a link is found within a set of
candidate links. AP is calculated as follows:

Z?:l Precision(i) x rel(i)
[true links|

AP = 2)

where n is the number of candidate links, and rel(i) is an indicator function returning 1 if
the link at i;;, ranking is a true link, otherwise return 0. Precision(i) is the precision score at
the cut-off of iy, ranking in the returned result. The |truelinks| denominator refers to the
total number of true links, meaning that we evaluate average precision for all true links and
report AP scores at recall of 100%.

4.3.2 Results and Analysis

To answer RQ2 we compared the AP scores produced for each of the models, with and
without Google Translate, for all 14 IBA datasets. The basic models are labeled VSM, LDA
and LSI and the corresponding models using NMT are labeled VSM;,, LDA;,, and LSI;,.
Project-level results are reported in Fig. 2, and aggregated results across all projects are
reported in Fig. 2d. We used the Wilcoxon signed-rank test (Woolson 2007) to evaluate
whether the use of translation statistically improved the performance of each technique.
This is a standard test used for traceability experiments due to the non-normal distribution
of data points. We tested 14 pairs of AP scores achieved from the 14 datasets, with and
without translation, using Scipy’s (Jones et al. 2001) Wilcoxon test function and adopted
the standard significance threshold of 0.05.

Results showed that VSM;, outperformed VSM with statistical significance (W=2, P =
0.001). On the other hand, in the cases of LSI vs LSI;, and LSI, (W = 34,P = 0.079) and
for LDA;, and LDA (W =43, P = 0.113) there was no statistically significant difference,
given that in both cases, the p-values were above the significance threshold. These results
indicate that translation improves performance in the case of VSM, but not necessarily for
LSI and LDA, most likely because both of these techniques create topic models composed
of terms from both languages. As shown in Fig. 2d, both LDA;,, and LSI,, have higher
medians, Q1, and Q3 values than their non-translation versions but a lower minimum value.
This indicates that in certain cases, translation can degrade the performance of the tracing
algorithm instead of improving it. This phenomenon is highlighted in Fig. 2, where we
observe that in most projects, the ‘trans’ version of LDA and LSI have a higher AP score,
but there are a few exceptions in which the basic trace models perform better. This result

@ Springer



Empir Software Eng (2022) 27: 5 Page 130f33 5

basic basic
. trans . trans

‘Ill ‘| I |

Ar BK Ca Dr Em Na Nc Pe QMAQMI Ra Sa We xL Ko Ci Ab

o
©
°
©

3
Y
o
Y

o
s

Avg Precision
o
S

Avg Precision

°
~
°
~

0.0

Ar BK Ca Dr Em Na Nc Pe QMAQMI Ra Sa We xL Ko Ci Ab

(a) VSM. Average AP score 0.62 (VSM) and 0.68 (b) LDA. Average AP score 0.45 (LDA) and 0.48
(VSMir) (LDA¢r)
10 10
basic
. trans
08 0.8
c
5]
‘0 06 0.6 1
O
o
o
o 04 04
>
<<
02 | | ‘ 02
0.0 T Py SRR T T j 0.0 T T T T T
Ar BK Ca Dr Em Na Nc Pe QMAQMI Ra Sa We xL Ko Ci Ab LDA LDA: sl LSl VSM VSM:,
(c) LSI. Average AP score 0.55 (LSI) and 0.58 (d) AP score distribution achieved when applying
(LSLr) three models for 14 Chinese IBA datasets

Fig. 2 AP scores for three basic trace models, with and without Google Translate, for 17 IBA datasets.
Overall best results are observed for the Vector Space Model (VSM)

also confirms previous findings that VSM often outperforms LDA and LSI in various mono-
lingual tracing scenarios (Oliveto et al. 2010; Lohar et al. 2013), our experiment therefore
extends these findings to the IBA domain. Given that VSM tends to outperform LSI and
LDA on software engineering traceability datasets, it is particularly significant that adding
the translation step to VSM (i.e.,VSM;,) provides additional improvements. These results
further imply that the presence of bilingual artifacts has a negative effect on traceability
results.

4.3.3 Translation Related Pitfalls

We carefully analyzed the outcome of using NMT translation as a preprocessing step to the
three commonly used tracing algorithms, and observed the following three failure cases in
which translation negatively impacted the results.

Case #1 - Inconsistent Term Translation This occurs when a single Chinese term occurs
in both the source and target artifacts but is translated into different English terms due to
differing contexts. For example, in one case, a foreign term JEFik appeared as a Chinese
verb written in both the source and target artifacts, which resulted in similarity scores when
trace links were generated directly for the IBA artifacts. However, NMT translated this term
to ‘start’ in the source artifact and as ‘startup’ in the target artifact. Neither VSM, LDA,
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or LSI captured the semantic similarity between these terms in the translated artifacts. As
reported in our earlier study of usage patterns, English sentences seldom contain intermin-
gled Chinese terms; therefore we primarily observed this scenario when tracing between
pairs of artifacts written in Chinese such as issues and code comments.

Case #2 - Loss of Meaning This occurs when a relatively specific term in Chinese, is trans-
lated into a common English term, thereby introducing noise and subsequently increasing
the number of false positive links. As summarized in RQ1, commits with CD¢ (Code snip-
pet) tags may contain Chinese terms representing SQL query keywords or UI widget labels.
Although these terms are usually sparse with respect to the size of the source code, they
serve as strong indicators of true links in the original IBA data when directly referenced in
an issue discussion. For example, in the bk-cmdb project, one commit included a JSON file
involving the attribute “TopModuleName: i 4 25 TR m‘ﬁﬁ”’ where “U& 5> is a platform
name, and EET refers to a pool of machines which are in the IDLE state. NMT translated
this clause into ‘blue whale free machine pool’. In this case, the unique name 23 R
was translated into two common English terms ‘blue’ and ‘whale’, introducing the likeli-
hood that the term ‘blue’ increases the similarity to unrelated issues such as discussions
about the UI color schema. At the same time, “Z5[K)’ in Chinese is interchangeable with the
term ‘IDLE’, while ‘free’ has multiple English meanings. As a result, the translation step
lost part of the original meaning resulting in a decrease in trace accuracy.

Case #3 - Loss of Reference Phrases Unique phrases that describe specific features in Chi-
nese, are eliminated or weakened by the translation step. We observed that artifact creators
appeared to deliberately reference Chinese language content from other artifacts as signa-
ture features, indicating that two artifacts are closely related. Translation may inadvertently
weaken the association by translating distinctive Chinese terms into common English words,
some of which might even be removed as common stop words. This scenario was observed
in several artifacts tagged as primarily Chinese (i.e., TAG¢). For example, a tag containing
“fif FHES | which actually means ‘how many times it has been used’ in English, was trans-
lated into the single English term ‘number’ following the two preprocessing steps of stop
word removal (with a word list provided by Many-Stop-Words library 2021) and machine
translation. As a result, the true meaning of SHEHEC was lost.

4.4 Analysis of Results

Despite these limitations, our results show that adding a translation step into the tracing
workflow generally improved the accuracy of the generated links with statistical signif-
icance as previously discussed. However, this approach also fails in certain cases when
semantic precision or contextual information is lost. From a semantic perspective, NMT can
impair tracing accuracy when similar terms are replaced with less similar ones.

To address this problem we therefore explored two different techniques designed to take
semantic information into consideration. The first approach leverages word embeddings as a
semantic layer to enable those terms to be mapped closer together in the multi-dimensional
space, while the second approach uses deep learning based on a pre-trained language model
to directly interpret the multilingual text and bypass the translation step. We describe and
evaluate each of these approaches in the following two sections.
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5 Semantic Information Retrieval with Generalized Vector Space
Models

Our first semantically-focused approach explores the use of the Generalized Vector Space
Model (GVSM) combined with mono-/cross-lingual word embeddings to address the
research question:

— RQ3: Which form of word embedding delivers the greatest accuracy when used in
conjunction with GVSM to generate trace links in IBA datasets?

After that we compare the efficacy of the GVSM models with the basic Information
Retrieval ones to address the following research question:

— RQ4: Which of the presented information retrieval tracing techniques (including both
the basic and GVSM approaches) generates the most accurate trace links for the IBA
datasets?

5.1 Brief Overview of GVSM

GVSM (Wong et al. 1985) is a generalization of the traditional VSM, designed specifically
for information retrieval tasks. One of the known weaknesses of VSM is that terms only
contribute to the similarity score if they appear in both source and target artifacts. GVSM
directly addresses this problem by creating an additional layer of latent space, in which the
distance between the terms is determined by their semantic similarity. Given a collection
of artifacts a; € Ag U Ar, a; is vectorized using the standard VSM approach such that
ai = {wy, wa, ..., w,} where w, are the weights for the terms in artifact a;. Considering the
vocabulary V = {t1, f2, ..., ty} composed by all the terms in artifacts, the pairwise term-
correlation can be represented as a correlation matrix G of N x N shape, where sim(;, t;)
is the semantic relevance for term #; and ¢;

sim(ty, t1) sim(ty, t2)
G = : 3)

sim(tn, 1) sim(ty, ty)
In GVSM the similarity between two artifacts is then calculated as follow:

T .

a; -G-aj
T T
\/al. -G-al\/aj G-aj

GVSM has been effectively used to support several different bilingual tasks related to
document clustering (Tang et al. 2011), query processing (Wong et al. 1989), and text
retrieval (Tsatsaronis and Panagiotopoulou 2009). As shown in (3), GVSM needs a correla-
tion matrix to compute the similarity between words. Researchers have previously leveraged
word correlation information (Wong et al. 1985), manually created word thesauri (Hayes
et al. 2006; Tsatsaronis et al. 2010), or used concept models (Liu et al. 2020) to accom-
plish this goal. We opted to use word embeddings which are readily available and require
no manual effort to create.

“

Similarity(a;, a;) =
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5.2 Integrating Word Embedding (WE) into GVSM

In VSM terms are represented as vectors in a high dimensional orthogonal space in which
each term is a dimension of the vector space. In contrast, in GVSM, word embeddings
transform the word representation from a high dimensional orthogonal space to a low
dimensional non-orthogonal space. The distribution of vectors within the space varies
according to the specific approach taken. The use of word embeddings has achieved signifi-
cant success for addressing NLP challenges in domains such as ad-hoc information retrieval
(Almasri et al. 2016; Vulic and Moens 2015), bug localization (Ye et al. 2015), question
answering (Dhingra et al. 2016) and also trace link recovery (Zhao et al. 2017; Guo et al.
2017).

We explore two different ways of combining word embeddings into GVSM. The first
approach includes a Cross-Lingual Word Embedding (CLWE) which projects the vocabulary
from two or more distinct languages into a single vector space, thus we name it Cross-
Lingual GVSM (CLG). The second approach uses an NMT (Google Translation services) to
translate the IBA datasets into a monolingual dataset, and then uses a monolingual (English)
embedding with GVSM to create trace links. We refer to this approach as Word Embed-
ding GVSM (WEG;,). Finally, we create a GVSM baseline for tracing the IBA datasets by
omitting the NMT translation step, and refer to this baseline as WEG.

5.3 Cross-lingual Word Embedding (CLWE)

Cross-lingual word embeddings project the vocabulary from two or more distinct languages
into a single vector space. A reasonable cross-lingual embedding model organizes term vec-
tors in an embedding space according to their semantic affinities. Cross-lingual embeddings
can therefore serve as a semantic bridge between different languages, and can be used to
support diverse cross-lingual NLP tasks such as machine translation, cross-lingual IR, and
cross-lingual entity linking. Various techniques have been explored for aligning multiple
monolingual vector spaces (Ruder et al. 2017). Techniques based on word-level alignment
tend to leverage cross-lingual lexicons to supervise the vector mapping. With this approach,
monolingual word embeddings are first created for both languages, and then the unseen term
vectors for both languages are transformed using a trained mapping model. Researchers
have explored other approaches for relaxing word-level alignment constraints, for example
by leveraging alignment information at the sentence level (Gouws et al. 2015) or even the
document level (Vulic 2017), or entirely foregoing supervision (Wada and Iwata 2018), in
order to extend the use of cross-lingual word embedding to additional scenarios.

For our experiments we utilized relaxed cross-domain similarity local scaling (RCSLS),
which is based on word-level alignment (Joulin et al. 2018). We selected RCSLS for two
reasons. First it has been shown to deliver the best overall performance in comparison to
other state-of-the-art techniques across 28 different languages (Joulin et al. 2018), and sec-
ond, pre-trained models with support for 44 languages is available from the FastText library
(Fasttext 2021) released by Facebook (Joulin et al. 2018). Facebook trained their model
using Wikipedia documents, and leveraged the MUSE library (Conneau et al. 2017) which
includes bilingual dictionaries for over 110 languages and monolingual word embeddings
for 157 languages including English and Chinese. Vectors in cross-lingual embedding space
also have a dimension of 300.
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5.3.1 Prior Applications of GVSM for Cross-Lingual Information Retrieval Tasks

Prior work has already investigated the application of GVSM for cross-lingual information
retrieval tasks in other domains. For example, Tang et al. (2011) proposed CLGVSM which
exploited semantic information from (1) a knowledge base e.g. HowNet (Xia et al., 2011),
(2) statistical similarity measures, e.g cosine similarity of term vector covariance (COV),
and (3) a bilingual dictionary which contains the translation probability between terms.
Other researchers have explored the use of Cross-Lingual Word Embedding to address
cross-lingual information retrieval tasks. Vulic and Moens (2015) proposed a model known
as cross-lingual information retrieval (CLIR) which directly leverages the distributed rep-
resentation of cross-lingual vocabulary to accomplish document embedding (DE). Given
documents represented by term vectors d = {1, f2, ..., 1y} where 7; is the vector represen-
tation of terms, a document vector d can be created by merging the term vectors with simple
addition. The self-information of the terms (Cover and Thomas 2006), e.g. frequency of
terms within a document, can be combined to weight the vectors. The final representation
of a document is given as:

-

d=wit] +wats + - + Wiy ®)

This method, referred to as ADD-SI, projects the documents into the same vector space of
terms so that document affinities can be evaluated using distance measures such as cosine
similarity. However, we could not find any publications describing the combined use of
both GVSM and Cross-Lingual Word Embedding. We replaced the cross-lingual knowledge
base in CLGVSM with (Cross-Lingual) Word Embedding, because knowledge tended to be
domain-specific and costly to construct for individual software project domains.

As a result, we propose three different techniques for combining GVSM with Word
Embeddings.

5.3.2 Application of Cross-Lingual Word Embedding with GVSM (CLG) to Traceability

We utilize a modified cross-lingual word embedding based on GVSM. As shown in (4), a
GVSM model is composed of TF-IDF vectors a; and a semantic relatedness matrix G. The
semantic relatedness matrix G can be constructed using external knowledge (Tsatsaronis
and Panagiotopoulou 2009; Tang et al. 2011) (e.g HowNet, WordNet) to evaluate term relat-
edness based on their distance in the knowledge network; or using statistical models that
predict the probability of term co-occurrence (Wong et al. 1985). In the first approach, the
size of the semantic relatedness matrix is constrained by the vocabulary of the knowledge
base. This is a critical limitation for trace link recovery, as software artifacts tend to include
a large number of technical terms which are not commonly found in general purpose knowl-
edge sources. Statistical approaches therefore fall far short of capturing the true semantics
of these terms. However, these weaknesses can be addressed using word embeddings.
Given an IBA dataset with primary and foreign language vocabulary L, =
{tpi tpys - stp, ), Ly = {tg, tp, ..., tr,}, the monolingual vector for ¢, and ¢y, is repre-
sented as x;, z; € RY where d refers to the dimension of the vector space. As previously
discussed, the RCSLC model is capable of projecting vectors from two separate spaces
into a shared latent space by learning an internal translation matrix W with the supervi-
sion of bilingual lexicons. With this translation matrix W, the vectors can be projected as
Wx; and Wz;. The vocabulary vector space of a given IBA dataset is then represented as:

V5={le,...,me,Wzl,...,WZn} (6)
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As the vectors in RCSLC are /—2 normalized (Joulin et al. 2018), the semantic relevance
matrix G can be created through the simple dot product of Vg and VST .
The GVSM formula shown as (4) can be transformed into the following:

T T
a; -Vs-Vg -aj
Similarity(a;, a;j) = = 5

@)
aiT - aj CIJT caj
In our case, Vg is the pre-built vector space provided by FastText library as described in

Section 5.3
5.4 Using monolingual Neural Word Embeddings with GVSM

Word embeddings are typically used to represent terms from a single language. Their use
is based on the intuitive assumption that terms with similar distribution patterns are seman-
tically more similar than those with dissimilar distributions (Harris 1954), leading to the
observation that term vectors tend to form clusters according to their semantic affinity.
monolingual neural word embeddings (MNWE) leverage the context of each term and
include the Skip-Gram model and Continuous Bag Of Words (CBOW) model (Mikolov
et al. 2013). While both of these models are built upon simple three-layer neural networks,
the Skip-Gram model makes predictions of surrounding terms based on the current terms
while the CBOW model predicts a single term using all surrounding terms as context. In our
study, we adopt pre-trained monolingual word embeddings that are trained on the Common
Crawl dataset with enhanced CBOW model (Mikolov et al. 2018). Vectors in such a space
have 300 dimensions.

5.4.1 Transforming CLG to a Monolingual Tracing Task

For experimental purposes we also explored a monolingual version of CLG. The intrinsic
difference between monolingual and bilingual trace tasks lies in the dataset vocabulary. As
shown in (6), the vocabulary vector space V; of IBA dataset is composed from two types of
vectors 1) term vectors projected from the foreign language space and 2) term vectors pro-
jected from English space. For monolingual tracing tasks, the vocabulary vector space Vg
contains term vectors of only one language; however, by simply substituting the Vi with Vg
in (7) we can migrate CLG to address monolingual tracing tasks. This can be accomplished
by training and applying a word embedding model with monolingual text corpus. We name
this monolingual model the ‘Word Embedding GVSM’ (WEG) to distinguish it from CLG.
We use this model as our baseline, and then by comparing WEG and GLG we can determine
whether the cross-lingual word embedding is able to bridge the semantic gap introduced by
the use of two languages in the IBA datasets.

5.4.2 NMT preprocessing with Monolingual Trace Task

As we described above, WEG is the monolingual version of CLG in which cross-lingual
word embedding is replaced with an English monolingual embedding. Our third approach
combines WEG with NMT to extend its ability to trace IBAs. We followed the same
approach used in our initial experiments with VSM;,, LDA,, and LSI;,, by using Google
Translation services to translate the IBA datasets back into English monolingual datasets
before running WEG. We refer to this method as WEG;, to distinguish it from the other two
GVSM models.
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5.5 Experimental Evaluation of Semantic Information Retrieval Approaches

All three GVSM models (i.e., CLG, WEG and WEG;,) shown in Table 5 were applied
against our experimental datasets. However, due to different amounts of training data avail-
able, the size of the cross-lingual embedding tends to be smaller than the monolingual word
embedding. To make a fair comparison between the techniques of using monolingual and
cross-lingual embeddings, we randomly sampled the vocabulary of the monolingual word
embedding to reduce its size. The full monolingual embedding included 2,519,371 records,
while the cross-lingual embedding and the down-sized monolingual embedding included
only 332,648 records. However, in reality, it is far easier to construct a large monolingual
word embedding, and therefore we wanted to see how WEG,, and WEG performed when
allowed to use the fully available embedding data. We therefore also include these results,
labeled as WEG;, and WEG™ respectively. Finally, as an additional point of comparison, we
include both VSM and VSM;, from our earlier experiment. Results are reported in Figs. 3
and 4.

5.5.1 RQ3: Analysis of Cross-lingual Word Embedding

To address our research question “Which form of word embedding delivers the greatest
accuracy when used in conjunction with GVSM to generate trace links in IBA datasets?”
we explored the difference between CLG, WEG, and WEG;, models.

By comparing the average precision achieved for the 14 Chinese datasets as reported in
Fig. 3 we observed that in 12 out of 14 cases, WEGy, returned the most accurate trace links.
Of the remaining two cases, CLG and WEG each returned top accuracy one time. Further-
more, as reported in Fig. 4, WEG;, had a significantly higher median, Q1, and Q3 value
than either monolingual WEG or CLG. Applying full size word embedding to WEG;, fur-
ther improved the performance by increasing the median value of the results distribution.
This indicates that combining WEG with NMT can effectively improve the tracing per-
formance. When comparing WEG and WEG™*, we observe that increasing the embedding
size for monolingual WEG had little impact on model performance; however, this contrasts
with the marked improvement observed when using an increased English embedding size
on WEG;,, reinforcing our conjecture that the vocabulary mismatch introduced by IBA has
a clear negative impact upon trace performance.

To determine if it would be possible to avoid the costs of building or contracting a trans-
lation service such as Google Translation services, we also compared the monolingual and
cross-lingual approaches (i.e., WEG vs. CLG) without the benefit of translation. In this

Table5 The acronyms and details of the three GVSM and word embedding integrated methods: WE=Mono-
lingual word embedding, CL=Cross-lingual word embedding, TR=Google translation to English

Abbr GVSM WE CL TR Description

CLG ] || Uses Cross-Lingual word embedding with GVSM. Inputs a bilingual
dataset to the model

WEG | | Uses reduced size English Word embedding with GVSM. Inputs a bilin-
gual dataset to the model. W EG* variant uses full-sized English word
embedding.

WEG, 1 | B Uses reduced size English word embedding with GVSM. Uses Google

Translate to preprocess IBA data. Inputs resulting mono-lingual dataset
to model. W EG, variant uses full-sized English word embedding.
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Fig.3 Average performance of three primary GVSM models for all 17 IBA datasets

case, we observe that CLG outperformed WEG in 10 out of 14 Chinese projects, achieves
equivalent performance in one project, and underperforms in 3 projects. However, an anal-
ysis of results in Fig. 4 for median, Q1, and Q3 values compared to other models, show that
it does not statistically outperform WEG.

We therefore answer RQ3 by stating that the cross-lingual word embedding failed to
outperform either of the monolingual word embedding approaches based on the available
resources, and that the use of a preprocessing translation step followed by the use of GVSM
with monolingual word embedding was clearly superior. One potential reason this model
achieved the best performance is that the Google NMT closed the semantic gap between lan-
guages better than the cross-lingual word embedding, by taking the context around foreign
words into consideration.

5.5.2 RQ4: Comparison of all multilingual IR models

Finally, to address our research question “Which of the presented information retrieval
tracing techniques (including both the basic and GVSM approaches) generates the most

1.0

0.8

0.6 1

0.4

0.2 1

0.0 T T T T T T T
WEG WEG" CLG WEG, WEG;, VSMy, VSM

Fig. 4 A comparison of the best basic model (VSM;,) against all three GVSM-based models. WEG and
WEG;, with full size English embedding are represented as WEG* and WEG;,
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accurate trace links for the IBA datasets?”” we compare VSM;,-, LDA;,, and LSI;, with our
new GVSM-based techniques. As Fig. 2d and Fig. 4 report VSM;, and WEG, are observ-
ably the best models. We compared AP scores achieved for these two models for all 14
Chinese datasets, against each of the other models using the Wilcoxon signed-rank test and
Cohen’s d effect size. P-value of Wilcoxon signed-rank test are reported in Table 6, show
that both VSM;, and WEG},. are statistically significant better than other models given the
P-values are all below 0.05 with effect size ranging from 0.3 to 0.9 indicating a “medium”
to “large” effect. However, a similar comparison of WEG, and VSM,, returns a P-value
0.0615 and effect size of 0.09, meaning that neither technique is significantly better than
the other even though Fig. 4 shows that WEG;, has a higher maximal, Q1, Q3 than VSM,,.

5.6 Extension to Other Languages

While our focus was on Chinese-English language projects, we also included one project
from each of three additional languages in our experiments as a preliminary proof of con-
cept. These projects were Korean, Japanese, and German — all combined with English. In
all cases, including the German language, we were able to use Unicode to identify its pres-
ence in English sentences. While we were able to identify language occurrences in our
study (i.e., Chinese, Japanese, Korean, and German) from English using Unicode, we will
need to adopt more diverse approaches (e.g., Python’s langdetect project), for differentiat-
ing between more diverse languages. Traceability results for these projects were reported
throughout this section of the paper (shown on the right hand side of Table 3, and the
graphs of Figures Fig. 3 and Fig. 2d). They show that for both Asian languages (Korean
and Japanese) our conclusion derived from the Chinese datasets is still valid, while for the
European language (German), the CLG model outperformed WEG;,.

6 Multi-lingual Language Model Based Trace Model

In the previous section, we discussed the combination of IR methods and word embeddings
for improving the accuracy of trace link generation; however, the resulting accuracy was still
far from ideal for supporting industrial uptake (Cleland-Huang et al. 2014; Cleland-Huang
et al. 2014). One of the remaining problems is that multilingual IR trace models do not con-
sider the context of words when calculating similarities between artifacts. Taking CLG as
an example, we leveraged a pre-built cross-lingual word embedding to reduce the seman-
tic gap introduced by the multilingual vocabulary. The similarity score between two words

Table 6 P-values of wilcoxon signed-rank test and their effect size for IR models

WEG* CLG LDA;, LS,

(a) P-values of wilcoxon signed-rank test

WEGF, .001 .003 0.000 .001

VSM;, .019 .010 0.000 .001
(b) Cohen’s d effect size

WEGF, 325 325 941 671

VSM;, -.093 263 910 507
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was statically calculated based on the distance between their embeddings regardless of the
surrounding words in the current context. Furthermore, the multilingual IR trace model is
directly impacted by the performance of its constituent parts (i.e., word embeddings and
machine translators). For example, in W EG,, any inaccuracies in the monolingual word
embedding or the Google machine neural translator are propagated into the generated trace
links of a multilingual dataset. Furthermore, as our datasets come from multiple domains, it
is difficult to fully calibrate the word embedding and machine translator to the terminology
of each domain.

We addressed this problem through leveraging a multilingual Language Model to gener-
ate trace links. We refer to this approach as MT-BERT (Multilingual Traceability BERT)?.
MT-BERT uses BERT (Bidirectional Encoder Representations from Transformers) as its
underlying language model. We first describe the multilingual language model, and then
discuss its use for software traceability. We have previously proposed BERT based trace-
ability models for use in monolingual projects (Double Blinded 2020); here we customize
them for addressing the multilingual traceability challenge. To evaluate the effectiveness of
this approach, we address the following research questions:

— RQS: Does MT-BERT increase the accuracy of generated trace links in comparison to
multilingual IR models?

— RQ6: Can we transfer knowledge across projects to increase MT-BERT’s effectiveness
in smaller projects which lack sufficient training data?

6.1 Multilingual Language Model

A language model is a probability distribution of words in a text corpus. In contrast to
word embeddings, the language model is capable of distinguishing the semantic meaning
of words based on their surrounding context. For example, the word ‘boot’ has different
meanings according to its current context. When used as a noun it could refer to shoes,
whilst its use as a verb could refer to starting up a system. Word embedding approaches
can not differentiate between these two meanings, while the language model is capable of
inferring the context and true meaning based on the semantics of the entire sentence.

BERT (Devlin et al. 2018) and its variants are widely used language models that sup-
port diverse natural language processing tasks. They leverage transformer layers (Vaswani
et al. 2017) to overcome the limitations of conventional Recurrent Neural Networks, such
as vanishing and exploding gradients which can occur when training large networks. BERT
models are able to process longer word sequences and can therefore often achieve better
results on specific NLP tasks than RNN models. Researchers train BERT models using
Masked Language Modeling (MLM) and Next Sentence Predicting (NSP) tasks (Devlin
et al. 2018). In the MLM task, which is of particular relevance to the tracing challenge, a
subset of the words in the corpus are replaced with a special ‘{MASK]’ token, and the BERT
model is trained to predict the hidden words based on their context.

Multilingual BERT is a special variant of the BERT model trained with 104 common
languages (Google-Research 2019). This model was developed and released by Google and
has been used in the Cross-lingual Natural Language Inference (XNLI) challenge (Conneau
et al. 2018). We adopt this multilingual BERT model within MT-BERT.

2Repository for MT-BERT: https://github.com/jinfenglin/EMSE2020
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6.2 Multilingual Traceability BERT

Our novel MT-BERT architecture for supporting multilingual software traceability is
depicted in Fig. 5. In this architecture, the multilingual language model is utilized as a
text encoder and referred to as the ‘Multilingual BERT Encoder’. The architecture sup-
ports five steps which are used to analyze the semantics of a candidate source and target
artifact, and infer their relatedness. First, MT-BERT tokenizes the words in the source and
target artifacts. Character-based languages, such as Chinese, Japanese and Korean, are split
into characters which are then treated as tokens. Second, these tokens are processed by an
embedding layer and converted into embedding representations that are compatible with the
neural network in the multilingual BERT encoder. Third, the multilingual BERT encoder
processes the embedding representations of source and target artifacts one by one, and gen-
erates two vectors conveying the semantic meaning of the artifacts. In the fourth step, these
two feature vectors are then concatenated to generate a fused feature vector which is passed
in the final step to a simple three-layer feed-forward neural network designed for binary
classification. This neural network predicts the affinity score within a range of 0 to 1, that
indicates the likelihood that a given pair of artifacts are related.

MT-BERT potentially overcomes the limitations of multilingual IR trace models in two
ways. First, by leveraging the multilingual BERT language model to encode the intermin-
gled bilingual artifacts, it avoids the need for machine translation as a prepossessing step.
The artifact text is transformed into a context-aware semantic feature vector which can be
directly consumed by a neural classifier dedicated to the task of trace link generation. In
this way, we eliminate the propagated error caused by machine translation in IR models.
Second, pre-existing trace links for a project are used to train MT-BERT by fine-tuning
the parameters in both the language model and the neural classifier. When available, these
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Fig.5 Architecture of MT-BERT
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training examples allow MT-BERT to adapt to the language and traceability needs of a
specific project.

However, training examples, in the form of manually created trace links, may not be
available in all software engineering projects. As depicted in Table 3, different projects have
vastly different numbers of manually created trace links. For example, projects such as Em
and xL have a very limited set of trace links with which to train MT-BERT.

6.3 RQ5: Evaluation of MT-BERT

We start by evaluating the efficacy of MT-BERT by refining RQS5 “Does MT-BERT increase
the accuracy of generated trace links in comparison to multi-lingual IR models?” into two
sub-questions. The first evaluates the use of different language models within MT-BERT,
while the second compares the best MT-BERT result against the previously reported best
Information Retrieval model. The research questions are structured as follows:

— RQS5.1 How does the choice of Language Model impact the accuracy of trace links
generated using MT-BERT?
— RQS5.2 How does the accuracy of MT-BERT compare against WEG,?

To provide adequate training examples for MT-BERT, we merged all 14 Chinese projects
from Table 3b into a single compound dataset. We then split this compound dataset into ten
equal buckets, and utilized eight folds for the training dataset, one fold for validation, and
one for testing. This resulted in a training set of 3,683 links, a validation set of 461 links,
and a testing set of 462 links. We used this compound dataset to emulate the scenario in
which MT-BERT is trained with a relatively large dataset. As this may not always be the
case, we investigate resource limited scenarios in RQ6. To compare MT-BERT against the
IR models, we selected WEG;, for the baseline as it outperformed CLG and VSMy, in most
cases. To make a fair comparison between MT-BERT and WEG;,, we used exactly the same
multi-project data for training, validating, and testing WEG;,. To conduct MT-BERT model
training, we used 200 training epochs for all of the following experiments. We evaluated the
model with validation dataset during the training, and then selected the best model based on
the validation results. This model was then applied against the test set. We used a learning
rate of 1E-5 and a batch size of 16. We run each of the experiments three times with distinct
data splits and report the averaged results.

6.3.1 RQ5.1: The Choice of Language Model

As depicted in Fig. 5, MT-BERT leverages a multilingual LM to encode the artifact text.
Training an LM from scratch is expensive, because it requires not only a massive text corpus
but also very large computation resources. This is not practical for traceability purposes
across diverse projects. Therefore, we reused the LM provided by HuggingFace produced
by large resource-rich companies. To investigate the use of different LMs we conducted an
experiment using three different models, including a knowledge distilled multilingual LM
(Sanh et al. 2019) (LM-1), a multilingual LM without knowledge distillation (LM-2), and
a monolingual LM (LM-3). LM-1 and LM-2 are published by HuggingFace and Google
respectively. We chose these two models because they are the largest uncased multilingual
LMs available and constructed from 104 languages. The third language model (LM-3),
released by Google, was chosen as it is the most widely used monolingual LM.

Results achieved from generating trace links against the test data are reported in Table 7.
They show that MT-BERT used with the knowledge distilled multilingual language model
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Table 7 Trace link generation accuracy is compared for three different language models (LM), serving as
encoders of MT-BERT, against the previously reported best multilingual IR model

Approach Language Model F1 AP

MT-BERT (LM-1) Knowledge distilled multilingual BERT LM 0.366 0.331
MT-BERT (LM-2) Non-Distilled multilingual BERT LM 0.322 0.311
MT-BERT (LM-3) Monolingual BERT LM 0.234 0.237
WEG;, n/a 0.169 0.085

(LM-1) achieved the best performance, and outperformed the other multilingual model
(LM-2) by 4.0% F1 score and 3.3% AP. Both multilingual language models outperformed
the monolingual one, with the top-performing multilingual model (LM-1) outperforming
the monolingual model (LM-3) by 5.9% F1 and 7.3% AP. Given these results we adopted
the knowledge distilled language model (LM-1) for use in our final MT-BERT architecture.

6.3.2 RQ5.2: Comparison of MT-BERT against WEG¢,

Our results in Table 7 also show that all three MT-BERT models outperformed the WEG;,
approach. The knowledge distilled language model (LM-1) returned non-trivial improve-
ments of 23.9% F1 and 27.8% AP scores over the IR-based WEG;, approach. We therefore
address RQ5.2 by concluding that MT-BERT can achieve better performance than WEG;,
when provided with a relatively large set of training examples. Trace link accuracy returned
by WEG;,, was relatively low, most likely because of the size and complexity of the artifacts
in the compound dataset. These results indicate that WEG;, does not scale well for tracing
in large projects.

6.3.3 RQ6: MT-BERT in Resource Limit Scenarios

Deep learning approaches rely upon big data; however, many software projects have insuf-
ficient sets of trace links for training a dedicated MT-BERT. For example, the Em, QMI and
xL projects each have very few links, making it practically impossible to train a deep learn-
ing model using the data in those projects alone. To tackle this issue, we trained MT-BERT
on training data from all other projects sharing the same languages (i.e., English-Chinese in
our data set), and then used the trained model to generate links for each individual project.
We split each individual project into training, validation, and test datasets. For projects with
sufficient links, we applied a normal 8/1/1 split; however, for projects containing fewer
than 60 links, we split the dataset into equally sized training, validation, and testing sets
to ensure that we had enough test examples to conduct our evaluation. To train the model
and select the best configuration we took the training and validation datasets from all from
14 Chinese projects and constructed MT-BERT using the knowledge distilled LM (LM-1).
We then used this model to evaluate the accuracy of links for each project’s testing set. To
evaluate whether the knowledge from adjacent projects actually improved the tracing per-
formance, we also trained an individual model for each project using only the training data
from its own project dataset. This set of project-specific models served as our control group.
All other configurations were identical for both treatments.

We report results from this experiment in Table 8. This table orders projects according to
increasing project size. In contrast to Table 7 which reports results for all links and weights
each link equally, this table reports results for each individual project.
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Table 8 M-TBERT trained using training data for project artifacts of 14 Chinese projects with performance
evaluated on the test set for each project independently

Multi-Project General Project Dedicated WEG;, No. of

MT-BERT(All) MT-BERT(Project) Links

Fl1 AP Fl1 AP F1 AP
Em 0.322 0.284 0.299 0.221 0.507 0.460 32
QMI 0.338 0.259 0.183 0.102 0.681 0.567 35
xL 0.483 0.338 0.170 0.099 0.583 0.597 52
QMA 0.415 0.408 0.346 0.277 0.568 0.595 71
NC 0.680 0.628 0.529 0.517 0.620 0.608 99
We 0.228 0.165 0.224 0.124 0.446 0.389 159
Pe 0.811 0.872 0.953 0.988 0.768 0.748 160
Na 0.305 0.254 0.331 0.271 0.396 0.377 161
AR 0.532 0.567 0.327 0.242 0.538 0.489 167
Ca 0.253 0.096 0.270 0.193 0.381 0.351 273
Sa 0.626 0.515 0.504 0.425 0.637 0.697 275
Rax 0.499 0.355 0.405 0.355 0.362 0.283 571
Dr 0.282 0.197 0.237 0.163 0.216 0.140 1161
BK 0.423 0.329 0.373 0.507 0.190 0.085 1179

We first compare the use of the multi-project LM (MT-BERT-AII) versus the project-
specific LM (MT-BERT-Project) and observe that MT-BERT-AIl achieved better perfor-
mance in 10 out of 14 projects returning an average F1 score of approximately 0.443 and
AP score of 0.376 versus 0.368 and 0.320 for the project-dedicated training. This indi-
cates that training the MT-BERT using data from other projects was very beneficial. The
p-value and effect size in Table 9 indicates that MT-BERT-AII is significantly better than
MT-BERT-Project (p-value 0.021;0.05) with a ‘median’ effect size (0.4 > 0.3). Intuitively,
the larger the training data, the more likely it would be for project-dedicated MT-BERT
(MT-BERT-Project) to perform well. We evaluated this intuition using the Pearson correla-
tion coefficient which returns a value between -1 and 1, where -1 indicates a perfect negative
linear correlation, O indicates no linear correlation, and 1 indicates perfect positive linear
correlation. Testing for correlations between accuracy and number of links, using the MT-
BERT-Project returned negligible correlations (F1:-0.060, AP:0.083) indicating that project
size, represented by the number of links, was not a dominant differentiating factor.

Next, we compared MT-BERT-All against the WEG;, results per project. These results
show that WEG;, outperformed MT-BERT-All in 11 out of 14 projects, with a more pro-
nounced improvement in the smaller projects. The P-value and effect size in Table 9 shows
that MT-BERT-ALI is not statistically better than WEG,, with a p-value of 0.245 and effec-
tive size -0.289. However, in projects with larger numbers of links, WEGy,, underperformed.
As a result, the Pearson Correlation returned a moderate negative correlation between the
number of links in a project and WEGy, accuracy (F1: -0.166, AP:-0.227).

Taking this information together confirms our earlier findings that WEG;,- performs quite
well on smaller datasets but does not scale up well for larger projects.

Furthermore, for the datasets in our project, the use of MT-BERT trained on all avail-
able datasets generally improves trace accuracy for larger sized projects. For example, with
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Table 9 P-values of wilcoxon ]
signed-rank test and their effect MT-BERT(Project) WEG*
size for IR models

P-Value  Effect Size P-Value  Effect Size

MT-BERT(All)  0.021 0.400 0.245 -0.289

our datasets, we achieved the highest overall accuracy when applying MT-BERT-AII to
the largest three projects and WEG;, to the others (i.e., F1: 0.523, AP: 0.482). As indus-
trial projects can have hundreds of thousands of trace links, MT-BERT is highly likely to
outperform WEG;, in large industrial projects.

6.4 Extension to Other Languages

We also conducted experiments with the three non-Chinese projects. We applied two dif-
ferent treatments. In the first case, we trained an MT-BERT model using all 14 Chinese
projects, and used this model to generate trace links for each of the three non-Chinese
projects. In the second case, we trained MT-BERT using the limited data available from
each project. As each project had approximately 30 links, we provided MT-BERT ten links
for training and used the remaining ones for testing.

The results are shown in Table 10, and indicate that the MT-BERT model (column 1)
trained on the Chinese projects resulted in improved accuracy over the project-specific MT-
BERT (column 2) for all the Korean, Japanese and German projects, with improvements
in AP score of 0.121, 0.088 and 0.036 respectively. As we can see, the German project
benefited less than the other projects.

One explanation is that as Korean and Japanese are character based language and share
some characters with Chinese, these projects are more likely to benefit from reusing the
Chinese pretrained MT-BERT model than the German project.

Finally, we find WEGy, (column 3) achieved significantly better results than both cases
that used MT-BERT on these projects. This further supports our previous conclusion that
multilingual IR models outperform MT-BERT models for small projects.

7 Threats to Validity

There are several threats to validity in this study. First, we used Google as our black-box
translator. As the vocabulary selection strategy of the NMT has a direct impact on the final

Table 10 Average Precision achieved when applying MT-BERT on the three non-Chinese projects of Korean,
Japanese and German projects

General MT-BERT Project dedicated WEG;,
Trained with MT-BERT
Chinese Project Data

Ko (Korean) 0.348 0.227 0.510
Ci (Japanese) 0.273 0.185 0.479
Ab (German) 0.456 0.420 0.695

The first model trained MT-BERT on 14 Chinese projects, the second trained it using project-specific training
data. WEG;, outperformed the MT-BERT model in all cases, likely due to the projects’ small size
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trace link quality, results could be different if other types of machine translation methods
are applied. However, we chose Google translation as it has been empirically shown to
deliver high quality translations across numerous languages. Another important threat is that
the training material used for CLG was composed of general documents from Wikipedia
and did not include domain specific corpora. We made this decision in order to deliver
a more generalized solution, and because collecting a domain specific corpus for all 17
projects would have been prohibitively expensive. CLG might perform better than WEG if
a domain-specific corpus of technical documents had been available and used for training
purposes. An external threat was introduced by limiting the raw artifacts to the coverage
area of intermingled links to alleviate the link sparsity issue (see Table 3b). This enabled
us to focus on the IBA-impacted traces, but reduced the number of participating artifacts,
thereby potentially inflating AP scores for all results. Also, we did not yet explore the
impact of embedding size on CLG. On the other hand, our experiments showed that WEG,,
still outperformed CLG, when equal sized embeddings were used. The reality is that larger
monolingual embeddings are more readily available, and should be pragmatically lever-
aged. We leave experimentation with different sized embeddings to future work. Also, as
reported in Tables 10 we explored the efficacy of training MT-BERT on individual projects
and reported that training on a broader set of projects was more effective. However, some
industrial projects are much larger than even the largest OSS dataset used in our work, and
project-specific training might be very effective in those cases. Similarly, all of the projects
based on non-Chinese languages were quite small, and results might differ if larger projects
had been available. While much larger multilingual projects do exist as OSS, we did not
find any with sufficient issues and commits to support our study.

As a result, while we have explored the question of traceability in Chinese-English
projects, further work is needed to determine if these results can be generalized to other
languages.

8 Related Work

We have extensively described a wide body of work related to the general problem of cross-
lingual translation throughout the paper. This section therefore focuses on the more limited
limited body of work concerning the use of multiple languages in the software development
environment. This phenomenon tends to occur in two primary settings — first in organiza-
tions in which English is not the primary language of many stakeholders, but is the language
of choice for supporting the development process; and second, in global software devel-
opment environments with geographically dispersed teams speaking multiple languages.
As Abufardeh and Magel (2010) points out, this kind of geographical localization for
development teams is a critical element of the success of multi-national projects.

Multilingual problems in global software development (GSD) have been identified and
extensively discussed. Although English is widely accepted as an official languages in most
international IT corporations, the practice of utilizing a second language is quite common.
For example, Lutz (2009) investigated the issue in Siemens’ English-German work space
and pointed out that utilizing English as the primary language for non-native speakers can
lead to misunderstandings in both oral and written communication. Treude et al. investi-
gated the problem of software analytics in multilingual projects containing a mixture of
Portuguese and English. They found that the use of English terms in Portuguese artifacts
reduced the accuracy of Portuguese pos-taggers and further impacted the analytic tasks
relying on these tools (Treude et al. 2015).
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Researchers have proposed different methods to address the multi-lingual linguistic prob-
lem. One branch of studies has focused on developing best-practices (Krishna et al. 2004)
to enhance the work quality and efficiency. While others have proposed using machine
translation as a solution for minimizing the misunderstandings introduced as a byproduct
of the multi-lingual environment (Calefato et al. 2011; Moulin et al. 2009; Cleland-Huang
etal. 2011). Wouters et al. highlight a collaborative software development challenge for the
European Aeronautic Defense and Space Company (Wouters et al. 2013), where domain
experts in different fields from multiple countries needed to interpret domain terminologies
during the collaboration. They proposed an artifact construction system, which leveraged a
machine translation service to maintain a domain ontology. When a domain expert creates
new artifacts, their output will be automatically replicated as artifacts in other languages.
Similarly, Calefato et al. discussed the adoption of machine translation during the dis-
tributed software requirements engineering process (Calefato et al. 2010; Calefato et al.
2011), where engineers are from different locations and speak different languages. These
studies focused on addressing the same semantic gap introduced by the use of a multi-
lingual vocabulary that we have addressed in our study. Whereas they proposed the use
of machine translation during the artifacts construction stage in order to avoid creating
intermingled bilingual artifacts in the first place, our approach processes the intermingled
bilingual artifacts directly in order to achieve accurate traceability.

Cruz et al. explored the impact of vague words in multilingual requirements and
addressed this issue by applying a black list (Cruz et al. 2017). The explored ways to migrate
the vagueness detection method from English to Portuguese and Spanish. They compared
two approaches for overcoming the language gap — first, by translating the blacklist of
words, and second, by translating the whole artifact written in a foreign language back into
English. They reported that translating the entire artifact achieved better results, as the trans-
lator was able to take into consideration the context of vague words and create a higher
quality translation. This result highlights the importance of context in multilingual artifact
analysis. Xia et al. (2014) proposed addressing the translation ambiguity problem by build-
ing a voting mechanism based on multiple translators. Our study goes further, by discussing
the pitfalls of machine translation within different contexts, and proposing a deep learning
model to handle the context directly without the need for machine translation.

Other researchers, such as Monti et al. (2013) and Hilgert et al. (2014) have built cross-
lingual ontologies and domain specific cross-lingual dictionaries to mitigate the semantic
gaps introduced by multilingual vocabularies. Hilgert et al., proposed a method to auto-
matically extract bilingual vocabulary from parallel corpora, and then transforming the
intermingle bilingual artifacts into monolingual artifacts by replacing the concepts written
in the minor language with those from the primary language. Xu et al. (2018) adopted a
similar technique for tackling the cross-lingual domain retrieval problem for questions on
stackoverflow, by building a domain-specific cross-lingual vocabulary to support the online
translation of Chinese engineering questions. We have similarly tackled the problem of mul-
tilingual language use in software artifacts by applying diverse machine-learning solutions
that are designed to compensate for the use of multiple languages to achieve more accurate
traceability.

9 Conclusion

The work in this paper was initially motivated by the needs of our industrial collabora-
tors who were seeking enterprise-wide traceability solutions across software repositories
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containing artifacts written in a combination of English and Chinese. We have systemati-
cally evaluated the use of basic and semantically-imbued information retrieval techniques,
as well as deep learning techniques based on pre-trained language models.

We first explored the use of intermingled Chinese and English terms across 14 different
projects and identified common usage patterns. We then showed that using a preprocess-
ing translation step in IBA projects in conjunction with three commonly used trace models
improved accuracy of the generated trace links thereby highlighting the importance of
addressing the multilingual problem in automated trace link creation algorithms. We then
explored two different approaches for further addressing the semantic gap caused by multi-
lingual terminology. We first proposed three GVSM based methods used in conjunction with
word embedding to address the IBA vocabulary issue. Our experiments showed that, WEG},
performed best but that CLG and WEG were potentially cost-effective alternatives because
it is easier, more effective, and less costly to train a word embedding based model than an
NMT translator. Furthermore, an internally trained CLG and WEG model could potentially
include domain-specific terminology, thereby potentially boosting its performance.

We then proposed and evaluated MT-BERT, a tracing model based on a multilingual
Language Model. We found that MT-BERT outperformed IR models in large scale projects,
making it particularly well suited to many industrial environments. Finally, we showed the
MT-BERT’s performance could be improved when additional training examples were pro-
vide from adjacent projects which are intermingled with the same language as the target
project.

Given the results reported in this paper, the MT-BERT approach offers significant
promise for industrial organizations who need to perform traceability across multilingual
artifacts especially when large numbers of trace links are available for training purposes.
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