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Abstract Automated requirements traceability methods that utilize Information Retrieval
(IR) methods to generate and maintain traceability links are often more efficient than
traditional manual approaches, however the traces they generate are imprecise and significant
human effort is needed to evaluate and filter the results. This paper investigates and compares
three term-based enhancement methods that are designed to improve the performance of a
probabilistic automated tracing tool. Empirical studies show that the enhancement methods
can be effective in increasing the accuracy of the retrieved traces; however the effectiveness
of each method varies according to specific project characteristics. The analysis of such
characteristics has lead to the development of two new project-level metrics which can be
used to predict the effectiveness of each enhancement method for a given data set. A
procedure to automatically extract critical keywords and phrases from a set of traceable
artifacts is also presented to enhance the automated trace retrieval algorithm. The procedure is
tested on two new datasets.

Keywords Requirements traceability . Requirements management .

Information retrieval models.

1 Introduction

Requirements traceability, which is defined as “the ability to describe and follow the life
of a requirement, in both a forwards and backwards direction” (Gotel and Finkelstein
1994), is concerned with managing the relationships between requirements and other
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artifacts developed as part of the software development lifecycle. Traceability provides
critical support to facilitate a broad range of software development tasks including
requirements validation, impact analysis, and compliance verification. As such, the
development of effective traceability strategies has been widely recognized as an
important activity.

A variety of commercial tools and research prototypes have been created to support
traceability tasks. These approaches employ varied techniques such as cross referencing
(Evans 1989), use of traceability matrices (Davis 1990), hypertext (Kaindl 1993), and
templates (IDE 1991). However, the biggest drawback of these tools, is the intensive effort
that they demand from the analyst to create and maintain links. For instance, most tools
which use traceability matrices to map and record the relationships between two
corresponding types of artifacts, require the analyst to manually construct the matrix and
maintain links to accurately reflect evolutionary changes in the system. Practice has
repeatedly shown that this imposes a huge burden on the analyst especially when applied to
large and complex systems.

In recent years, Information Retrieval (IR) techniques have been used successfully to
dynamically generate and retrieve traceability links on an “as-needed” basis (Antoniol et al.
2000; Hayes et al. 2006; Maletic et al. 2003; Marcus and Maletic 2003; Settimi et al. 2004;
Cleland-Huang et al. 2005a; Cleland-Huang et al. 2005b; De Lucia et al. 2007). Because
software artifacts such as requirements, design documents and source code contain large
amounts of textual information, IR techniques can be used to evaluate their textual
similarity and generate relevant traces. IR-based approaches eliminate the upfront effort of
establishing and maintaining a traditional traceability infrastructure such as a matrix or a set
of hyperlinks, and several recent studies have demonstrated the effectiveness of IR-based
automated traceability tools to help construct and maintain traceability matrices (Antoniol
et al. 2000, Hayes et al. 2006; Maletic et al. 2003; Marcus and Maletic 2003; Settimi et al.
2004; Cleland-Huang et al. 2005a; Cleland-Huang et al. 2005b).

To be effective, a tracing tool must retrieve as many correct traceability links as possible.
Unlike a typical search tool, in which precision is favored over recall, the traceability
problem dictates that traceability tools must retrieve a high percentage of targeted
traceability links in order to be useful. The two standard IR metrics of recall and precision
are generally used to assess the effectiveness of requirements tracing tools where recall is
defined as the proportion of correct links that are retrieved by the tool over all relevant
traceability links, and precision is the proportion of correct links over all retrieved links
(Frakes and Baeza-Yates 1992). To evaluate the distribution of correct traces within the list
of retrieved links more effectively, a new metric named Average Precision Change is
presented in Section 3.1.

Previous empirical studies analyzing the efficiency of automated trace retrieval
methods indicate that at high recall levels of 90%, precision is usually below 40% and
sometimes even less than 10% (Antoniol et al. 2000; Hayes et al. 2006; Maletic et al.
2003; Marcus and Maletic 2003; Settimi et al. 2004; Cleland-Huang et al. 2005a;
Cleland-Huang et al. 2005b). This low precision indicates that many false traces are
incorrectly retrieved by the tool and consequently the user needs to manually evaluate a
long list of retrieved links in order to identify the correct traces. Despite this precision
problem, automated IR approaches still significantly reduce the effort required by
traditional traceability methods to manually evaluate traces. In our experiments, for
instance, the list of candidate traces retrieved by our automated tracing tool at recall
levels of 90%, contains on average less than 30% of all possible links. In other words
instead of checking all potential traces, the analyst’s work is reduced to checking a much

120 Empir Software Eng (2010) 15:119–146



smaller fraction of documents. A study by (De Lucia et al. 2009) confirmed that
automated traceability tools significantly reduce the time a software engineer spends
evaluating links, and also improve the accuracy of his or her evaluation. However,
improving the precision of retrieved traces can help increase the user’s confidence in the
accuracy of the tool and may facilitate the adoption of IR-based automated traceability
methods in industry.

Prior research in automated trace retrieval has attempted to improve precision in
several different ways. Some approaches have adopted standard IR techniques while
others have incorporated specific characteristics of the software artifacts collection to
improve retrieval algorithms. This prior work has included using a thesaurus to capture
synonyms or expand acronyms in both the query and the traced artifacts in order to
mitigate the problem in which two related artifacts have no matching terms (Hayes
et al. 2006; Lin et al. 2006); utilizing hierarchical structure information such as headings
in requirements documents or package names for class diagrams to enhance the relevance
score between a query and a traced artifact if their ancestor documents share the same
terms (Cleland-Huang et al. 2005b); and user relevance feedback in which potential
traces are evaluated by the user and term weights are adjusted depending on whether the
terms belong to relevant or irrelevant traces on the basis of the information entered by the
user (Rocchio 1971; Hayes et al. 2003).

Although delivering some improvements in precision, each of the methods has its own
drawbacks. For example, some methods, such as the hierarchical approach, are only
applicable to datasets which exhibit specific characteristics such a strong internal hierarchy,
while other techniques such as user relevance feedback require additional effort from the
analyst in order to improve results. To further increase precision of the results, an analysis
was conducted of the trace retrieval results. As a result, common patterns were identified
among some of the links that were incorrectly handled by the tracing tool. This in turn led
to the development of three effective enhancement strategies that are simple, easy to
implement and require minimal additional effort from the analyst’s side.

1. Query Term Coverage (TC) is an enhancement strategy designed to increase the
relevance ranking of traces between software artifacts that have more than one unique
word in common (Zou et al. 2007). This approach increases the accuracy of the trace
results by reducing the number of incorrectly retrieved links between unrelated pairs of
software artifacts that contain a single matching word which co-occurs multiple times.

2. Phrasing is designed to improve the retrieval precision by identifying phrases and
increasing the similarity scores for pairs of artifacts that contain shared phrases (Zou
et al 2006).

3. The Project Glossary approach utilizes the project glossary’s content to identify critical
terms and phrases that should be weighted more heavily than others, as they can be
regarded more meaningful in identifying traceability links. A keyword extraction
method is proposed to dynamically discover critical keywords and sentences from the
set of traceable artifacts for a given project. (Zou et al. 2006; Zou et al. 2008).

This paper presents results of a new empirical study that evaluates and compares the
effectiveness of these three enhancement strategies, using datasets containing a variety of
software systems including research projects, student assignments, and industrial
applications. The study shows that the effectiveness of the enhancement strategies
correlates with certain textual characteristics of the software artifacts measured using the
two new metrics of average query term coverage (QTC) and average phrasal term
coverage (PTC). These metrics are used to evaluate the performance of the proposed
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approaches in improving the trace retrieval accuracy. The main contributions of this paper
can therefore be summarized as follows:

– The introduction and evaluation of three enhancement strategies and new synergistic
approaches implementing the enhancement strategies concurrently. New datasets are
used in the reported experiments and results extend previously published studies for
both the term coverage and the phrasing approaches.

– Three new metrics are defined. Average Precision Change (AP) defined in Section 3.1
is an effective measure to compare the impact of different approaches on automated
trace retrieval. The Average Query Term Coverage (QTC) and Average Phrasal Term
Coverage (PTC) are proposed in Section 4.1 to predict the effectiveness of the Query
Term Coverage and the Phrasing approaches respectively in improving the tracing
results accuracy.

– A new iterative algorithm is presented to identify which enhancement strategy may
be effective in improving the accuracy of automated tracing results for a specific
project. The algorithm starts with an initial step that uses the predictive metrics
QTC and PTC to select an enhanced tracing strategy. Subsequent steps refine the
initial enhancement decisions by collecting and evaluating user feedback in real-
time. A case study is presented to illustrate the application of the iterative
approach.

– New experiments involving two new datasets are discussed in Section 5.2 to evaluate
the effectiveness of a keyword extraction method that identifies critical terms and
phrases from the collection of artifacts to be traced. Such terms can be used in the
Project Glossary technique to improve the accuracy of tracing tools.

The paper provides a detailed description of the three enhancement strategies, Query
Term Coverage (TC), Phrasing and use of a Project Glossary in Section 2, and then
Section 3 reports experimental results comparing these three strategies. Factors that impact
the effectiveness of the three proposed strategies are investigated in Section 4, and new
metrics are defined for predicting how well a certain method may perform on a specific
dataset. These metrics can be used to construct intelligent tracing tools for automatically
determining which enhancement strategy or strategies should be applied to achieve the best
retrieval results. Section 5 describes a technique for automatically extracting important
keywords and phrases from project requirements. These can be used in place of a missing
or incomplete project glossary, and furthermore can be used even when a user defined
glossary is present as they tend to include a significant percentage of formal glossary terms.
Threats to results validity are discussed in Section 6. Finally, conclusions and future work
are summarized in Section 7.

2 Related Work

The three IR models that have been applied most frequently in traceability research studies
are the Vector Space Model (VSM) (Salton et al. 1975), the Latent Semantic Indexing (LSI)
model (Deerwester et al. 1990), and the Probabilistic Network (PN) model (Wong and Yao
1991). None of these IR models has been proved to be consistently better than the others
when applied to requirements trace retrieval.

Although using different approaches, both the VSM and the PN model represent each
software artifact as a vector in the space of terms extracted from the entire set of artifacts
after some standard preprocessing steps that include i) the removal of common words such
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as articles, pronouns and conjunctions; and ii) the stemming of words to their root forms by
eliminating suffixes and prefixes.

Terms are weighted according to a weighting scheme known as tf-idf (Salton and
Buckley 1988) that assigns a relatively high weight to terms that occur many times in an
artifact; appear in a small number of artifacts, or both. The two models assign a value to
each pair of traceable artifacts known as a relevance or similarity score that is computed as
a function of the frequency of the terms co-occurring in the two artifacts. Higher relevance
scores indicate that artifacts contain the same terms and are therefore potentially related to
each other. Only pairs of artifacts that score above a certain value, referred to as the
threshold, are returned to the analyst for evaluation as potential traceability links. These
links are generally displayed in decreasing order of their score.

The LSI approach (Forsythe, 1977), which is based on concept matching, is designed to
improve word-matching techniques such as those found in VSM and PN models. The
assumption of this model is that there are some underlying semantic structures (latent
structures) between documents and terms which are often hidden behind the choice of
different words. With LSI, traces between artifacts that contain no shared terms, which
would therefore be missed by the standard tf-idf approach, may still be retrieved. In general
IR applications, LSI has been shown to perform better on projects with a larger number of
artifacts and terms (Furnas et al. 1988; Deerwester et al. 1990).

2.1 A Probabilistic Network (PN) Model

All of the strategies discussed in this paper are implemented as enhancements to the
probabilistic network model (Cleland-Huang et al. 2005b). This model computes the
relevance score between two artifacts q and d as a conditional probability value p(d|q)
defined as a function of the frequency of terms co-occurring in both q and d. The value p(d|q)
is computed as follows:

p djqð Þ ¼ p d; qð Þ
pðqÞ ¼

Pk
i¼1

p djtið Þ � p q; tið Þ
pðqÞ ð2:1Þ

where k is the total number of terms extracted from the entire set of traceable artifacts using
the preprocessing steps described above.

The three components in the formula follow the tf-idf standard weighting strategy. The
first component p djtið Þ ¼ freq d;tið ÞPk

i¼1

freq d;tið Þ
represents the relative frequency of term ti in artifact d

and increases with freq(d, ti), the number of occurrences of ti in d. The second component
p(q,ti) represents the inverse document frequency (idf) and is computed as p q; tið Þ ¼ freq q;tið Þ

ni
where ni is equal to the number of searchable artifacts {d1, d2, …, dn} containing ti. It
decreases for commonly used terms, reducing their contribution to the overall probability

value. The third component pðqÞ ¼Pk
i¼1

p q; tið Þ can be regarded as a scaling factor. Notice

that p(d|q) is equal to zero if d and q do not have any terms in common.
The probabilistic automated traceability tool identifies potential traces for a given artifact q,

regarded as a query, by computing the conditional probability p(dj|qi) in expression (2.1) for
each traceable artifact dj in the set {d1, d2, …, dn}. Traces for a given query qi are established
by ranking all the artifacts dj in decreasing order according to the probability scores p(dj|qi),
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and retrieving as potential traces those pairs (dj, q) whose probability values p(dj|qi) are above
a threshold set by the analyst.

Numerous studies in Information Retrieval have suggested that the standard tf-idf
method used in the probabilistic trace retrieval model can be improved by considering
specific characteristics of the documents collection (Jones and van Rijsbergen 1976,
Singhal et al. 1999).

An initial study of the retrieval results of the probabilistic tracing tool revealed specific
patterns among incorrectly retrieved traces as well as incorrectly missed ones (Zou, 2007).
A large percentage of incorrectly retrieved traces were assigned high relevance scores
because one or two relatively common terms appeared multiple times in both artifacts. For
instance in the Ice-Breaker System (IBS) project describing the requirements and design of
a public-works department system for managing roads de-icing (Robertson and Robertson,
1999), the class “Tutorial GUI” was incorrectly returned as a trace to the requirement “A
road section shall be added”, even though the two artifacts shared only the term “section”,
occurring very frequently throughout the class. It is also interesting to notice that “section”
refers to a tutorial section in the class diagram and represents a different and unrelated
concept (road section) in the requirement.

Furthermore, the analysis showed that traces between artifacts that shared a relatively
high number of distinct terms were often missed if the terms had low weight scores and
occurred only once in each of the artifacts. This is often the case of project-related terms
that are potentially very meaningful but also appear quite frequently in the artifacts. For
instance, in the IBS system, a trace between the requirement “Inventory shall be updated on
receipt of a shipment” and the UML class “Material Inventory Database” received a low
probability score and was incorrectly rejected by the tool because both of the shared terms
“inventory” and “update” had very low weights according to the tf-idf weighting scheme. In
summary the study showed that by focusing on matching based on single terms, the
standard tf-idf term weighting approach misses traces between two artifacts that share a
phrase or a set of two or more terms that occur frequently in the artifacts. The next sections
present three term-based enhancement strategies of the standard tf-idf term weighting
schemes that aim to improve the accuracy of automated requirements traceability tools.

2.2 Query Term Coverage (TC) as an Enhancement Factor

The Term Coverage (TC) enhancement method was designed to increase the probability
score of traces between a pair of artifacts q and d that share two or more distinct terms. The
TC approach defines a new probability score pTC(d|q) between q and d as follows:

pTC djqð Þ ¼ m� p djqð Þ if p djqð Þ < 1=m

1 if p djqð Þ � 1=m

8<
: ð2:2Þ

where p(d|q) is the probability generated from the basic, single-word-matching PN model
defined in expression (2.1), and m is the number of distinct terms co-occurring in q and d.
The expression (2.2) assigns larger probability scores to artifact pairs that share two or
more distinct terms, with an increase that is proportional to the number of distinct
matching terms m.

A study analyzing the potential effects of the TC approach on the retrieval results for
the IBS project suggests that several missed links are more effectively retrieved when
term coverage is applied (Zou et al. 2007). The study measures the Query Term Coverage
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value, TC(q,d), for traces between artifacts q and d in the IBS project. TC(q,d) is defined as
the proportion of distinct terms in q that are found in a traceable artifact d and is computed
as follows:

TC q; dð Þ ¼ m

t
ð2:3Þ

where t is the number of distinct terms contained in q, and m is the number of distinct
matching terms found in both q and d (Burke et al., 1997). Thus a TC(q,d) value closer to
one indicates that artifacts q and d share a large proportion of distinct terms and therefore
are more likely to be conceptually related.

Summary statistics for TC(q,d) values computed for all retrieved traces in the IBS
project are displayed in Table 1. The average query term coverage is computed for the set of
all correctly identified traces (true positives), and all incorrectly retrieved traces (false
positives), as well as for the top 100 false positives and the top 100 true positives.

Statistical tests show that the average TC value of false positives is significantly lower
than the average TC value for true positives at 5% significance level, and that the average
TC value of the top 100 false positives is also significantly lower than the average TC value
for top 100 true positives at 5% significance level. Thus the term coverage approach is
more likely to increase the probability values for true positives, and to place more correct
traces among the top retrieved links in an ordered list of candidate links, thereby increasing
the accuracy of the top retrieval results. The improvement is expected to be more significant
amongst the top-ranked retrieved links, which will cause more correct links to be returned
first to the analyst for inspection.

2.3 Phrasing in Automated Trace Retrieval

The second enhancement strategy of phrasing is designed to improve the retrieval precision
by considering phrases that co-occur in pairs of artifacts (Zou et al 2006). Traditional tf-idf
IR models, such as the VSM and PN models only consider the co-occurrence of single
words. However a single word can have multiple meanings or can be related to more than
one concept, meaning that a tracing algorithm based only on single word matching may
retrieve many irrelevant traces and consequently reduce the precision of the results.
Compared to single words, phrases are considered more accurate in capturing the
underlying concepts of an artifact. Consider the example for the IBS dataset that was
discussed earlier in Section 2.1, in which the basic PN model incorrectly linked the
requirement “A road section shall be added” to the class “Tutorial GUI” because of the
single matching term “section”. However, if phrase matching had been used, the phrases
“road section” and “tutorial section” would not have been matched and the link would not
have been retrieved. The use of phrases in automated trace retrieval is intended to reduce
the number of false positives and therefore improve the precision of the retrieval results.

Table 1 Comparison on the query term coverage in false positives & true positives in IBS

Test Group Type # of links Average query term coverage Standard Deviation

1 Top 100 false positives 100 0.298 0.121

Top 100 true positives 100 0.481 0.222

2 All false positives 1252 0.196 0.103

All true positives 378 0.310 0.23
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Several approaches for phrasing have been proposed in the general IR area (Salton et al.
1974; Fagan 1987; Church and Hanks 1990; Croft et al. 1991). The phrasing approach used
in our experiments focuses on two-word phrases defined as sequences of two nouns related
through modifications. Previous studies have shown that two-noun phrases are more
effective in improving retrieval accuracy (Gay and Croft 1990). Phrases are defined as i)
noun-noun phrases such as “weather forecast”; and ii) phrases consisting of a noun
modified by a prepositional noun, such as “condition of road”, which can be identified and
re-constructed as the noun-noun phrase “road condition”.

Phrases are identified using a freely available parser-based part-of-speech (POS) tagger
named Qtag (Tufis and Mason 1998), that determines the syntactic category of each term in
the text and outputs POS tags representing the grammatical classes, such as nouns, verbs
and adjectives for each term. Qtag is known to provide an accurate and flexible approach
for detecting a variety of phrase types that can be easily incorporated into a traceability tool.
Qtag is able to retrieve two-noun phrases from artifacts, such as requirements, that contain
complete sentences. However, words cannot be tagged in other terser artifacts, such as
UML or code methods and class names, as they do not contain complete sentences. As our
experiments all involved tracing between requirements and other artifacts, Qtag was used
against the requirements in order to identify all two-noun phrases.

The phrasing approach assigns higher scores to traces between artifacts q and d that
contain the same phrases. Let SPH be the set of terms contained in phrases found in a
requirement q. If no phrases are found, SPH is empty. The phrasing relevance score pPH(d|q)
between q and d is computed as follows:

pPH djqð Þ ¼ p djqð Þ þ pf djqð Þ with pf djqð Þ ¼

P
ti2SPH

pf djtið Þpf q; tið Þ

pðqÞ ð2:4Þ

The new probability score is defined as the sum of two parts. The first part is the basic
probability value p(d|q) defined in expression (2.1) that depends solely upon the occurrence
of single terms. The second part pf(d|q) represents the contribution to the probability value
provided by phrasing, and depends upon the frequency of terms contained in the identified
phrases. This component is equal to zero if artifacts q and d have no phrases in common.

A natural extension to the first two enhancement strategies is to investigate a synergistic
implementation of both TC and phrasing into the probabilistic retrieval model. The
synergistic approach applies phrasing first, followed by the TC method. The new enhanced
probability pTCPH(d|q) between a query q and a document d that incorporates both
approaches is calculated similarly to expression (2.2) except that p(d|q) is replaced by
pPH(d|q). The expression is defined as follows:

pTCPH djqð Þ ¼ m� pPH djqð Þ if pPH djqð Þ < 1=m

1 if pPH djqð Þ � 1=m

8<
: ð2:5Þ

2.4 Utilizing a Project Glossary

Both the basic probabilistic and the phrasing approaches weigh terms or phrases co-
occurring in two artifacts in terms of their frequency of occurrence in the set of artifacts;
however they do not take into account the ability of certain phrases and terms to capture
more critical concepts for a given project. As generally accepted software engineering
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practices define important terms and phrases in a project glossary, our previous work (Zou
et al. 2008) proposed a probabilistic retrieval approach that utilized the entries in a project
glossary to identify items that should be weighted more heavily than others. Furthermore a
glossary may also contain additional phrases that the syntactic parser was unable to
discover simply because they did not fit into the prescribed grammatical template.

The automated retrieval approach incorporating project glossary information assigns a
higher probability score pPG(d|q) to a trace between artifacts q and d that share either terms
or phrases defined in the project glossary. Let SPG={k1,k2,…,km} be the set of glossary
terms in the project glossary and let SPH={t1,t2,…,tn} be the set of terms contained in
phrases in the project glossary. The new probability score pPG(d|q) is defined as follows:

pPG djqð Þ / p djqð Þþpf djqð Þþ

d
X
ki2SPG

p djkið Þp qjkið Þ
pðqÞ þ

X
ti2SPH

pf djtið Þpf qjtið Þ
pðqÞ

 !
ð2:6Þ

The expression above assumes that the contribution of the information from phrasing
and project glossary to pPG(d|q) is additive. If no terms or phrases defined in the project
glossary co-occur in q and d, then the probability score pPG(d|q) is equal to the simpler
phrasing-based probability score pPH(d|q) defined in expression (2.4). The contribution to
the overall probability pPG(d|q) of the project glossary keywords and phrases depends on
the chosen δ≥0. In our experiments, the parameter δ was set equal to 0.5 as it achieved the
highest precision in the results. Notice that in expression (2.6) pPG(d|q) is defined to be
proportional to the right-hand side of (2.6) which may take values larger than one. Values
for pPG(d|q) that obey standard probability constraints (i.e. values vary in [0,1] and sum up
to one for all traces to q) can be computed after a simple rescaling.

Intuitively the three enhancement methods TC, Phrasing and Project Glossary can be
implemented synergistically by applying first the project glossary along with phrasing, and
then the TC approach. Experiments that are not reported in this paper were also conducted
to evaluate the performance of applying the three enhancement methods in different orders;
however the combined approach described in this paper consistently outperformed the other
approaches for the available datasets. The enhanced probability PTCPG(d|q) between two
artifacts q and d that incorporates all three approaches is calculated similarly to expression
(2.2) for basic term coverage, except that p(d|q) is replaced by the new probability score
pPG(d|q) defined in expression (2.6). The expression is defined as follows:

pTCPG djqð Þ ¼ m� pPG djqð Þ if pPG djqð Þ < 1=m

1 if pPG djqð Þ � 1=m

8<
:

3 Evaluation

3.1 Datasets Used in the Experiments

An extensive empirical study was conducted to analyze and compare the retrieval
performance of the five probabilistic retrieval methods described in Section 2: Term
Coverage (TC), Phrasing, Term Coverage plus Phrasing (TCPH), Phrasing with Project
Glossary (PH Glossary) and Phrasing with Project Glossary and Term Coverage (TCPH
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Glossary). The experiments used five datasets containing a variety of software systems
including research projects, student assignments, and industrial applications. Details of
these datasets are listed below:

1. Ice-breaker System (IBS) describes the requirements and design of a public-works
department system for managing roads de-icing. The project was initially described
in “Mastering the Requirements Process” (Robertson and Robertson 1999) and then
enhanced from materials found at several public works websites (Cleland-Huang
et al. 2005a).

2. Event-Based Traceability (EBT) system, which was initially developed at the
International Center for Software Engineering at the University of Illinois at Chicago
(Cleland-Huang et al. 2005b), provides a dynamic traceability infrastructure based on
the publish-subscribe scheme for maintaining artifacts during long-term change
maintenance.

3. Light Control System (LC) was reconstructed from a well documented system
developed at the University of Kaiserslautern (Borger and Gotzhein 2000). This
system controls the lights in a building based upon user defined lighting schemes,
building occupation, and current exterior illumination.

4. SE450 Student Projects dataset contains 15 anonymous student term projects for a MS
level Software Engineering class at DePaul University. The students were given a set of
requirements and instructed to implement a mid-sized traffic simulation system using
the Java programming language.

5. CM1 is a large dataset extracted from a NASA project for a science instrument which
has been made available to the public on the Promise Data Repository (PROMISE
2008). This dataset was used extensively by Hayes et al in previous traceability
experiments (Hayes et al. 2006).

These datasets can be considered representative of the tracing tasks in real software
systems as they contain a variety of software artifact types including requirements, design
documents, and source code as displayed in Table 2.

Each dataset has an associated trace matrix that explicitly defines the correct traces
between the software artifacts in a system, and is used to evaluate the retrieval accuracy of
the automated retrieval approach. Trace matrices for IBS, EBT, and LC were constructed
and validated by researchers in our group. Each of these matrices has been used in prior
work and has therefore undergone a rigorous and lengthy evaluation process. SE450 trace
matrices were built by individual students in the SE450 course and then evaluated and
corrected by two independent research assistants. The CMI matrix was provided by NASA
and evaluated and refined by Hayes et al (2006).

Table 2 Datasets summary

Dataset # of requirements Document type # of documents # of true links Available Project
Glossary

IBS 164 UML classes 71 420 Yes

EBT 41 UML classes 52 135 No

LC 34 UML class 25 91 No

SE450 46 Java classes 475a 1252a Yes

CM1 235 Low-level requirements 220 361 No

a SE450 dataset aggregated statistics from 15 student projects
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3.2 Metrics

The precision of trace retrieval algorithms is generally measured at high recall levels of 80% to
90%, obtained by retrieving a relatively large set of candidate links. However, in some
situations, the precision at these high recall levels is insufficient to measure local changes in the
results. For example, two algorithms A and B may achieve the same overall precision at a fixed
high recall level, but links generated by algorithm B may contain more correct traces near the
top of the ordered list In this case, precision at lower recall levels i.e. at the top 10% or 20% of
the ordered list of links, for algorithm B would be higher than that of algorithm A. Thus
measuring only the overall precision would fail to capture the fact that algorithm B placed more
good links higher in the ordered list than algorithm A. To capture such changes in the internal
structure of the retrieved links list, the precision metric is computed at different recall levels.
The precision values at 10% and 20% recall levels are especially meaningful as they measure
the proportion of correct traces among the top retrieved links which represent the set of links
that will be seen and inspected by the analysts first.

The Average Precision Change (AP) at various recall levels is a new metric which provides
a more accurate measurement of the precision changes in the retrieved links list than the
overall precision reported for only one specific recall level. Let ∆i (i=1,2,…,k) be the precision
change after applying two different retrieval strategies at the i-th recall level for k different
recall levels. The Average Precision Change at various recall levels is then calculated as

AP ¼
Xk
i¼1

Δi=k

In our experiments the precision changes ∆i are evaluated at recall levels from 10% to
the highest achievable recall at intervals of 10%. Previously proposed metrics, such as
DiffAR (Hayes et al. 2006) that compares the difference between the average similarity
scores of correctly retrieved links and incorrectly retrieved links (false positives), are not
suitable for comparing different retrieval algorithms across different projects, as these
metrics take values on different scales depending on the project. In contrast, the Average
Precision Change takes values on a fixed scale and allows the evaluation of the impact of
various retrieval algorithms across different datasets.

3.3 Experimental Results

The performance of the proposed retrieval methods were compared at various recall levels
for the five datasets. The retrieval algorithms employing project glossaries could only be
evaluated for IBS and SE450 projects as no glossary was available for the other datasets.
The discussion below focuses on the precision achieved at low recall levels (10% and 20%)
corresponding to the precision of the top retrieved links that are typically presented to the
analyst first, and on the precision at the highest recall levels (80% or 90%) that is an overall
measure of the precision among all retrieved links.

Each graph in Fig. 1 shows the recall-precision results on a specific dataset. For
convenience, the results of only one exemplary project selected among the fifteen SE450
projects are displayed in the corresponding graph in Fig. 1(b), as similar conclusions can be
drawn from the remaining projects (Zou 2009).

The results show that in general the proposed enhancement approaches are effective in
improving the precision of the retrieval results compared to the basic algorithm, but that the
extent of the improvement differs from project to project.
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Fig. 1 Precision values for various enhancement methods applied to the IBS, EBT, LC, CM-1 and SE450
projects
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Among all methods, the synergistic application of TC and phrasing together is shown to
be the most effective in significantly improving precision at 10% and 20% recall levels for
almost all datasets. When a meaningful project glossary is available as in the IBS dataset,
the synergistic application of the TC, phrasing and project glossary methods yields the
highest increase in precision among the top ranked retrieved links. The impact of the
synergistic approaches that incorporate multiple enhancement methods seem to be closely
related to the effectiveness of individual enhancement methods. This is evidenced in
particular in the SE450 dataset, where the project glossary approach has a negative effect on
the precision of the retrieval results.

The TC method shows consistent improvement in precision when applied across all
datasets compared to the basic PN model. For example in IBS the precision at 10% recall
increased significantly by 20% after using the TC method, and at other recall levels the
increase in precision was also substantial ranging from 2% to 12% (as displayed in Fig. 1
(a)). The only exception was observed in the LC dataset (see Fig. 1(d)), where the TC
method improved the overall precision at higher recall levels (from 40% to 90% recall), but
lower precision was observed among the top retrieved links (10%, 20% and 30% recall).
The problem for the LC dataset was caused by the occurrence of longer phrases containing
terms that could be used individually to refer to different concepts. For example, the
requirement “The chosen light scene can be set by using the room control panel.” was
incorrectly linked to the class “Admin Control Panel GUI” by the TC approach because of
the three shared terms “room”, “control” and “panel”. In the requirement the three shared
terms “room control panel” refers to a specific concept, while in the class documents, the
terms “control panel” and “room” appear in different contexts and are not conceptually
related. In fact when phrasing is applied with TC, this problem is partially addressed and
the precision among the top retrieved links (10% recall level) increased significantly.

The phrasing algorithm achieved considerable improvement on precision for IBS, LC
and CM1. The improvement resulting from phrasing is generally less significant than the
TC method. In the EBT dataset, the effect of using phrasing was almost unnoticeable. Some
projects in the SE450 dataset even experienced decrease in precision when phrasing was
applied. Further details about the results for other SE450 datasets are reported in
Section 4.1.

Similarly the effect of applying the glossary approach has not been consistent. When the
glossary approach is applied, the precision at 10% and 20% recall levels increased
significantly for the IBS dataset, but decreased up to 16% for the SE450 project. The
analysis of the traces retrieved for the SE450 projects revealed that the project glossary
approach assigned high relevance scores to links between unrelated pairs of requirements
and Java classes because of the co-occurrence of weak glossary terms, such as “vehicle”,
that were inconsistently used in the two documents collections to indicate different
concepts. Such incorrect traces appearing among the top retrieved links caused the decrease
in precision for low recall levels.

These results have shown that the enhancement methods may be more effective for
certain datasets than for other ones. This observation motivated the following research
questions: “Is there a set of characteristics in the individual projects that impacts the
effectiveness of these enhancement approaches?” In other words, “Can we predict
whether an individual approach will be effective in a given project prior to running any
retrieval algorithm?”

Section 4 examines several characteristics of software projects and proposes metrics
that may be used to predict the effectiveness of the enhancement strategies for a specific
project.
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4 Predictors for the Enhancement Methods

Document characteristics may vary greatly from one project to another. For example,
documents may be of different sizes, types, and lengths, and will inevitably use different
vocabulary. Such differences can affect the performance of the various retrieval approaches.
A set of metrics and dataset characteristics has been identified as possible predictors for the
effectiveness of the enhancement approaches. The predictors can be used to identify which
enhancement algorithm should be used in a tracing tool to improve the retrieval
performance for specific document collections.

4.1 Predictor for TC and Phrasing Approaches

An intuitive metric for the term coverage approach is developed using the Query Term
Coverage defined in Section 2.2. For instance, in the IBS dataset the correctly retrieved
links exhibited an average higher Query Term Coverage than that of the incorrectly
retrieved traces, and the TC approach achieved consistently higher precision than the
basic algorithm. Thus we can deduce that the TC approach is more effective when
queries have higher Query Term Coverage. This association is also seen in the LC dataset,
where the TC approach performed badly. Among the top 100 retrieved links in LC, the
correct traces have a lower average Query Term Coverage value than the incorrectly
retrieved traces.

A project-level predictor for the effectiveness of the TC method for a given project p is
computed as the Average Query Term Coverage of p for all artifacts qi to be traced to
artifacts dj. The predictor denoted by QTC(p) is defined as follows:

QTCðpÞ ¼

P
i

P
j
TC qi; dj
� �

=nj

nq
ð4:1Þ

where TC (qi, dj) is the Query Term Coverage value defined in expression (2.3), nj and nq
are the total numbers of artifacts qi,and dj in project p, respectively. Only artifacts pairs that
share two or more distinct terms are considered in the above calculation, as the TC method
has no impact on pairs that have only one term in common.

A metric for predicting the effectiveness of the phrasing approach in a given project is
proposed in a similar fashion. The Phrasal Term Coverage for two artifacts q and d is
defined as PC q; dð Þ ¼ m

tq
where m is the number of terms in phrases that are shared by q and

d, and tq is the total number of distinct phrasal terms in q. The Phrasal Term Coverage
emphasizes the extent to which phrases are contained in linked artifacts, and takes a
maximum value equal to one when all phrases in the artifact q are found in d.

The Average Phrasal Term Coverage of a project p, denoted as PTC(p), is defined as the
average Phrasal Term Coverage PC (qi, dj) for all artifacts qi and dj and is computed as
follows:

PTCðpÞ ¼

P
i

P
j
PC qi; dj
� �

=nj

nq
ð4:2Þ

where nj and nq are defined as above. Thus if a project has high Average Phrasal Term
Coverage value, then the phrasing algorithm is expected to retrieve a higher proportion of
correct links and therefore increase the precision of the retrieved traceability links.

132 Empir Software Eng (2010) 15:119–146



4.2 Evaluating the Predictors for the TC and Phrasing Approaches

The Average Query Term Coverage and the Average Phrasal Term Coverage metrics
defined in Section 4.1 were computed for each of the available datasets: IBS, EBT, LC,
CM-1 and the fifteen SE450 projects. The performance of both the TC and the phrasing
methods for each project were compared against the basic PN algorithm by measuring the
average precision change at various recall levels achieved by the enhancement retrieval
methods.

The association between the QTC and improvement in the precision is depicted in
Fig. 2(a), where the points correspond to the nineteen projects used in the analysis. The
x-axis represents the QTC values while the y-axis represents the average precision change
achieved by the TC approach. The scatterplot in Fig. 2(a) shows a strong positive
association between the two variables, indicating that higher average precision changes
are typically associated with higher Average Query Term Coverage values. Similarly the
scatterplot in Fig. 2(b) displays a positive association between the Average Phrasal Term
Coverage (PTC) metric and the average precision change achieved by the phrasing
approach. A simple regression analysis also shows that the pair-wise associations
between the predictors’ values and the average precision change values are significant at
5% level.

The patterns displayed in the graphs in Fig. 2. indicate that both the TC and phrasing
enhancement methods are more likely to effectively increase the precision of the retrieval
results in projects that exhibit higher QTC or PTC metric values, especially for QTC values
higher than 0.3 and PTC values higher than 0.2.

A simple illustration of how the two metrics may be used to predict the effectiveness of
the enhancement approaches is described in a case study using the nineteen available
projects. The heuristic approach defines thresholds for the QTC and PTC metrics that are
used to determine if a given enhancement method is likely to be effective on a given
project.

The thresholding approach for QTC and PTC metrics follows a simplified version of an
algorithm proposed by Cronen-Townsend et al. (2002) to determine the threshold for a
clarity score metric measuring the performance of queries in general IR searches. In our
case study, thresholds are determined using the following two-step procedure:

Step 1: Select the top 90% of projects in the training set ranked according to the average
precision change achieved with the enhancement method (TC or phrasing approach). This
step rejects the bottom 10% of the projects for which no significant precision change was
observed.

Step 2: Compute the QTC and PTC predictor values for all projects selected in Step 1
and set the metric threshold for each metric equal to the top 80% of the computed predictor
values.

Figure 2 shows the application of the thresholding method to the 19 projects. The
horizontal lines in the graphs in Fig. 2a and b, delimit the subsets created in step 1, and the
vertical lines represent the thresholds computed in step 2. Based on the heuristic
classification method, the TC method is expected to be effective for any project with
QTC value of at least 0.24, while the phrasing approach is expected to improve the
precision of retrieved links if a project has a PTC value of at least 0.17. The percentiles
used in the two steps of the thresholding procedure were determined empirically. The
percentage values can be set at higher levels if more conservative threshold values are
needed. The heuristic approach was validated using a leave-one-out cross validation
technique that computed the threshold for Phrasing using 18 projects in the training set
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and applied it against the remaining project. The process was repeated 19 times and
each project was used once for testing. The results are shown in Table 3. As there is
only one available project for which the TC approach did not yield any significant
improvement in precision, the classifier could not be tested on the TC approach. The
heuristic procedure for computing the PTC threshold appears to be helpful, as the
classifier correctly identified 80% of the projects for which the phrasing method is
effective and 50% of the projects in which phrasing was not helpful.

The thresholds obtained in this study can be used to predict if the enhancement methods
can be effective in improving the accuracy of the retrieval results. In Section 4.3 below, we
propose an iterative approach that uses the threshold values defined here to initially select
an enhancement tracing method, and then incorporates user’s feedback to improve and
refine the choice of the tracing tool to use in automated trace retrieval.

Correlation value= 0.583 

(a) QTC values vs precision change for TC approach

Correlation value= 0.537 

(b) PTC values vs precision change for phrasing approach

Fig. 2 Association between predictors and average precision change
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4.3 An Iterative Approach of Applying the Predictors

In practice software artifacts and associated traces are often built incrementally. This section
therefore describes an iterative technique that determines which trace retrieval approach is
more effective in a new project when no prior traceability knowledge is available. In these
circumstances a partial answer set is constructed in real-time from the user’s feedback, and
the enhancement strategies are then turned on or off according to this feedback.
Furthermore the iterative approach enables an enhancement strategy to be turned on or
off as more information becomes available and it becomes clearer whether a particular
strategy improves or detracts from the quality of the trace results.

The iterative technique outlined in Fig. 3 starts by utilizing the predictor values to select
the automated retrieval algorithm to use for a new project. For instance if both the TC and
the phrasing predictors exhibit high values, then the synergistic approach incorporating both
enhancement methods will be applied to retrieve traces. The selected algorithm is then used
to compute the link probability scores for the project artifacts, and the top K links ranked
according to their probability scores are presented to the user for evaluation. The user
accepts or rejects the presented links, and the information is stored in an answer set.

In the next step the answer set is used to determine if the selected enhancement method
is appropriate. Probability scores are computed for each of the links in the partial answer set
using the basic PN model scores as well as each of the enhancement techniques. An
enhancement method is considered effective and will be selected for the subsequent tracing
task, if it increases the average probability scores for true links more than for false links.

Top ranked candidate links

Analyst evaluates 
candidate links

Answer set

Keys

False link

True link

Automated 
Tracing Tool

Repeatedly generate 
candidate links upon 

the creation of new 
artifacts 

Answer set is used to select 
enhancement method for tracing 

Initial results by selecting 
the retrieval algorithm 
recommended by predictors

Fig. 3 The iterative approach of applying predictors in a given project

Table 3 Leave-one-out cross-validation results using PTC values to predict Phrasing performance in the 19
available projects

Projects Predicted as Total

Effective Not-Effective

Actual Effective 12 3 15

Not-Effective 2 2 4

Recall=0.80% Precision=0.86
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This metric was preferred to the standard recall and precision metrics because it more
accurately evaluates the performance of retrieval methods for small sets of traces.

Notice that the retrieval tool is expected to be used repeatedly to generate potential traces
whenever new requirements or new artifacts are created during the project development life
cycle. Thus the answer set is iteratively augmented by adding new user’s evaluations prior
to each run.

The application of this approach is illustrated for the SE450 fifteen projects. At first 10%
of the requirements were randomly selected for each project to simulate the initial state of
the iterative user feedback algorithm, and then 5% of requirements were added at each later
iteration. The choice of 5% was primarily for convenience as it allowed us to evaluate the
results of the iterative approach at a finer scale. User’s feedback was collected for K=20 or
K=50 top ranked candidate links representing links between the selected requirements and
all traceable documents. User feedback was simulated using the original traceability
matrices supplied with the 15 projects.

Two metrics were used to evaluate the accuracy of the prediction based on the answer
set: True Positive (TP) rate that represents the proportion of projects for which the
enhancement methods are correctly predicted to be effective, and False Positive (FP) rate
that represents the proportion of projects for which the enhancement methods are
incorrectly predicted to be effective. The results are displayed in Table 4. In both
experiments for K=20 and K=50, when the initial answer set is small, the TP rate is about
50% indicating that for only half of the projects the approach is able to predict correctly the
effectiveness of either the TC or phrasing enhancement methods. As the answer set is
augmented with additional user’s feedback, the FP rate decreases while the TP rate
increases, indicating, as expected, that a larger answer set is able to provide more accurate
predictions about the enhancement methods performance. This suggests that enhancement
strategies should only be activated once a sufficient body of data has been collected. As
expected the iterative approach is consistently more accurate for K=50.

5 Evaluating the Effectiveness of Project Glossaries for Trace Retrieval

The experiments discussed in Section 3.3 show that the use of project glossary information
does not necessarily improve the probabilistic retrieval tool accuracy, and that the results
are dependent upon the quality of the project glossary. Zou et al. (2008) identified three
characteristics of a project glossary that could be used to predict when the glossary
approach can be effective in improving the trace precision for a specific project. These
characteristics are discussed below.

Table 4 Results from the iterative approach in SE450 projects

User Feedback for Top 20 links

Candidate links list size 10% 15% 20% 25% 30% 35% 40% 45% 50%

False Positive (FP) rate 0. 51 0.33 0.44 0.33 0.33 0.19 0 0 0

True Positive (TP) rate 0.51 0.82 0.74 0.85 0.74 0.92 0.89 0.93 1

User Feedback for Top 50 links

Candidate links list size 10% 15% 20% 25% 30% 35% 40% 45% 50%

False Positive (FP) rate 0.62 0.39 0.39 0.35 0.33 0.33 0.33 0 0

True Positive (TP) rate 0.58 0.90 0.93 1 1 1 1 1 1
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5.1 Criteria to Evaluate Project Glossaries for Trace Retrieval

Criterion # 1: Project glossary items should be consistently used in the traced documents
A project glossary describes the terminology used in a specific software project, and is
intended to facilitate the consistent use of terms across all project artifacts. However in
practice, project glossaries are often not used consistently and requirements specifications
and other software documents contain synonyms of the glossary terms. When this happens,
project glossaries may have insignificant impact, or even no impact upon the quality of the
retrieval results. Therefore, the presence of synonyms of glossary items in the traced
documents provides a strong indication that the glossary may not have been used
consistently. A simple method to detect synonyms of glossary terms is implemented using
WordNet (Fellbaum 1998) which is a semantic dictionary in which words are organized into
logical groups consisting of related synonyms.

Criterion # 2: Glossary items should have high term specificity Term specificity indicates
the quality of a term in describing the document content, and is commonly computed using
idf (inverse document frequency (Joho and Sanderson 2007). Thus glossary terms
specificity is measured as idf(t)=ln(|R|/|Rt|), where |R| is the total number of requirements
and |Rt| is the number of requirements containing t. Glossary terms with high specificity
values occur in fewer requirements, and are more useful for identifying a specific concept,
and hence for retrieving documents related to that concept.

Criterion # 3: Glossary items should be domain specific Domain-specific terms occur more
frequently in project specific documents, and are often associated to critical concepts of the
project. The domain specificity DS(t) for a term t is computed as follows:

DSðtÞ ¼ ln
freq t;Rð ÞP

t2D
freq t;Rð Þ

,
freq t;Gð ÞP

t2G
freq t;Gð Þ

0
B@

1
CA ð5:1Þ

where freq(t,R) is the frequency of term t in the requirements collection R associated with
the project glossary, and freq(t,G) is the frequency of term t in the general technical corpus
G that contains requirements from various domains. In our experiments the corpus contains
thirty eight sets of Software Requirement Specifications (SRS) taken from a variety of
software projects. In addition to the five datasets that are introduced in Section 3.1, the
corpus also includes projects ranging from industrial applications to research projects.
Project topics include NASA’s Moderate Resolution Imaging Spectrometer, an industrial
production lines construction system, vehicle parts finder, meetings scheduler, battleships
game, and an enterprise level service bus scheduling system. If a term is unique to the
specific project, i.e. freq(t,G)=0, DS(t) is assigned a large value.

5.1.1 Applying the Criteria on Project Glossaries

The three criteria are applied to evaluate the impact of using a project glossary to increase the
precision of the retrieval results. Thus the project glossary can be considered weak with respect
to its ability to improve the retrieval results for the project if synonyms of glossary terms are
used, or if glossary terms have an average low specificity and low domain-specificity.
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The IBS project and the SE450 fifteen projects were the only projects supplied with a
project glossary. The IBS glossary has six keywords and 28 phrases, while the SE450
glossary contained four keywords and six phrases. On the basis of the proposed criteria, the
SE450 project glossary was found to be inconsistently used in the fifteen projects, while the
IBS project glossary was found to be more meaningful. Synonyms of glossary terms were
frequently used in the SE450 Java classes, for instance ’car’ and ‘obstruction’ were used in
place of ‘vehicle’ and ‘obstacle’. No synonyms of glossary items were detected in the IBS
dataset. Both the average term specificity and the average domain specificity of the SE450
glossary items were significantly lower than the corresponding values for IBS glossary
terms (Zou et al. 2008). The average term specificity and the average domain-specificity of
terms in the SE450 project glossary were 0.78 and 5.03, respectively. Both scores are about
50% lower than the corresponding scores of 1.63 and 7.69 for the IBS glossary.

The weakness of the SE450 projects glossary is confirmed by the results in Section 3.3
for the SE450 datasets which show that the glossary approach reduced the accuracy of the
tracing tool retrieval results. On the contrary for the IBS dataset, the glossary approach was
able to retrieve a larger proportion of correct traces. These results suggest that the three
proposed criteria provide a simple and effective way to predict when a project glossary can
be used to improve the accuracy of the retrieval tool.

5.2 A Method for Automatically Extracting Keywords and Phrases

This section presents an automated technique for extracting a set of important keywords
and phrases from the project requirement specifications that can be used in lieu of a
project glossary to help improve the precision of the retrieval algorithm. This technique
was originally designed to be used when glossaries are either not supplied with the
software projects or are inconsistently followed during the development phase. Several
methods for extracting keywords from document collections have been proposed in IR.
Some techniques are based on statistical approaches that identify significant terms on
the basis of term frequency (Matsuo and Ishisuka 2004), but ignore the syntactical
meaning of the terms. In automated tracing, a technique for keyword extraction based on
Matsuo and Ishisuka’s approach was already applied to rank terms in artifacts according
to their perceived importance for trace recovery (Dekhtyar et al. 2007). Our proposed
extraction method applies a syntactical method to identify critical keywords and phrases
from the requirement specifications. The syntactical approach enables the tool to extract
only single nouns and two-noun phrases which were found in prior work to be the most
common type of phrases found in a project glossary. The approach consists of the
following two steps:

Step 1. Generate candidate keywords and phrases. Candidate items including single
nouns and two-noun phrases are identified by applying a POS tagger such as
Qtag to the set of requirements specifications.

Step 2. Filtering. Filters are applied to remove unimportant items from the list generated
in Step 1.

The following three filters are applied:

Filters A and B: Term and Domain specificity. Keywords with term and domain
specificity values below certain thresholds will be removed, as they might decrease the
precision of the trace retrieval results. The threshold values are set by the analyst and
depend on document collection characteristics.
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Filter C: Noun filtering. A single noun that is included in a candidate phrase as head noun
is removed because the phrase is considered more meaningful at representing project
specific concepts. For example, ‘truck’ in the phrase “truck list” is used to modify the
head noun “list”. It is necessary to remove “list” from the candidate terms set as “truck
list” is considered more specific than single noun “list”,

The resulting list will consist of single nouns and two-noun phrases that have high term
and domain specificity.

5.2.1 Evaluating the Extraction Method

The automated extraction method was applied to the requirements collections for the
SE450 dataset and the EBT, LC and CM1 datasets. In our experiments, Filter (A) in
step 2 removed a low term specificity keyword if it occurred in at least three
requirements for projects containing less than 60 requirements, or in at least 5% of the
total requirements for larger projects. The filtering step (B) based on domain specificity
retrieved 1) all unique items for the project (i.e. freq(t,G)=0), and 2) the top 50% items
with the highest domain-specificity score. The thresholds in filters A and B were selected
on the basis of an exploratory study that analyzed the distribution of glossary terms in the
requirements documents for the available projects. Most of the items in the IBS project
glossary occurred in no more than three requirements, while many items of the project
glossaries associated with the SE450 dataset occurred in a much larger number of
requirements. Preliminary results suggested that the selected threshold values are
appropriate for extracting critical phrases and keywords that can be used effectively to
improve the accuracy of the retrieval results.

The extracted set for the SE450 dataset contained five keywords and 30 phrases, but had
only two terms in common with the existing project glossary. For EBT and LC, the set
contained eight keywords and 15 phrases, and six keywords and 11 phrases respectively.
For the large-scaled CM1 dataset, the method extracted 59 keywords and 164 phrases.

The project glossary approach was then applied to the datasets using the extracted
critical set. The two graphs in Fig. 4 display changes in precision at 10% and 20% recall for
the fifteen SE450 projects comparing the Project Glossary approach incorporating the
extracted keywords set with (a) the basic PN tracing technique, and with (b) the Project
Glossary algorithm using the existing project glossaries. Both graphs show that the
extracted keywords set was, in most cases, more effective in improving the precision of the
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tracing results, even when compared with the existing project glossary. Similarly, results for
the EBT, and CM1 datasets displayed in Figs. 5 and 6 show that the extracted keywords set
was effective in improving the retrieval accuracy, especially among the top retrieved links.
Figure 7 shows that for the LC dataset the keyword extraction method achieves the same or
slightly better accuracy than the phrasing algorithm at most recall levels.

6 Threats to Validity

In this section we discuss reservations and threats to validity that can affect the
generalization of our results.

6.1 Accuracy in Tracing Results

The validity of our conclusions and the results of our experiments are affected by the
correctness of the answer sets used to evaluate and compare the accuracy of the automated
tracing tools. Each dataset used in our experiments was provided with a trace matrix that defines
the set of traceability links between the artifacts in the system. As described in Section 3, the
trace matrices were built by various software engineers that manually traced the artifacts in
each dataset. There is always a certain level of subjectivity in the evaluation of traces, and it is
possible that analysts may have missed some traces, or have incorrectly included irrelevant
traces. To mitigate the risk of errors in the answer sets, the trace matrices of all datasets were
refined and re-evaluated thoroughly by several researchers while conducting the experiments.
However, it is still possible that the answer sets are either incomplete or contain incorrect
traces. Thus the recall and precision values in our experiments should be more precisely
interpreted in terms of the traces identified as “correct” through manual tracing.
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6.2 Available Datasets for Experiments

One important constraint on our experiments is caused by the limited number of available
projects that can be used to test our approaches. Because of the lengthy process to build
accurate trace matrices, it is difficult to create datasets for traceability experiments. Our
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experiments focus only on traceability from requirements to Java and UML classes and
from higher level requirements to lower level requirements. Since we did not have
additional datasets with associated traceability matrices, we could not evaluate the
effectiveness of our approaches for traces between other artifacts. It would be interesting
to evaluate if the impact of the three enhancement methods and the artifact textual
characteristics measured by Query Term Coverage and Query Phrasal Coverage vary by
artifact type.

6.3 Use of Predictors

Another validity concern deals with the two heuristic approaches, described in Section 4,
that use the QTC and PTC predictors to select the enhancement methods that are more
effective in improving the retrieval results for a given project.

The first heuristic approach computes threshold values for the QTC and PTC metrics
assuming that projects with known traces are available. This may have limited practical
value, since traces are often not known a priori. The threshold values identified in our
experiments have not been tested on other projects. The leave-one-out cross-validation
procedure is an attempt to check the validity of the threshold value for the PTC metric. The
results of this validation procedure might show some bias since fifteen of the 19 projects
have strong commonalities. They are fifteen students projects produced as part of the same
course, and with the same set of requirements.

An additional concern regards the results for the iterative procedure proposed in
Section 4 to select the effective enhancement procedures. Users’ feedback is simulated
using the known answer set, and therefore it does not consider that the software engineer
may miss some links, or trace incorrect artifacts during the manual tracing process. The
results from the iterative approach described in Table 4 could therefore overestimate the
accuracy of the iterative procedure at the various steps, and less accurate feedback could
result in more frequent switches between enhancement strategies.

7 Conclusions

This paper has discussed and compared three enhancement strategies that can be
incorporated either individually or synergistically into the basic PN model in order to
improve the precision of the trace retrieval results. These methods are easy to implement
and require no extra human effort. Although the results have shown that the performance of
these retrieval algorithms varies from project to project, they have proved the general
effectiveness of using such enhancement methods to improve retrieval results especially
among the top retrieved links. Enhancement methods are less effective in increasing the
precision at high recall levels, since the low-ranked missed traces often represent
requirements and documents that share very few or no terms and phrases. In these cases
term-based retrieval approaches are ineffective.

The paper has also provided an automated method for extracting keywords and phrases
from existing requirements collections in a project with weak or missing glossaries. The
retrieval algorithm using either the project glossary information or the set of extracted key
terms and phrases generally improves precision among the top ranked set of retrieved links.
Although the proposed enhancement methods can increase the analyst’s trust in the tracing
tool, some true links are still missed, and are hard to retrieve using only textual content
information.
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With the assistance of the proposed prediction models that utilize the predictors for
individual enhancement methods, an automated tracing tool can make real-time decisions
on whether to apply a certain method in order to improve results. Results of a preliminary
study indicate that the predictor values can provide useful guidelines to select a specific
tracing approach when there is no prior knowledge on the ‘answer set’ for a given project.
However more extensive experiments are necessary to test and validate the predictor
models on a larger number of datasets.

The effectiveness of the predictor models can be improved by evaluating users’ feedback
to determine when to switch an enhancement model on or off. This feedback is gathered
from the users as they issue and review traces. As a result the trace matrix will be gradually
generated as a natural byproduct of the users’ use of the trace tool. Furthermore, the
benefits of improving the precision in a given project will be experienced throughout the
remaining lifetime of the software system, and could significantly alleviate future
maintenance efforts.
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