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Abstract
The existing literature has displayed mixed results in terms of the relationship 
between tighter bank capital regulation and lending, which may be due to poor 
approximation of capital requirements. We emphasise the crucial role of the excess 
of bank capital over the minimum capital requirement, the capital surplus, in the 
transmission of more stringent capital regulation. Specifically, we explore the effect 
of higher capital requirements on bank credit growth in the Czech Republic, draw-
ing on a unique confidential bank-level dataset. Our results indicate that higher 
additional capital requirements have a negative effect on the credit supply of banks 
maintaining lower capital surplus. We estimate the effect on annual credit growth to 
be between 1.2 and 1.8 pp, using a wide range of model specifications and estima-
tion techniques. Furthermore, the relationship between the capital surplus and credit 
growth proves to be significant also at times of stable capital requirements, i.e., 
the capital surplus does not serve only as an intermediate channel of higher capital 
requirements.
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1 Introduction

The importance of quantifying the relationship between banks’ capital, capital 
requirements and lending has been one of the most important research questions 
for almost two decades. The topic has received greater attention following the wake 
of the Global Financial Crisis (GFC) of 2007–2009 and then again in the light of 
increasing use of macroprudential policy instruments. However, the literature has 
not been entirely successful in consistently quantifying the relationship and it has 
displayed mixed results in terms of the estimated coefficients (see, for example, Mal-
ovaná et al. 2021).

In principle, banks can react to higher capital requirements in several ways, 
depending on their overall capitalisation. On the one hand, a bank can use capital 
in excess of the minimum capital requirement—the capital surplus—to cover higher 
capital requirements. Under such circumstances, the impact on the credit supply 
would be limited. However, even banks maintaining sufficiently high capital surplus 
can be expected to change their lending behaviour to some extent. Banks face inter-
nal costs of funds, or implicit costs of funds, which are set on a consolidated basis. 
Further, banks often set up internal capital ratio targets above the minimum required 
level (Berrospide and Edge 2010b; Malovaná 2017). On the other hand, if the capi-
tal surplus is not sufficiently high, a bank is expected more likely to dampen its lend-
ing activity or change the risk composition of its portfolio. Another way to satisfy 
higher capital requirements would be to raise equity, for example, by raising stated 
or issued capital, increasing interest rate margins or postponing dividend payouts.1

One of the crucial factors influencing the particular way a bank chooses to adjust 
its capital adequacy ratio is the state of the economy and the prospects for the near 
future (Brei and Gambacorta 2016). Under favourable economic conditions, banks 
may be more likely to increase their capital adequacy ratios through higher interest 
rate margins or by issuing equity, while in worse economic conditions, they may 
prefer to shift their asset structure towards a less risky composition (for example, 
government securities) or to reduce their total exposures (Dahl and Shrieves, 1990; 
Jackson 1999; Heid et al. 2004; Brei and Gambacorta 2016).

In this paper, we study the impact of higher capital requirements (capital buffers 
and Pillar 2 add-ons) on bank lending in the Czech Republic, drawing on a unique 
supervisory panel dataset. The detailed information on individual banks allows us 
to take into consideration heterogeneity among banks and to control for different 
effects with respect to banks’ characteristics. The Czech National Bank (CNB) is a 
macroprudential authority responsible for setting capital requirements. Since 2014, 

1 The importance of capital surplus from a theoretical point of view was discussed in a model by Goel 
et al. (2020), who study how a bank allocates capital across its business units when facing constraints. 
For example, if a capital constraint tightens because of, for example, stricter regulation, capital flows to 
the more efficient unit, i.e. the unit offering a higher marginal return on required capital, causing spillo-
vers between banks’ business units.
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the CNB has applied three capital buffers—a conservation buffer, a systemic risk 
buffer and a countercyclical capital buffer—and an additional Pillar 2 requirement.

Our results show that the effect of higher capital requirements is negative and 
significant across various model specifications, with the negative relationship being 
driven primarily by less-capitalised banks. Quantitatively, a 1 pp increase in the cap-
ital requirements depresses annual credit growth by 1.2–1.8  pp. Furthermore, we 
take into account banks’ internal capital target and differentiate between intention-
ally and unintentionally formed capital surplus, showing that the change in capital 
requirements is transmitted almost exclusively via the intentional capital surplus.

Our paper fits into the broad field of literature on the relationship between bank 
capital, capital regulation and lending. A noticeable feature of this group of studies 
is the fact that bank capital can change due to various reasons, ranging from regula-
tory to economic and managerial. This aspect affects the practical significance of 
these studies for policymakers, who are primarily concerned with the effects of capi-
tal regulation. Unsurprisingly, many studies have focused on analysing the impact 
of changes in banks’ capitalisation rather than the capital requirements themselves 
(see, for example, Bernanke et  al. 1991; Albertazzi and Marchetti 2010; Fonseca 
et al. 2010; Jiménez et al. 2017). The reason is usually a lack of observable changes 
in capital requirements in past data or limited access to such data.2

Most of the pre-crisis studies only cover the links between bank lending and capi-
tal (not capital requirements) and are mostly focused on credit crunches during the 
early 1990s crisis period (Bernanke et al. 1991; Hancock and Wilcox 1993, 1994; 
Peek and Rosengren 1995). A pioneering work in the empirical literature examining 
the nexus between capital and lending is Bernanke et al. (1991). The authors find 
that insufficient capitalisation of U.S. banks limited their ability to provide loans, 
leading to a credit crunch in the early 1990s. As the shortage of bank capital con-
tributed to the emergence of the crisis, the authors coin the term “capital crunch”. 
The capital crunch is also described by Peek and Rosengren (1995), who formulate 
a theoretical model stating that banks behave differently if the loss of bank capi-
tal results in binding capital requirements as compared to when the requirements 
are not binding. Other pre-crisis studies include, for example, Hancock and Wilcox 
(1993) and Hancock and Wilcox (1994), who measure the effect of loan demand and 
bank capital on credit growth.

The post-crisis empirical literature shows a high degree of heterogeneity in terms 
of the relationship between bank capital and lending.3 These differences, however, can 
be seemingly well explained by the initial choice of the researcher on how to express 
the bank capital ratio used in the empirical exercise (see Table 1). In particular, Mal-
ovaná et al. (2021) show, in their meta-analytic study, that the relationship between 
capital requirements and bank lending growth is strongly negative while the effect of 

2 Some researchers focus on the overall macroprudential stance (i.e.  the mix of macroprudential poli-
cies) instead of the capital requirements (see, for example Cerutti et al. 2017; Bruno et al. 2017; Gamba-
corta and Murcia 2017; Akinci and Olmstead-Rumsey 2018). In general, their results show that macro-
prudential policy tightening is associated with lower bank credit growth and house price inflation.
3 We discuss predominantly empirical literature; there are also a few theoretical studies building 
dynamic models and analysing the impact of higher capital requirements. These are, however, less rel-
evant for this paper. We therefore do not mention them, or devote only limited attention to them.
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Table 1  The effect of 1 pp increase in capital ratio on annual credit growth—literature overview

Article No. estim. Mean Median Min Max

Capital-to-asset ratio
Auer et al. (2017) 7 − 2.27 − 2.27 − 2.27 − 2.27
Berrospide and Edge (2010b) 2 3.04 3.04 2.11 3.97
Berrospide and Edge (2010a) 2 − 2.27 − 2.27 − 2.27 − 2.27
Carlson et al. (2011) 17 0.39 0.27 0.05 1.25
Carlson et al. (2013) 25 0.38 0.4 − 0.04 1.26
Deli and Hasan (2017) 49 0.24 0.24 − 0.56 1.08
Galac (2010) 1 3.97 3.97 3.97 3.97
Gambacorta and Marques-Ibanez (2011) 8 0.24 0.37 − 0.23 0.78
Gambacorta and Shin (2018) 1 0.60 0.60 0.60 0.60
Kim and Sohn (2017) 12 − 0.64 − 0.17 − 2.27 0.67
Labonne and Lamé (2014) 24 3.76 3.97 2.86 3.97
Malovaná and Frait (2017) 6 0.38 0.08 − 2.27 3.97
Mésonnier and Stevanovic (2017) 2 1.66 1.66 − 0.65 3.97
Naceur et al. (2018) 208 0.11 0.52 − 2.27 2.93
Olszak et al. (2014) 84 0.09 0.25 − 2.27 2.5
Roulet (2018) 48 0.00 0.06 − 1.74 1.81
Watanabe (2010) 18 2.13 2.95 − 2.27 3.97
Weighted 514 0.89 0.53 − 2.27 3.97
Capital-to-risk-weighted exposures ratio
Berrospide et al. (2016) 4 0.90 1.00 0.40 1.20
Brei et al. (2013) 44 0.39 0.70 − 2.27 1.57
Carlson et al. (2011) 34 0.16 0.10 − 0.08 1.10
Carlson et al. (2013) 61 0.23 0.20 − 0.13 1.54
Cohen (2013) 3 − 0.13 − 0.28 − 2.27 2.17
Cohen and Scatigna (2016) 3 1.03 − 0.18 − 0.7 3.97
Drehmann and Gambacorta (2012) 4 3.97 3.97 3.97 3.97
Gambacorta and Marques-Ibanez (2011) 8 0.73 0.74 0.27 1.18
Huang and Xiong (2015) 5 − 0.35 − 0.32 − 0.45 − 0.21
Kanngiesser et al. (2017) 5 − 0.33 − 0.26 − 0.60 − 0.22
Kim and Sohn (2017) 66 − 0.19 0.07 − 2.27 0.68
Kolcunová et al. (2019) 52 0.53 0.21 − 0.31 2.39
Košak et al. (2015) 96 0.42 0.42 − 1.43 1.63
Malovaná and Frait (2017) 4 0.05 − 0.04 − 0.23 0.51
Mora and Logan (2012) 1 0.20 0.20 0.20 0.20
Naceur et al. (2018) 208 − 0.07 0.15 − 2.08 1.08
Roulet (2018) 48 − 0.22 − 0.18 − 0.84 0.63
Wang and Sun (2013) 6 − 0.35 − 0.41 − 1.03 0.59
Weighted 652 0.44 0.20 − 2.27 3.97
Capital requirements
Bridges et al. (2015) 40 − 3.98 − 2.23 − 11.70 1.10
De Jonghe et al. (2016) 68 − 1.05 − 0.98 − 4.45 1.10
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higher capitalisation on the extension of loans is positive. Interestingly, they also find a 
few signs that the relationship between bank capital and lending has changed in recent 
years. Specifically, a prolonged period of low interest rates is shown to weaken the 
positive effect, owing to the argument that, in an environment of increasingly demand-
ing bank capital regulation and subdued bank profitability, it may be difficult for banks 
to maintain voluntary capital buffers and any additional capital requirements may 
become binding, limiting banks ability to extend additional credit to the economy.

We perceive the contribution of this paper to be twofold. First, we emphasise 
the crucial role of bank capital surplus in the transmission of more stringent capital 
regulation. Moreover, we stress the importance of distinguishing between individual 
banks’ regulatory capital requirements, capital adequacy ratio and capital surplus, 
which is an important prerequisite for reliably estimating the impact on the growth 
of loans. Second, we use the detailed supervisory dataset and a wide range of model 
specifications to provide a comprehensive picture of the transmission.

The remainder of this paper is organised as follows. Section 2 presents the empir-
ical framework and describes the data. Section 3 reports the estimation results and 
Sect. 4 concludes.

2  Econometric framework

2.1  Data and measurements

In order to examine the effects of capital requirements on bank lending, we will use 
confidential bank-level data for the Czech Republic. The data sample consists of 14 
banks and bank groups on a consolidated basis,4 which accounts for almost 90% 

The table summarizes a dataset of 1,400 estimates from 32 studies on the relationship between bank 
capital, capital requirements and lending constructed by Malovaná et al. (2021). Each collected elasticity 
was adjusted to reflect the effect of 1 pp increase in capital ratio on bank annual credit growth. Simple 
capital-to-asset ratio represents a ratio between bank equity and total assets. Regulatory capital ratio then 
refers to a ratio between regulatory capital (Common Equity Tier 1, Tier 1 and Tier 2) and risk-weighted 
exposures. Capital requirements are defined as a ratio between various categories of capital requirements 
(minimum, Pillar 2 add-ons and capital buffers) and risk-weighted exposures.

Table 1  (continued)

Article No. estim. Mean Median Min Max

De Jonghe et al. (2020) 85 − 1.69 − 1.08 − 11.70 1.06
Kolcunová et al. (2019) 22 − 0.57 − 0.58 − 1.75 0.31
Meeks (2017) 14 − 0.80 − 0.58 − 4.36 1.10
Weighted 229 − 1.79 − 1.04 − 11.70 1.10

4 At the end of 2017, the Czech banking sector consisted of 19 banks, 5 building societies and 21 for-
eign bank branches. ICBC Limited and Creditas were excluded from the analysis due to their very short 
data history; the Czech Export Bank and the Czech-Moravian Guarantee and Development Bank were 
excluded because they are wholly owned by the Czech state (which provides implicit state guarantees 
for their liabilities) and have different business models. The foreign bank branches are excluded from the 
analysis, as they are not subject to domestic capital regulation. Four building societies and two mortgage 
banks belong to the same bank group as five other domestic banks.
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of the total assets of the whole banking sector as of December 2017. Consolidated 
bank statements are considered, because banks usually formulate their capital plan-
ning strategies at the whole-group level. In addition, the regulatory capital require-
ments in Pillar 2 are expressed on a consolidated basis. With respect to time span, 
the sample covers 56  quarters from 2004  Q1 to 2017  Q4, giving an unbalanced 
panel of 630 observations in total.5 For part of the analysis, we use a restricted sam-
ple starting in 2013 Q1. The evolution of overall capital requirements is depicted in 
Fig. 5 in the Appendix.

Banks in the Czech Republic maintained their capital adequacy ratios well in 
excess of the regulatory minimum until 2014. The aggregated capital surplus was 
CZK  180  billion (8.4% of risk-weighted exposures and 4.3% of total assets, see 
Figs. 1 and 2) at its peak in 2013 Q4. Afterwards, capital requirements stemming 
from capital buffers and Pillar 2 add-ons were introduced. This led to a decrease in 
the aggregated capital surplus to CZK 67 billion (2.8% of risk-weighted exposures 
and 1.1% of total assets) as of 2017  Q4. While the minimum-maximum range is 
fairly wide (individual banks have held their surplus somewhere between zero and 
18% over the last 3  years), the 25th–75th percentile range is relatively narrow at 
between 0.4% and 3.4% as of 2017 Q4. The average capital surplus across banks in 
relation to both risk-weighted exposures and total assets also decreased, reaching 
3.0% and 1.3% respectively as of 2017 Q4.

Fig. 1  Capital surplus (in % of 
RWE). Note The shaded areas 
show the min–max and 25–75% 
intervals; coloured lines are the 
averages across banks; aggre-
gate line refers to the average 
over the whole banking sector
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Q4/05 Q4/08 Q4/11 Q4/14 Q4/17

CS over ORCR CS over P1 Aggregate

5 Bank-level data are obtained from the CNB’s internal database (FINREP and COREP reporting state-
ments). The capital adequacy ratio was adjusted for outliers, i.e. the unreliably high values of a few small 
banks in the first few quarters after they entered the market. The capital adequacy ratio of one medium-
sized universal bank is adjusted for a structural break in its capital caused by an unusually high dividend 
payout in 2015; this payout did not constitute a permanent change in the bank’s dividend policy, but was 
a one-time tax-related issue before an IPO.
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The green area and the green line in Figs. 1 and 2 show the hypothetical evolution 
of the capital surplus had no capital requirements been introduced, i.e.  the capital 
surplus over the minimum 8% Pillar 1 capital requirement, holding all else equal. 
It can be seen that the higher capital requirements have taken a significant part of 
banks’ capital surplus; if they had not been introduced, the hypothetical average cap-
ital surplus over the Pillar 1 capital minimum would have reached almost 10% by 
the end of 2017. However, this additional increase in the capital surplus after 2014 
is due to decreasing total implicit risk weights amid a stable or slightly decreasing 
ratio of capital to total assets.

In the Czech Republic, 5 out of 14 banks on a consolidated basis use the IRB 
approach. Those banks have a combined market share of approximately 80%. They 
switched gradually to the IRB approach between 2007 and 2011 but have kept some 
part of their asset portfolio under the STA approach. In terms of total exposures, 
the transition to the IRB approach was in some cases relatively abrupt and in other 
cases rather gradual. No bank was using solely the IRB approach as of 2017.6 Fig-
ure 3 shows that the implicit risk weights of banks using solely the STA approach 
started to decrease slowly a few quarters later than those of banks using the IRB 
approach. In the case of STA banks, the decline can be explained by a change in the 
asset structure to less risky. The fall in the implicit risk weights of IRB banks, on the 
other hand, cannot be explained solely by a change in the asset structure, so migra-
tion to the IRB approach also played a role (for a more detailed discussion, see, for 
example, Malovaná 2018).

As for the credit growth, we use the year-on-year growth of loans to the private 
sector (excluding interbank loans). We exclude loans to the government and the cen-
tral bank from our analysis, as they may be influenced by factors that are beyond 

Fig. 2  Capital surplus (in % of 
total assets). Note The shaded 
areas show the min–max and 
25–75% intervals; coloured lines 
are the averages across banks; 
aggregate line refers to the 
average over the whole banking 
sector
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Q4/05 Q4/08 Q4/11 Q4/14 Q4/17

CS over ORCR CS over P1 Aggregate

6 While the STA approach takes into account the type of exposure, its external rating and the quality of 
collateral, the IRB approach is based on the internal ratings set by banks and takes into account the per-
ceived risk of various asset classes in a given economic environment.
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the scope of this paper (such as the exchange rate commitment of the CNB between 
2013 and 2017). Figure  4 shows there is significant heterogeneity among banks; 
credit growth has been significant in the last decade for some of them, but close 
to zero or even negative for others. Nevertheless, we can see that credit growth has 
slowed noticeably since 2014 for some banks. A drop in the growth rate is apparent 
in 2014, i.e. when the capital requirements were introduced. Since then, the average 
growth rate seems to have been stable, but the dispersion has decreased significantly, 
i.e. the growth has continued to slow down after 2014 for some banks.

2.2  Main hypotheses and methodology

The fragmentation observed in the literature and discussed in the introduction has 
motivated us to empirically test the following hypotheses:

H1: Higher capital requirements have a direct negative effect on bank loan 
growth.

Fig. 3  Implicit risk weights. 
Note The shaded areas show the 
min–max and 25–75% intervals; 
coloured lines are the averages. 
Mean STA and mean IRB refer 
to banks using solely the STA 
approach or the IRB approach 
as of 2017 Q4. Vertical lines—
banks’ switches to the IRB 
approach

30
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Q4/05 Q4/08 Q4/11 Q4/14 Q4/17

All banks Mean STA banks Mean IRB banks

Fig. 4  Annual credit growth. 
Note The shaded areas show the 
min–max and 25–75% intervals; 
coloured line is the average
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H2: Capital surplus plays an important role in the transmission. Specifically, 
higher capital requirements have a negative effect on capital surplus which translates 
to reduced credit supply.

H3: Banks overall capitalisation influences the relationship. Specifically, the neg-
ative effect of higher capital requirements on bank loan growth is stronger for less-
capitalised banks for which tighter capital regulation is more likely to be binding.

Direct effect. In order to test the first hypothesis, we formulate the following base-
line equation:

where %Δloans
i,t

 is the percentage year-on-year change in loans to the private sector 
excluding interbank loans; ORCR

i,t
 are the overall regulatory capital requirements, 

consisting of the regulatory capital minimum, capital buffers and Pillar  2 capital 
add-ons; X

i,t−1 is a vector of control variables; �
i
 stands for bank fixed effects; and �

i,t
 

is the error. We assume that the dependent variable reacts instantly to changes in the 
capital requirements. The justification of this assumption lies in the fact that changes 
in the capital requirements are usually announced in advance. Nevertheless, we also 
test for additional lags and leads.

The control variables in Eq. (1) comprise the usual bank-specific characteristics 
for credit risk (the ratio of loan loss provisions to assets) and leverage (the ratio of 
capital to total assets). Second, we assume that the amount of loans is affected by 
their price; thus, we include a proxy variable for banks’ lending rate (the ratio of 
annualised interest income from loans to total loans). Third, we include real GDP 
growth, a proxy variable for the business cycle, as banks may expect higher capital 
requirements in response to the change in general economic conditions. The chosen 
set of control variables is in line with the bank-capital and bank-lending channel 
literature, which assumes that certain bank-specific characteristics influence banks’ 
capital ratios, their choice of target capital ratios and their loan supply (see, for 
example, Malovaná 2017; Brei and Gambacorta 2016; Borio et al. 2017).7 Summary 
statistics of all variables are provided in Table 7 in the Appendix.

Indirect effect via capital surplus. Next, in order to test the second hypothesis, 
we examine in more detail the relationship between the capital requirements, the 
capital surplus and credit growth, employing simultaneous estimation via a system 
of equations. In a two-equation model, we assume that higher capital requirements 
affect bank credit growth indirectly via the capital surplus, defined as the excess of 
regulatory capital (Tier 1 capital plus Tier 2 capital) over the capital requirements 
in relation to risk-weighted exposures. While we assume that the capital require-
ments affect the surplus contemporaneously, the reaction of bank credit growth to 
the change in the capital surplus is delayed by one quarter:

(1)%Δloans
i,t
= �%Δloans

i,t−1 + �ORCR
i,t
+ �X

i,t−1 + �
i
+ �

i,t

7 In addition, we conducted a few sensitivity analyses including proxy variables for monetary policy 
and monetary conditions (the 3-month interbank rate, the real monetary conditions index, the estimated 
shadow rate and the spread described above), but we did not obtain a statistically significant relationship.
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where CS
i,t−1 is the capital surplus. The set of control variables X

i,t−1 is different for 
capital surplus Eq. (2) than the set of control variables for the loan equation.

Capital surplus can be influenced by banks’ profitability, credit risk, the macro-
economic situation and the situation on the financial markets. Therefore, we use five 
control variables: return on assets (ROA, the ratio of net profit to total assets), the 
ratio of loan loss provisions to total assets, real GDP growth, PX stock index growth 
and the spread between the 10-year Czech government bond yield and the 3-month 
interbank rate (3-month Pribor). We also include the control variables capturing 
banks’ financial asset structure and a dummy variable which takes the value of 1 if 
the bank uses the IRB approach for at least some part of its exposures and 0 if it uses 
solely the STA approach in the given quarter.8 We include those variables in Eq. (2) 
since the capital surplus depends on risk-weighted exposures (it is the denominator 
of the formula for the capital surplus).

There are also other hypothetical control variables that could be examined. First, 
if bank management could observe that the supervisory authority imposed additional 
capital buffers on other banks, they could predict the imposition on their bank better 
and react in advance, for example, by increasing equity. Including a control variable 
for that would likely alter the results. We believe it is not an issue in our setting, as 
the only individual bank capital requirements are Pillar 2 add-ons and the buffer for 
systemically important institutions (O-SII buffer). However, neither of these two can 
be observed by competing banks in advance as their setting is confidential. Further, 
the set of banks considered to be systemically important is reasonably stable over 
time, which again limits a strategic advantage for other banks. Second, an internal 
capital market can play an important role when assessing the significance of capital 
surplus in the transmission of capital requirements. Therefore, we perform the esti-
mation on the consolidated level in the first place, making the internal capital flows 
irrelevant for our analysis. Given that large foreign-owned banks in our sample are 
relatively well capitalised, the relevance of the internal capital market is limited also 
from the international point of view, i.e. the banks are not likely to need a capital 
injection from their parent banks during the period examined.

Capitalisation. We define an interaction variable between the overall regulatory 
capital requirements and a dummy for less-capitalised banks to test the third hypoth-
esis. The single-equation specification is formulated as follows:

(2)CS
i,t
= �

1

CS
i,t−1 + �

1

ORCR
i,t
+ �

1

X
i,t−1 + �

1,i
+ �

1,i,t

(3)%Δloans
i,t
= �

2

%Δloans
i,t−1 + �

2

CS
i,t−1 + �

2

X
i,t−1 + �

2,i
+ �

2,i,t

8 The transition between the STA approach and the IRB approach can be gradual; in that case, the binary 
dummy variable might be a reasonable approximation rather than a precise indicator. The use of this 
dummy is supported by the fact that banks in the Czech Republic in many cases switched abruptly to the 
IRB approach (in terms of total exposures on a consolidated basis) and only one bank made a gradual 
transition.
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where dLowCS is a dummy variable which equals 1 for the five banks with the low-
est total capital surplus in the period after 2014, i.e. after the introduction of capital 
buffers and Pillar 2 add-ons.9

We introduce the interaction terms with dLowCS also in the two-equation model:

As discussed above, an increase in the capital requirements might be expected to 
have a limited effect on banks’ capital adequacy ratio if banks have a high capital 
surplus, simply because they would use the extra capital and shrink the surplus. But 
if banks intentionally target a higher capital adequacy ratio than the level required 
by their regulator and form an intentional capital surplus—for example in order to 
match a planned future asset expansion or change in asset structure10—higher capi-
tal requirements could actually lead them to increase their capital adequacy ratio in 
an effort to preserve the existing surplus. Therefore, it may be important to distin-
guish between intentionally and unintentionally formed capital surplus.

We can expect various responses with respect to intentional and unintentional 
capital surplus and with respect to time. On the one hand, if a bank maintains a suf-
ficiently large unintentional capital surplus, simply due to the long-run accumulation 
of high earnings, it can use it to maintain its intentional capital surplus. On the other 
hand, if the unintentional capital surplus is not sufficiently large, the bank may react 
by increasing its capital adequacy ratio via a combination of the responses listed 
above. Moreover, if the bank forms an intentional capital surplus in order to match a 
planned increase in credit supply, then higher capital requirements may slow down 
or even decrease lending growth via its effect on the intentional capital surplus. 
The bank may tend to re-build the intentional capital surplus in the long run and to 
restore the lending growth, as shown, for example, by Bridges et al. (2015); Berro-
spide and Edge (2010b); Adrian and Shin (2010).
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9 The number of banks characterized as low capital surplus banks was chosen arbitrarily. These banks 
also exhibit a relatively large change in their average capital surplus in the period of changing overall 
regulatory capital requirements as compared to the previous period. The results were tested to the inclu-
sion of slightly different number of banks characterized as those with low capital surplus and remained 
robust.
10 A bank may also target a higher capital adequacy ratio than that required by the regulator as a conse-
quence of its dividend policy.



804 Empirica (2022) 49:793–832

1 3

In line with the discussion, we further differentiate between intentional and unin-
tentional capital surplus following Malovaná (2017). The author estimates indi-
vidual bank-specific capital targets for banks in the Czech Republic using a par-
tial-adjustment model. The intentional capital surplus (ICS) is then defined as the 
difference between the target capital ratio and the overall regulatory capital require-
ments, while the unintentional capital surplus (UCS) is defined as the difference 
between the capital adequacy ratio and the target capital ratio.11 A three-equation 
system then looks as follows:

The set of control variables in the equation for the ICS is the same as in the equation 
for the total capital surplus. On the other hand, the control variables in the equation 
for the UCS are chosen to capture its different nature. The UCS is assumed to be a 
result of shifts in accumulated earnings or other factors unintentionally changing the 
level of capital held, in particular profitability and cost ratios.

2.3  Identification

Examining the effect of more stringent capital regulation on bank credit growth is a 
complicated task that needs to be handled with care. The difficulties stem from the 
risk of not sufficiently addressing multiple endogeneity issues—in our case, reverse 
causality (or simultaneity) bias and omitted-variable bias.

Regarding the reverse causality problem, most changes in capital requirements 
are exogenous because they are dictated by international regulation, which sets the 
minimum requirements and the upper limits for capital buffers. Moreover, most 
macroprudential capital buffers are not bank-specific, limiting the concerns for 
endogeneity related to bank characteristics. Nevertheless, the countercyclical capi-
tal buffer is set in response to the position in the economic cycle, which can create 
a possible concern that past credit growth can explain changes in the stringency of 
capital regulation. If true, this bias could somewhat inflate our estimated parameters, 
making them the upper bound of the true relationship. However, we have reasons 
to believe that reverse causality issues are limited. First, we use a set of different 
macrofinancial control variables, which should significantly limit the potential bias 
since credit shocks would impact financial and economic variables with a different 
lag. Second, the model is estimated at a relatively high frequency (quarterly), while 
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11 For more details on the estimation of the target capital ratio and the intentional and unintentional sur-
plus, see Malovaná (2017).



805

1 3

Empirica (2022) 49:793–832 

changes to capital regulation attributable to macrofinancial shocks (i.e. changes in 
countercyclical capital buffer) are less frequent.

We address the omitted-variable bias by considering a dynamic regression speci-
fication. Since our panel data units (banks) probably differ systematically in unob-
served ways that affect the outcome of interest, we also use bank fixed effects to 
eliminate all between-unit variation. In addition, we follow Cetorelli and Goldberg 
(2012), Caglayan and Xu (2016) and Gric et al. (2022) and consider several bank-
specific characteristics to control for the supply side. We also include demand-side 
proxies in order to eliminate omitted variable problem as much as possible.

2.4  Estimation techniques

The single-equation specifications are estimated using the standard least square 
dummy variable (LSDV) estimator and the bootstrap-based bias-corrected (BBBC) 
estimator proposed by De Vos et al. (2015).12 A dynamic panel is used to control 
for potential persistence in the relationships. However, as shown by Nickell (1981), 
there is potential for endogeneity bias in dynamic panels. The Nickel bias is intro-
duced by applying the within (demeaning) transformation in an attempt to remove 
unobserved heterogeneity in the panel data—subtracting the individual’s mean from 
the relevant variable creates a correlation between the regressor and the error term. 
Endogeneity bias becomes especially serious in panels with a high number of indi-
viduals (large N) and a low number of time periods (low T). This bias, however, 
shrinks substantially with higher T. Simulations by Judson and Owen (1999) sug-
gest that the bias is minor in panels with more than 30 observations. In our case, 
the short data sample consists of 14 individuals and 20 time periods, which creates 
potential for a minor bias. We use the BBBC estimator, which, as advocated by De 
Vos et al. (2015) and Everaert and Pozzi (2007), is suitable to deal with Nickel bias. 
Specifically, Everaert and Pozzi (2007) show that for panels with a short to moderate 
time span, the procedure provides a good alternative for existing dynamic panel data 
estimators.

A frequently used techniques, the difference-GMM by Arellano and Bond (1991) 
or the system-GMM by Arellano and Bover (1995), are asymptotically unbiased 
when cross-sectional dimension N goes to infinity and time dimension T is finite. 
However, as stressed by De Vos et  al. (2015), Ziliak (1997) and Bun and Kiviet 
(2006), GMM estimators tend to have poor small sample properties due to weak 
instruments (the methods use instrumental variables to control for dynamic panel 
data bias). Further, as pointed out by Roodman (2009), when T is relatively large 
compared with N, many valid instruments are available, but the high number of 
instruments may lead to the GMM estimator being invalid even though instru-
ments are individually valid. Thus, the GMM estimator can be more suitable in case 
of large N and smaller T, while for smaller N and larger T—which is exactly our 
case—the BBBC estimator is more suitable.

12 The estimator is implemented by the xtbcfe Stata routine. For more details on the implementation of 
this routine and a description of the methodology, see De Vos et al. (2015).
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In addition to the LSDV and BBBC estimators, the two- and three-equation sys-
tems are estimated using the three-stage least squares (3SLS) procedure.13 3SLS can 
be interpreted as a combination of two-stage least squares, used to account for the 
endogeneity of left and right-hand side variables, and seemingly unrelated regres-
sion (SUR), used to account for correlation of errors across equations. The reason 
why we estimate the system of equations simultaneously stems from the potential 
endogeneity of the variables. For example, Eq. (2) contains different types of loans 
to control for the bank’s asset structure as explanatory variables. In Eq. (3), credit 
growth depends on the capital surplus, so the capital surplus might well be assumed 
to be endogenous, i.e. correlated with the error term in Eq. (3). Typically, the endog-
enous explanatory variables are dependent variables from other equations in the 
system.

Suggestions whether to estimate two equations separately or jointly differ within 
the literature with respect to the exact specification and data used. We test for endo-
geneity using the Hausman procedure, as described in Wooldridge (2015): we save 
the residuals from the reduced form of Eq. (2) (with all exogenous variables on the 
right-hand side) estimated as a single-equation fixed-effects regression, and test the 
significance of these residuals when included as another variable in Eq.  (3). The 
residuals prove to be significant, pointing to a need for two-stage least squares. 
The covariance between the error terms of the two equations obtained from the 
variance–covariance matrix is different from zero, pointing to a need for seem-
ingly unrelated regression. In each case, we provide sensitivity checks by estimating 
the system both simultaneously and equation by equation. The results are mostly 
similar.14

3  Empirical results

We estimate all specifications using a shorter data sample ranging from 2013  Q1 
to 2017 Q4, i.e. covering only the period of some variation in capital requirements 
plus four quarters before. The four additional quarters are being considered because 
higher capital requirements are announced at least one year before they become 
effective. In addition, we estimate the two- and three-equation specifications, which 
include the capital surplus, also on a longer data sample ranging from 2004 Q1 to 
2017  Q4. This is possible because there is sufficient variation in the capital sur-
plus throughout the period to aid identification. It can help us to better estimate the 
transmission of higher capital requirements via through the capital surplus and also 

14 The Hausman test does not reject the null hypothesis of no systematic differences when comparing 
the OLS, 2SLS and 3SLS estimates, though, suggesting that OLS is both consistent and more efficient 
than 2SLS. The previous evidence of correlation of errors and the procedure suggested by Wooldridge 
(2015), however, yields a different outcome. We thus provide both OLS and 3SLS estimates, as well as 
bootstrap-based bias-corrected estimates, and compare.

13 3SLS is a default option in the reg3 STATA command. The command is meant to estimate a system 
of structural equations where some equations contain endogenous variables among the explanatory vari-
ables.
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identify the relationship between the capital surplus and lending driven by factors 
other than tighter capital regulation. We cannot use the longer data sample for the 
single-equation model with overall regulatory capital requirements simply because 
there is not enough variation in earlier periods. For the sake of brevity, we present 
only selected estimation results while the rest is presented in the Appendix or avail-
able upon request.

3.1  Direct effect of higher capital requirements

The effect of higher capital requirements on the credit growth is negative and both 
statistically and economically significant, regardless of the model specification 
and estimation technique. Specifically, in response to a 1 pp increase in the capital 
requirements, the annual credit growth falls by around 0.74 pp (Table 2). Given the 
coefficient estimate on the lagged dependent variable, the cumulative long-run effect 

Table 2  The effect of higher capital requirements on credit growth

The table presents estimation results of Eqs. (1) and (4). The data sample covers 20 quarters from 
2013 Q1 to 2017 Q4. Bank fixed effects are included. dLowCS—a dummy variable which equals 1 for 
the five banks with the lowest total capital surplus in the period after 2014, i.e.  after the introduction 
of capital buffers and Pillar 2 add-ons; BBBC—bootstrap-based bias-corrected estimator; LSDV—least 
square dummy variable estimator with robust (clustered) standard errors. Standard errors are reported in 
parentheses
***, ** and * denote the 1%, 5% and 10% significance levels

Estimation technique: (1) (2) (3) (4)
BBBC BBBC LSDV LSDV

Credit growth ( t − 1) 0.852*** 0.848*** 0.756*** 0.749***
(0.057) (0.060) (0.037) (0.047)

ORCR − 0.737** − 1.027**
(0.354) (0.409)

ORCR*dLowCS − 1.193* − 1.751***
(0.674) (0.576)

ORCR*(1-dLowCS) − 0.488 − 0.606
(0.327) (0.365)

LLPA ( t − 1) 0.437 0.496 − 0.022 0.166
(0.575) (0.542) (0.270) (0.263)

CA ( t − 1) 1.593*** 1.449*** 1.926** 1.794**
(0.493) (0.505) (0.754) (0.695)

Lending rate ( t − 1) − 1.269* − 1.219* − 1.521** − 1.501***
(0.669) (0.666) (0.534) (0.442)

Real GDP growth − 0.121 − 0.104 − 0.120 − 0.084
(0.329) (0.347) (0.257) (0.295)

Observations 276 276 276 276
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is between − 5 and − 7 pp, depending on the estimation technique.15 It takes about 
5 to 6 years for the initial effect on credit growth to disappear. The cumulative effect 
after 1 and 2 years is around − 2.4 to − 3.8 pp.16

In terms of the coefficients on the control variables, the lending rate is significant 
in explaining bank credit growth with a negative sign. There is also a positive and 
significant effect of the capital-to-assets ratio, indicating that credit growth is higher 
for banks with a greater amount of regulatory capital. The intuition is the follow-
ing: a higher capital-to-assets ratio provides more space for balance sheet expan-
sion, while a higher capital requirement, holding the capital-to-assets ratio constant, 
reduces the capital surplus and thus reduces the space for balance sheet expansion. 
Moreover, changing the capital requirements while holding capital-to-assets con-
stant is not an unreasonable condition, as we have seen that the effect of the ORCR 
on the capital-to-assets ratio is almost zero and not statistically significant.

Capitalisation. Even though we cover only a relatively small sample of banks 
located in one country, there is still noticeable heterogeneity with respect to the 
capital surplus held (see Fig. 1). Columns 2 and 4 of Table 2 reports the results of 
Eq.  (4). The relationship between the overall capital requirements and bank credit 
growth remains statistically significant only for less-capitalised banks, confirming 
the third hypothesis. In terms of size, the effect for less-capitalised banks is 60% 
stronger than the effect for all banks.

Different lags and leads. Higher capital buffers (such as the countercyclical capi-
tal buffer) are usually announced well in advance of them taking effect. On the other 
hand, Pillar  2 capital add-ons may be announced only a few months before they 
become effective. However, there may be a phase-in, or transitional, period during 
which banks are required to fulfil the higher Pillar  2 capital add-ons only partly. 
Banks can therefore react to the higher additional requirements in advance. They 
may also react with some delay after evaluating their own situation, the macroeco-
nomic situation and the outlook for the near future. We, therefore, estimate the rela-
tionship between the overall capital requirements and bank credit growth with up 
to four lags or leads. The complete estimation results are presented in Table  9 in 
the Appendix. The effect for banks with higher capital surplus turns out to be not 
statistically significant, similarly to the previous results. Allowing for lags or leads 
reveals that banks tend to react at the time when the higher capital requirements 
become effective, or with a slight delay. The effect tends to be weaker with more 
lags and turns out to be not statistically significant for leads. The immediate effect, 
i.e. the reaction in the same quarter, remains the strongest. A richer lag or lead struc-
ture is, therefore, not necessary and does not help to explain the variation, as it does 
not capture the nature of the data (Table 3).17

16 Estimation results with additional bank-specific and macrofinancial control variables are quantita-
tively and qualitatively similar (see Table 8 in the Appendix).
17 In addition, we introduce an interaction variable between the overall capital requirements and 
a dummy variable for four large banks accounting for about 75% of total consolidated banking sector 
assets as of 2017 Q4; the estimation results, however, remain similar for both groups, i.e.  they do not 
yield any additional information, so we do not report them.

15 The long-run effect is calculated as �∕(1 − �) , where � is the coefficient on the overall capital require-
ments and � is the autocorrelation coefficient.
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3.2  Indirect effect via capital surplus

In this subsection, we present estimation results of the two- and three-equation mod-
els of higher capital requirements affecting bank credit growth indirectly via the 
capital surplus. This exercise helps us to gain more information on possible trans-
mission channels. The stronger effect for the less-capitalised banks, identified in the 
previous subsection, highlights the importance of the capital surplus in the transmis-
sion of higher capital requirements.

The results obtained using the system of equations confirm those obtained using 
the single-equation model (see Table 4). Specifically, a 1 pp increase in the capital 
requirements depresses the total capital surplus by approximately 0.7  pp (regard-
less of banks’ capitalisation; compare columns 1 and 3). As a result, annual credit 

Table 3  How the effect changes 
with different lags and leads

The table presents estimates of the coefficient on the interaction vari-
able between ORCR and dLowCS (the dummy for banks with low 
capital surplus). The interaction variable enters the estimation equa-
tion with up to four lags or leads. The model also includes the inter-
action variable between ORCR and (1-dLowCS), which is not statis-
tically significant in either specification. Complete results are given 
in Table 9 in the Appendix. The data sample covers 20 quarters from 
2013 Q1 to 2017 Q4. Bank fixed effects are included. BBBC—boot-
strap-based bias-corrected estimator; LSDV—least square dummy 
variable estimator with robust (clustered) standard errors. Standard 
errors are reported in parentheses
***, ** and * denote the 1%, 5% and 10% significance levels

No. of lags (−) or leads (+) (1) (2)
BBBC LSDV

− 4 − 0.290 − 0.726
(0.504) (0.518)

− 3 − 0.563 − 1.097*
(0.509) (0.591)

− 2 − 0.830 − 1.367**
(0.520) (0.631)

− 1 − 1.053* − 1.611**
(0.539) (0.710)

0 − 1.193* − 1.751***
(0.674) (0.576)

1 − 0.528 − 1.071*
(0.572) (0.522)

2 − 0.255 − 0.819
(0.596) (0.483)

3 − 0.0829 − 0.536
(0.729) (0.722)

4 0.0697 − 0.717
(0.825) (0.862)
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Table 4  How important is the capital surplus in transmission—system of two equations

Dependent variable: (1) (2) (3) (4)
CS Credit growth CS Credit growth

Dependent variable ( t − 1) 0.516*** 0.769*** 0.519*** 0.765***
(0.040) (0.0334) (0.040) (0.032)

ORCR ( t − 1) − 0.702***
(0.063)

CS ( t − 1) 0.197
(0.248)

ORCR * dLowCS − 0.668***
(0.084)

ORCR * (1-dLowCS) − 0.711***
(0.066)

CS ( t − 1)*dLowCS 2.188***
(0.445)

CS ( t − 1)*(1-dLowCS) − 0.236
(0.251)

ROA ( t − 1) − 0.035 − 0.037
(0.170) (0.172)

LLPA ( t − 1) − 0.531*** 0.380 − 0.532*** − 0.053
(0.106) (0.654) (0.106) (0.629)

Interbank loans/A ( t − 1) 0.002 0.010
(0.036) (0.037)

Loans to CB&CG/A ( t − 1) − 0.008 − 0.008
(0.011) (0.011)

Loans to PS excl. IL/A ( t − 1) − 0.064*** − 0.061***
(0.019) (0.019)

Bonds/A ( t − 1) 0.015 0.016
(0.017) (0.017)

Lending rate ( t − 1) − 0.853 − 0.973*
(0.526) (0.505)

CA ( t − 1) 1.901*** 1.674***
(0.500) (0.479)

Real GDP growth 0.100* − 0.681*** 0.095* − 0.390
(0.056) (0.262) (0.056) (0.256)

PX growth 0.028*** 0.029***
(0.011) (0.0108)

Spread − 1.058*** − 1.077***
(0.212) (0.212)

IRB dummy − 0.891 − 1.373
(0.556) (1.008)

Observations 276 276 276 276
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growth decreases by around 1.5 pp (− 0.67 times 2.19), this time only for less-capi-
talised banks. Similarly to the direct effect, the response of credit growth is not sta-
tistically significant for well-capitalised banks, which is in line with what Goel et al. 
(2020) show theoretically in their model. Furthermore, the long-run indirect effect 
of a 1 pp increase in the capital requirements is an approximately 6.2 pp decrease in 
credit growth for less-capitalised banks.18,19

The effect via intentional and unintentional capital surplus. Higher capital 
requirements tend to reduce the intentional capital surplus (ICS) and have no statis-
tically significant effect on the unintentional capital surplus (UCS). In particular, a 
1 pp increase in the capital requirements leads to a 0.8 pp decrease in the ICS (see 
Table  11); this effect is similar to that estimated by Malovaná (2017). While the 
intentional capital surplus is formed deliberately with respect to asset structure and 
riskiness, the unintentional capital surplus is a result of temporary fluctuations in 
banks’ profitability20; this is supported by the fact that UCS takes both positive and 
negative values and is much closer to zero (with a mean of 0.5, as compared to 5 for 
the ICS).

The results also show that the impact on bank credit growth differs for banks 
with relatively high and relatively low capital surplus. In particular, an increase in 
the capital requirements of 1  pp leads to a decrease in credit growth via the ICS 
of − 1.8 pp for banks with a low capital surplus (− 0.76 times 2.39; see Table 11); 
the effect is similar but slightly more negative than the effect estimated via the total 
capital surplus (− 1.5 pp; see Table 4). The effect via the UCS is not statistically sig-
nificant, but the link between the UCS and bank credit growth is.

The table presents estimation results of the system of two Eqs. (2)–(3) and (5)–(6). The data sample cov-
ers 20 quarters from 2013 Q1 to 2017 Q4. Bank fixed effects are included. dLowCS—a dummy variable 
which equals 1 for the five banks with the lowest total capital surplus in the period after 2014, i.e. after 
the introduction of capital buffers and Pillar 2 add-ons. Specifications are estimated using the three-stage 
least squares estimator (3SLS). Using the bootstrap-based bias-corrected estimator (BBBC) or the least 
square dummy variable estimator (LSDV) with robust (clustered) standard errors yields quantitatively 
similar results. Standard errors are reported in parentheses
***, ** and * denote the 1%, 5% and 10% significance levels

Table 4  (continued)

18 We calculate the long-term impact in this system of equations assuming only first-round effects: �
CSEq

*�
LoanEq

/(1-�
LoanEq

).
19 Estimation results with additional bank-specific and macrofinancial control variables are quantita-
tively and qualitatively similar (see Table 10 in the Appendix).
20 The results show that the unintentional surplus is slightly higher with higher retained earnings and a 
higher ratio of interest income to assets, although the effect is not significantly different from zero. How-
ever, the UCS is significantly lower for IRB banks than for non-IRB banks.
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3.3  Discussion and sensitivity analysis

For ease of comparison, we provide a summary of selected estimation results in 
Table 5. The effect of higher capital requirements is negative across different model 
specifications. The differentiation of banks based on their overall capitalisation indi-
cates that the negative relationship primarily applies to less-capitalised banks; the 
impact on well-capitalised banks remains negative but ceases to be statistically sig-
nificant. Quantitatively, a 1 pp increase in the capital requirements dampens annual 
credit growth of less-capitalised banks by about 1.2–1.8 pp in the short run and by 
about 5–7 pp in the long run.21 These numbers are very much in line with those esti-
mated by other studies which rely on similar bank-level data samples (Aiyar et al. 
2014; Bridges et al. 2015). Similarly to us, the authors of both papers explore the 
effect of higher capital requirements rather than higher capital adequacy ratios; 
they find the effect to be between − 1 and − 8 pp in the short run (depending on 
the type of loan) and between − 6 and − 8 pp in the long run. Studies analysing the 
effect of changes in capital rather than capital requirements usually report a weaker 
impact on bank provision of loans.

Table 5  Selected estimation results—comparing short-term and long-term effects

The table summarizes the estimation results of 1pp increase in capital requirements on annual bank 
credit growth. The data sample covers 20 quarters from 2013  Q1 to 2017  Q4. Bank fixed effects are 
included. BBBC—bootstrap-based bias-corrected LSDV estimator with bootstrapped standard errors; 
LSDV—least squares dummy variable; 3SLS—three-stage least squares. ST (short-term) effect is the 
effect in time t for the direct specification and in time t + 1 for the indirect specification. LT (long-term) 
effect is calculated as �∕(1 − �) , where � is the short-term effect and � is the autocorrelation coefficient
***, ** and * denote the 1%, 5% and 10% significance levels

Table Specification Estimation tech-
nique

ST effect LT effect

Direct effect
2 All banks BBBC − 0.737** − 4.980
2 Less-capitalised banks BBBC − 1.193* − 4.889
2 Well-capitalised banks BBBC − 0.488 − 2.000
2 All banks LSDV − 1.027** − 6.757
2 Less-capitalised banks LSDV − 1.751*** − 6.976
2 Well-capitalised banks LSDV − 0.606 − 2.414

Indirect effect
4 All banks 3SLS − 0.138 − 1.450
4 Less-capitalised banks 3SLS − 1.462*** − 6.220***
4 Well-capitalised banks 3SLS 0.168 − 1.055

21 The long-term relationship between higher capital requirements and the capital surplus or credit 
growth should be taken with caution due to the relatively short time span used in our estimation. The 
long-term relationship between the capital surplus and credit growth, however, is also estimated using a 
longer data sample, so these effects are more reliable.
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The results using a longer sample are comparable in terms of direction and sta-
tistical significance but weaker, given that the true variation in the regulatory capital 
requirements takes place only since 2014 (see Tables 12, 13 in the Appendix). The 
relationship between the capital surplus and credit growth, however, remains posi-
tive and statistically significant before 2014, as indicated by the estimation results 
with an additional interaction dummy controlling for the pre- and post-2014 periods 
(see Table 6). In particular, a 1 pp increase in the capital surplus leads to about a 
0.6–0.7 pp increase in the credit growth of banks with lower capital surplus before 
2013. This suggests that the relationship between the capital surplus and credit 
growth plays an important role in banks’ behaviour and does not serve only as an 
intermediate channel for the transmission of higher capital requirements.

Table 6  What was the role of 
the capital surplus before the 
tightening of capital regulation

The table presents estimation results of Eq. (4) enriched with 
dummy variable dPostCR which equals 1 for the period after 2013. 
The data sample covers 56 quarters from 2004  Q1 to 2017  Q4. 
Bank fixed effects are included. dLowCS—a dummy variable which 
equals  1 for the five banks with the lowest total capital surplus in 
the period after 2014, i.e. after the introduction of capital buffers and 
Pillar  2 add-ons; BBBC—bootstrap-based bias-corrected estimator; 
LSDV—least square dummy variable estimator with robust (clus-
tered) standard errors. Standard errors are reported in parentheses
***, ** and * denote the 1%, 5% and 10% significance levels

Estimation technique: (1) (2)
BBBC LSDV

Credit growth ( t − 1) 0.798*** 0.849***
(0.036) (0.036)

CS ( t − 1)*dPostCR*dLowCS 1.633** 1.483**
(0.585) (0.580)

CS ( t − 1)*dPostCR*(1-dLowCS) − 0.073 − 0.060
(0.174) (0.143)

CS ( t − 1)*(1-dPostCR)*dLowCS 0.663*** 0.565*
(0.201) (0.303)

CS ( t − 1)*(1-dPostCR)*(1-dLowCS) − 0.003 − 0.018
(0.177) (0.124)

LLPA ( t − 1) − 0.556 − 0.428
(0.519) (0.391)

Real GDP growth 0.412** 0.336***
(0.144) (0.117)

Lending rate ( t − 1) 0.647 0.478
(0.389) (0.305)

CA ( t − 1) − 0.270 − 0.180
(0.277) (0.271)

Observations 630 630
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4  Conclusions

We explore the effect of higher capital requirements on bank annual credit growth 
in the Czech Republic, drawing on a unique confidential supervisory panel data set. 
We emphasise a key role of the capital surplus in the transmission.

The differentiation of banks based on their overall capitalisation indicates that 
the negative relationship primarily applies to less-capitalised banks. Quantita-
tively, a 1 pp increase in the capital requirements depresses bank credit growth by 
about 1.2–1.8 pp. We find a similar effect if we first disentangle the effect of capi-
tal requirements on capital surplus—which is always negative—and then estimate 
the effect of capital surplus on bank credit growth, which is positive. Our results 
confirm the importance of the relationship between the capital surplus and credit 
growth. This relationship between capital surplus and credit growth is positive and 
statistically significant not only in the period of increasing capital requirements, 
but also in the period before such changes. The importance of the relationship is 
confirmed using different methodological approaches and time spans and can there-
fore be considered robust. Recognising the motives for maintaining capital surplus 
and its role in the transmission of higher capital requirements may have important 
implications for policy decision-making. Specifically, additional capital buffers may 
be tailored to individual banks’ capital surplus to a greater extent. Furthermore, we 
believe that our findings may be applicable to similar countries in the region, given 
the size and nature of the Czech banking sector and the economy.

It is important to bear in mind that the sample period covers mostly a growing 
phase of the financial cycle and a build-up phase of capital requirements. Future 
research could focus on potential non-linearities in the estimated relationship dur-
ing a less favourable phase of the financial cycle or in response to the release of 
capital buffers. The role of model-based capital regulation in the transmission would 
also be worth exploring, particularly the role of variability in risk weights under the 
IRB approach. Although we provide a somewhat simplified comparison of the short-
term and long-term effects, it may be appropriate to re-estimate the relationship as a 
longer series of changes in capital requirements become available.

Appendix: Data and additional estimation results

See Tables 7, 8, 9, 10, 11, 12 and 13 and Fig. 5.  
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