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Abstract  The Soil and Water Assessment Tool 
(SWAT) is a computational hydrological model 
extensively utilised for developing sustainable strat-
egies and viable approaches for prudent manage-
ment of water resources. The central emphasis of 
this study is on the utilisation of SWAT model along 
with SWAT-CUP (SWAT calibration toolbox) to 
simulate streamflow in the upper Jhelum basin, the 
North West Himalayas, for a period of 20 years from 
2000 to 2019. The global sensitivity analysis algo-
rithm, Sequential Uncertainty Fitting 2 (SUFI-2) of 
SWAT-CUP, is used for sensitivity and uncertainty 
analysis. The optimised parameter set estimated by 
SUFI-2 constitutes 11 parameters that are found to be 
sensitive with soil conservation service (SCS) curve 
number (CN) being the most influential parameter 
followed by snowmelt base temperature. Autocorre-
lation analysis using the autocorrelation function was 
conducted on the temperature and precipitation time 
series data, followed by a pre-whitening procedure 
to remove any autocorrelation effects. Subsequently, 

the modified Mann–Kendall (MMK) test was applied 
to examine trends in the annual temperature and pre-
cipitation data. The results indicated statistically sig-
nificant positive trends in both datasets on an annual 
scale. The results for the calibration period (2003–
2014) for monthly simulation displayed good model 
performance at three gauging stations, Rambiara, 
Sangam and Ram Munshi Bagh with R2 values of 
0.83, 0.847, 0.829, P factor values of 0.73, 0.76, 0.75 
and R factor values of 0.61, 0.58, 0.63, respectively. 
The validation results for monthly simulation for the 
2015–2019 period showed good model agreement 
with R2 values of 0.817, 0.853, and 0.836, P factor 
values of 0.76, 0.8, and 0.75 and R factor values of 
0.62, 0.53, and 0.65, respectively. The study con-
cludes that the SWAT hydrological model can per-
form satisfactorily in high mountainous catchments 
and can be employed to analyse the impact of land 
use-land cover changes and the effect of climate vari-
ation on streamflow dynamics.

Keywords  Calibration · Modified Mann–Kendall · 
Streamflow · SUFI-2 · SWAT-CUP · Validation

Introduction

Hydrological modelling simulates hydrological pro-
cesses across a wide spectrum of geomorphic ter-
rains. It has emerged as an astute tool to deal with the 
highly random and dynamic phenomena involving the 
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interaction between various hydrological parameters 
present in the ecosystem. The modelling, coupled 
with the latest innovative and highly sensitive tech-
niques employing the principles of geographic infor-
mation system, has turned hydrological modelling 
into an important tool for development and manage-
ment, enhancing the understanding of multiple hydro-
logical phenomena. The predominant focus of the 
majority of hydrological models has been in formu-
lating the simulation process that involves hydrologi-
cal activities occurring in both small and large water-
sheds. The Soil and Water Assessment Tool (SWAT) 
(Arnold et al., 1998) is recognised as the hydrologi-
cal model employed to investigate the climate change 
scenarios, the impact of heterogeneous land use-land 
cover and diverse management processes on water-
shed hydrology (Abbas et  al., 2019; Bashir et  al., 
2018; Hosseini & Khaleghi, 2020; Malik et al., 2021).

The SWAT is a parameter-oriented model utilised 
for simulating the hydrological phenomena like sur-
face runoff and the groundwater flow in catchments 
with intricate topography. The model is further used 
to simulate water quality and quantity, streamflow, 
and sediment transport in a typical watershed (Andri-
anaki et al., 2019; Arnold et al., 2012; Dagnew et al., 
2016; Ghaith & Li, 2020; Hallouz et al., 2018; Iudi-
cello & Chin, 2013). The major driving force behind 
all the hydrological phenomena occurring within the 
SWAT model is the water balance approach (Meng-
istu et  al., 2019). The model’s efficacy, efficiency 
and prediction capability depend on the appropri-
ate calibration and validation techniques employed 
in the process. The calibration procedure is applied 
to input parameters that are either highly sensitive 
or cannot be measured directly. The input parameter 
values are adjusted so that the minimum difference 
and maximum correlation are achieved between the 
observed and simulated output. The SWAT Calibra-
tion and Uncertainty Procedures (SWAT-CUP) is one 
of the promising and now extensively used calibra-
tion toolboxes incorporated within the parent model 
interface (Arnold et  al., 2012). This toolbox has 
various techniques to systematically perform uncer-
tainty analysis. The SUFI-2 (Sequential Uncertainty 
Fitting 2) algorithm is a widely employed approach 
and is an automated system that calibrates and vali-
dates the hydrological parameters and evaluates the 
sensitivity and uncertainty analysis and parameteriza-
tion (Abbaspour et  al., 2007). This algorithm-based 

technique eliminates the manual calibration com-
plexities, which are computationally more expensive 
(Mehan et al., 2017), and under time restrictions, the 
calibration process is achieved at faster rates (Sloboda 
& Swayne, 2011). Gull and Shah (2022) investigated 
sediment yield, soil loss, and runoff in the Sindh 
watershed utilising SWAT-CUP’s SUFI-2 algorithm 
and reported good correlation during both the calibra-
tion and validation periods among the observed and 
simulated streamflow and sediment yield values.

To develop a reliable and effective predictive 
hydrological model, the main step involved is sensi-
tivity analysis, which helps in identifying and prior-
itising the parameters that have a major impact on the 
output results of the model (Saltelli et al., 2000). The 
SUFI-2 algorithm employs the OAT (one-at-a time, 
local analysis) and GSA (global sensitivity analysis) 
techniques for sensitivity analysis. The value of each 
input parameter is adjusted one by one while the other 
parameters are left unchanged in the OAT technique 
(Holvoet et al., 2005). This method does not take into 
consideration the interactions taking place between 
the different system components and instead focusses 
on individual components, which can later on gener-
ate different types of errors. The GSA calculates all 
the model parameters and categorises the interactions 
between them. Both methods yield different results, 
and therefore, it is essential to thoroughly assess 
parameter sensitivity (Arnold et  al., 2012; Cibin 
et al., 2010; Mehan et al., 2017). The model predic-
tions are unable to attain specific values and be inter-
preted within a certain confidence interval range due 
to uncertainties that accumulate from the model input 
parameters and model morphology (Beven, 2001; 
Van Griensven et al., 2008). In streamflow modelling 
from high-altitude terrains, the high spatial variabil-
ity and a large number of input factors induce uncer-
tainties and errors into the flow output results (Xuan 
et  al., 2009). These uncertainties result in the over-
estimation and underestimation of the hydrological 
processes that result in suboptimal decision-making 
strategies (Van Griensven et al., 2006).

To reduce the uncertainties in hydrological model-
ling, appropriate and rigorous calibration and uncer-
tainty analysis must be performed employing various 
modelling methodologies and calibration techniques. 
The multisite or single-site techniques can be used 
to calibrate the SWAT model in the case of high-
altitude catchments. In the single-site calibration, 
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parameterization is executed using a single set of 
optimised variables (Neupane et  al., 2015), while 
multisite calibration technique involves multiple sites 
with a single set of calibrated variables used for sin-
gle-site calibration (Bai et al., 2017; Odusanya et al., 
2019).

In mountainous regions, snowmelt hydrology is 
a critical component as the streamflow is primar-
ily generated from snow melting and is estimated by 
the degree-day factor method present in the SWAT 
model (Duan et  al., 2018; Kumar et  al., 2017). It 
employs two fundamental techniques for snowmelt 
runoff modelling: the temperature index and energy 
balance approaches, with the temperature index tech-
nique being the widely employed and reliable method 
(Debele et al., 2010; Neitsch et al., 2011). The SWAT 
model’s snow package and elevation band approach 
are valuable for evaluating temperature and precipita-
tion distribution profiles and for incorporating moun-
tainous effects, particularly in high-altitude topogra-
phies (Fontaine et  al., 2002). Kang and Lee (2014) 
studied the impacts of temperature and snowmelt in 
the American River basin (North Fork) employing 
the snowfall-snowmelt routine of the SWAT model, 
yielding good results as analysed by statistical coef-
ficients. Raazia and Rasool (2017) calculated the 
area covered by snow in an ungauged and data-scarce 
mountainous region (Himalaya) employing the tem-
perature index technique of the SWAT model. They 
observed that the accumulated snow depth for all ele-
vation bands conformed to the results obtained from 
the image classification approach. Abbas et al. (2019) 
contended that the model outcomes showed a signifi-
cant improvement with the use of elevation bands, 
and the mathematical quantification of the uncer-
tainty involved by the SUFI-2 algorithm indicated 
positive outcomes for the calibration and validation 
stages. Malik et al. (2021) used the SUFI-2 technique 
in the SWAT-CUP program for multisite calibration 
and streamflow simulation in the North Western Him-
alayas and concluded that the SWAT model performs 
well in snow-dominated areas, with the model’s sta-
tistical coefficients showing good agreement with 
observed values.

Hydrological processes in the mountainous catch-
ments are challenging to understand due to the diver-
sity in land use-land cover, heterogeneity in eleva-
tion, and the dynamic snow processes. SWAT model 
calibration must consider these parameters for better 

simulation results including the number of iterations, 
elevation bands, the number of simulations, param-
eter sensitivity, snowmelt processes, and parameter 
uncertainty estimations. The study aims to establish 
and configure the SWAT model to execute multisite 
calibration and hydrological evaluation of the North 
West Himalayas and simulate streamflow in the snow-
dominated mountainous areas employing the SUFI-2 
algorithm incorporated in SWAT-CUP.

Study area

The upper Jhelum basin, with an elevation range of 
1567 to 5283 m AMSL, is situated in the North West 
Himalayas spatially between 33° 22ʹ 4ʹʹ N to 34° 15ʹ 
40ʹʹ N latitude and 74° 30ʹ 35ʹʹ E to 75° 32ʹ 46ʹʹ E 
longitude. This basin comprises various subbasins: 
Arpal, Bringi, Kuthar, Lidder, Romshi, Rambiarra, 
Sandran and Vishav. All these subbasins flow into 
the Jhelum river at various locations. The origin of 
the river Jhelum emanates from the Verinag spring 
and traverses the entire geographic area. Jhelum is 
the main and important tributary of the larger Indus 
river system. For the study region, four metrological 
stations: Kokernag, Pahalgam, Qazigund and Srina-
gar, along with three discharge stations: Rambiara, 
Sangam and Ram Munshi Bagh (Fig. 1), were consid-
ered. The high elevation of the region is about 42%. 
A substantial contribution to the total runoff comes 
from snowmelt and is one of the prominent features 
in the region.

Description of SWAT model and snow routine

The SWAT model, a comprehensive semi-distributed 
and widely used hydrological model, employed to 
perform hydrological and environmental modelling, 
was developed by the Agricultural Research Ser-
vices of the United States Department of Agricul-
ture (USDA) (Arnold & Fohrer, 2005; Arnold et al., 
1998; Williams et al., 2008). The model takes a host 
of inputs and other datasets pertaining to the given 
watershed: DEM (digital elevation model), slope, 
soil data, land use, and daily meteorological param-
eters such as windspeed, rainfall, relative humidity, 
temperature and sunshine hours to simulate hydro-
logical processes like streamflow, soil water content, 
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infiltration, evapotranspiration and transportation 
of nutrients and sediments (Gassman et  al., 2014; 
Bashir & Kumar, 2017; Hasan & Pradhanang, 2017; 
Choudhary & Athira, 2021) (Fig. 2). The model uses 
the heterogeneity of the watersheds and accordingly 
bifurcates them into numerous subwatersheds which 
are further discretized into spatial elements called 
HRUs (hydrological response units). These HRUs are 
spatially homogenous with idiosyncratic and exclu-
sive land management, slope, soil and land type com-
binations characterised by the same hydrological and 
geomorphologic properties (Kumar et al., 2013). The 
soil conservation service (SCS) curve number (CN) 
method integrated into the SWAT model calculates 
the runoff. The water balance is estimated separately 
for each HRU using four reservoirs: soil, snow, shal-
low and deep aquifer, and then runoff from all the 
HRUs is added at the subbasin level. The total runoff 
is determined at the outlet and is governed by the fol-
lowing SWAT water balance equation:

SWt and SW0 are the soil water content at final 
and initial stages (mm), respectively, i represents the 
iteration or index number in the summation, n is the 
time (days), Pday is the total amount of precipitation 
(mm), Rsur is the surface runoff (mm) in the region, 
ETa is the evapotranspiration (mm), Wseep is the water 
penetrating vadose region from soil profile (mm), and 
Qgw is the return flow (mm).

The SWAT model differentiates liquid and solid 
precipitation based on the near-surface air tem-
perature to evaluate the governing water balance 
equation. The degree-day factor technique is imple-
mented to determine the snowmelt (Jost et al., 2012; 
Kumar et  al., 2013). The snowmelt process in the 
hydrologic model is regulated by the snowpack, the 
air temperature, and the daylight hours. The volume 
of water generated due to the snowmelt process is 

(1)
SWt = SWo +

∑n

i=1

(
Pday − Rsur − ETa −Wseep − Qgw

)

Fig. 1   Location map of the study area
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generally governed by the extent of snow cover in 
a watershed. The mass balance of the snowpack is 
given by the equation

SNOi and SNOi−1 are the water content of snow 
present in snowpack during day i (mm water) and 
on previous day, respectively, Pdayi

 is the precipita-
tion occurring as snowfall during day i (mm water), 
Esubi

 is the sublimation of snow happening during 
day i (mm water), and SNOmlti

 is the snowmelt dur-
ing day i (mm water).

To describe precipitation as either snowfall or 
rainfall, the determining threshold parameter is 
the snowfall temperature (SFTMP). At the subba-
sin scale, a comparison is established between the 
mean daily temperature and the SFTMP. If the value 
of the SFTMP is higher than the mean daily tem-
perature, the precipitation is termed solid and added 
to the snowpack. As the snowpack temperature 

(2)SNOi = SNOi−1 + Pdayi
− Esubi

− SNOmlti

becomes greater than the snowmelt base tempera-
ture (SMTMP), the accumulated snow will start to 
melt. For the present day, the snowpack temperature 
is calculated as

Tsnowdi is the temperature of snowpack on present 
day i (°C), Tsnowdi−1 is the temperature of snowpack 
on previous day i − 1 (°C), TIMPsno is the lag factor 
for snow temperature, Tavi is the mean temperature 
on present day i (°C), and 

(
1 − TIMPsno

)
 represents 

the complement of the parameter TIMPsno . It is 
equal to 1 minus the value of TIMPsno.

The snowpack starts to melt as the temperature of 
the snowpack exceeds the SMTMP. Two factors influ-
ence the rate of snowmelt: the first is the maximum 
melt rate, which occurs on 21st June (SMFMX), and 
the second is the minimum melt rate which occurs on 
21st December (SMFMN). The snowmelt is calcu-
lated as

(3)Tsnowdi = Tsnowdi−1 .
(
1 − TIMPsno

)
+ Tavi .TIMPsno

Fig. 2   SWAT model framework for streamflow simulation
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bmlti is the melt factor during day i (mm of 
water/°C/d), SNOcovi

 is the HRU area fraction covered 
with snow, and Tmaxdi is the maximum temperature 
(°C) on current day i . 

(
Tsnowdi

+Tmaxdi

2

)
 calculates the 

average temperature for a specific day i by adding the 
snowpack temperature ( Tsnowdi ) and the maximum 
daily temperature ( Tmaxdi ) and then dividing the sum 
by 2. This average temperature is used in snowmelt 
models to estimate the temperature conditions that 
influence the rate of snowmelt.

bmlt,max is the maximum melt factor and represents the 
highest rate at which snow can melt under certain 
conditions, typically during the warmest part of the 
year (June 21), and bmlt,min is the minimum melt fac-
tor. It represents the lowest rate at which snow can 
melt, typically during the coldest part of the year 
(December 21). Maximum and minimum melt factor 
is measured in mm of water/°C/d. sin

[
2�

365
(di − 81)

]
 is 

a sine function that introduces seasonal variation into 
the melt factor depending on di , where di represents 
the day of the year and 81 is the value subtracted from 
di to align the function with the middle of the year.

SNOCOVMX is the snow threshold depth at full 
coverage (mm water), and cov1 and cov2 are shape-
defining coefficients of curve.

The snowfall, snowpack, and snowmelt pro-
cesses, spatially defined as the function of the ele-
vation, are computed by the SWAT model when 
the value of snowfall temperature is reduced below 
the defined threshold value. The snow processes 
are evaluated efficiently with the help of elevation 
bands, also known as snow bands. Every subba-
sin in the catchment considers a maximum of ten 
snow bands as appropriate for estimating snowmelt 

(4)

SNOmlti
= bmlti .SNOcovi

.

(
Tsnowdi + Tmaxdi

2
− SMTMP

)

(5)
b
mlt

i
=

b
mlt,max + b

mlt,min

2

+
b
mlt,max − b

mlt,max

2
.sin

[
2�

365
(d

i
− 81)

]

(6)

SNOcovi
=

SNOi

SNOCOVMX

.

[
SNOi

SNOCOVMX
+ exp

(
cov1 − cov2.

SNOi

SNOCOVMX

)]−1

processes. Each individual elevation band takes 
into account the two lapse rates: (i) the temperature 
lapse rate (TLAPS in C/km) and (ii) the precipita-
tion lapse rate (PLAPS in mm of water/km/yr).

Input data for model

DEM, land use‑land cover and soil data

The United States Geological Survey’s (USGS) Shutter 
Radar Topography Mission (SRTM) provides 30 × 30 m 
resolution DEM (Fig.  3). The data was employed for 
creating and analysing the stream network, watershed 
delineation process, and computation of geomorpholog-
ical parameters, including slope for HRU definition. The 
slope map was generated from the DEM for the present 
study for geomorphometric analysis and hydrological 
modelling (Fig. 4). The area is marked with rugged ter-
rain as the slope values exhibit high variation.

The LANDSAT 8 OLI Satellite imagery down-
loaded from the USGS, having a resolution of 
30 × 30 m, was processed in ERDAS IMAGINE 2014 
to produce the map pertaining to land use-land cover 
for the given study region, employing the supervised 
classification technique (Fig.  5). The SWAT model 
utilised its land use classification scheme and classi-
fied the land use into 13 major classes: barren, ever-
green forest, agriculture land, orchards, shrubland, 
urban industrial, urban high, medium and low density, 
urban water, transportation and wetland. The areal 
extent and description of the land use-land cover for 
the region under study are presented in Table 1. The 
primary use of the land use-land cover data is that it 
assists in creating HRUs, which then assign varied 
CNs to the heterogeneous land use-land cover and 
soil combinations to estimate runoff and employ the 
hydrological analysis in the area (Neitsch et al., 2011).

The soil map was obtained from the FAO soil sur-
vey for the region of study (Fig. 6). Eleven soil types 
were identified in the present study. The description 
of all the soil classes involved, along with the areal 
coverage, is mentioned in Table 2.

Meteorological and discharge data

The model uses meteorological data on a daily time 
scale, comprising the minimum and maximum air 
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temperature, precipitation, solar radiation, relative 
humidity and wind speed from the meteorologi-
cal stations. These parameters were obtained from 
the regional centre, the Indian Meteorological Cen-
tre (IMC) Ram Bagh from 2000 to 2019 at a spa-
tial resolution 0.25° × 0.25°. The climate data in the 
model is generated using the WXGEN weather gen-
erator model. The monthly gauge and streamflow data 
were obtained from the Irrigation and Flood Control 
Department, Kashmir, from 2000 to 2019 for the 
gauging stations.

Autocorrelation (AC) and autocorrelation function 
(ACF)

Autocorrelation (AC) and autocorrelation function 
(ACF) are the core elements in time series analysis 
that aid in assessing the correlations between obser-
vations at different time lags. AC is the correlation 

of a variable within itself at different time points 
(Box et  al., 2015), while ACF is a plot or repre-
sentation of the AC values at various time lags 
(Brockwell & Davis, 2002; Shumway & Stoffer, 
2017). In this study, the ACF plots were created for 
the temperature and precipitation time series data 
(Fig. 7a–d).

The temporal data series underwent a two-tailed test 
to determine the existence of autocorrelation coeffi-
cients at the 5% significance level. Mathematically, the 
ACF for a time series { Xt } at lag K can be defined as

where ACF (K) denotes the autocorrelation coeffi-
cient or serial correlation at lag K, n denotes the total 
observation numbers in the data, Xt and Xt−k repre-
sent the observations at time t and t-k, respectively, 

(7)ACF(K) =

∑n−1

k=1
[(Xt − X)(Xt−k − X)]

∑n

k=1
(Xt − X)

2

Fig. 3   DEM of the study 
area
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the summation (∑) is performed over all valid time 
points in the series.

The ACF value was evaluated against the null 
hypothesis using a two-tailed test at a 95% confidence 
interval is given as

The indication of the data being serially correlated is 
when the values of ACF (K) fall within the confidence 
interval’s upper and lower bounds. In such cases, the 
pre-whitening method, variance correlation (Hamed & 
Rao, 1998) and TFPW (trend-free pre-whitening) test 
(Yue & Wang, 2002) are commonly suggested as an 
approach to address the serial correlation.

The ACF (K) quantifies the linear association 
between the observations at present time and those 
at a lag of K time periods. The values of ACF (K) 
range from − 1 to 1, suggesting negative values 

(8)ACF(95%) =
−1 − 1.96

√
(n − 2)

n − 1
< ACF <

−1 + 1.96
√
(n − 2)

n − 1

show negative correlation, zero value suggests no 
correlation and the positive values suggest positive 
correlation.

Pre‑whitening and modified Mann–Kendall (MMK)

Pre-whitening is the procedure that involves the 
removal of serial correlation from the time-depend-
ent data. The method transforms the correlated time 
series data into uncorrelated data structure (Brock-
well & Davis, 2002). The primary step involved in 
pre-whitening process is to identify the model that 
appropriately detects the existence of serial correla-
tion or AC in data using moving average model (MA) 
or autoregressive (AR) model or autoregressive inte-
grated moving average (ARIMA) model. Maximum 
likelihood estimation method or least squares method 
is used for parameter estimation, and the residu-
als are obtained by deducting the fitted values from 

Fig. 4   Slope map of the 
study area
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the observed values. The obtained residuals undergo 
appropriate transformations to reduce the residual AC 
from the data. In the present study, the pre-whitening 
test was implemented after checking for the exist-
ence of AC in the datasets and by visualising the ACF 
plots.

The modified Mann–Kendall (MMK) is a non-para-
metric statistical test that has been utilised in the study 
area for analysing the precipitation and temperature 
trends in the data across different time scales which 
includes monthly, seasonal (winter as DJF, spring as 
MAM, summer as JJAS and autumn as ON) and annual 
periods. This non-parametric test is a modification 
over the Mann–Kendall test that identifies the mono-
tonic trends present in time series data. The MMK test 
accounts for potential serial correlation in the data, 
appropriate for analysing the time series data with auto-
correlations. The pre-whitening phenomenon is the 
robust method to eliminate the serial correlations from 

Fig. 5   Land use-land cover 
classes of the study area

Table 1   Land use/cover of study area

S. No Description Area (km2) % area SWAT 
land use 
code

1 Agriculture generic 1209.874 22.334 AGRL
2 Barren 386.080 7.127 BARR​
3 Forests evergreen 1160.010 21.414 FRSC
4 Orchard 736.412 13.594 ORCD
5 Pasture 227.854 4.206 PAST
6 Rangeland 631.391 11.655 RNGB
7 Urban areas 13.514

13.688
9.089
152.315
6.871

0.249
0.252
0.167
2.811
0.126

UIDU
URHD
URLD
URMD
UTRN

8 Water bodies 866.806 16.001 WATR​
9 Wetland 3.155 0.058 WETN

Total 5417.064 100
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the data by applying transformation to data that reduces 
the autocorrelation structure. The implementation of 
MMK test involves analysing the residuals obtained 
from pre-whitening procedure at different temporal 
scales encompassing shorter time intervals like monthly 
as well as longer intervals including seasonal and yearly 
scales. The incorporation of both the tests on the time 
series data takes into account the serial correlation of 
the data efficiently and aims to provide the more relia-
ble test results with independent and uncorrelated data-
sets (Yue & Wang, 2002). The MK test statistic, cor-
rected Z statistic and the corrected variance in MMK 
test are represented by the following formulas:

(9)MK =

n−1∑
k=1

n∑
l=k+1

sign
(
Xl − Xk

)

Fig. 6   Soil map of the 
study area

Table 2   Soil textural classes of study area

S. No Soil texture Area (km2) % area

1 Silty clay loam 771.623 14.244
2 Sandy loam 1276.071 23.556
3 Sandy clay loam 924.671 17.069
4 Silty loam 163.169 3.012
5 Clay 571.809 10.555
6 Rock outcrop 741.087 13.680
7 Sand 81.117 1.497
8 Clay loam 546.040 10.080
9 Silty clay 273.921 5.056
10 Silt 44.579 0.822
11 Loamy sand 22.659 0.418

Total 5417.064 100
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where sign represents signum function.
The trend test is employed on a ranked time 

series, Xl , ranging from l = 1 to n − 1 and another 
time series, Xk , that ranges from k = l + 1 to n, each 
data point in Xl serves as a reference point with 
comparative analysis with the remaining data points 
in Xk as a part of analysis and is mathematically 
represented as follows:

where Xl,Xk are the successive data points with n as 
total number of data points.

There is corrected variance term associated with 
MMK test and is calculated as follows:

(10)sign
�
Xl − Xk

�
=

⎧
⎪⎨⎪⎩

1 ifXl − Xk > 0

0 ifXl − Xk = 0

−1 ifXl − Xk < 0

Fig. 7   ACF plots for 
temperature and precipita-
tion time series data of a 
Kokernag, b Pahalgam, c 
Qazigund and d Srinagar
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where VARcorr is the new variance or variance after 
correction, VAR(S) is the variance before correction, 
tk is the number of ties of extent k, m is the total num-
ber of values tied, and N/N* is the correction factor 
called effective sample size. When the sample size n 

(11)VARcorr = VAR(MK) ×
N

N∗

(12)
VAR(MK) =

n(n − 1)(2n + 5) −
∑m

k=1
tkk(k − 1)(2k + 5)

18

exceeds 10, Zcorr statistic is calculated using VARcorr 
and MK statistic. The following formula is used to 
estimate Zcorr statistic:

The statistically increasing trend is denoted by the 
positive values attained by the Zcorr statistic while as 

(13)Zcorr =

⎧
⎪⎪⎨⎪⎪⎩

MK−1√
(VARcorr)

, MK > 0

0, MK = 0
MK+1√
(VARcorr)

, MK < 0
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Fig. 7   (continued)
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negative values for the same depict decreasing trend in 
the time series data. When the value of standard normal 
deviate for Zcorr given as Z1corr(1− �

2
) ) is greater than the 

value of Zcorr statistic, it demonstrates that the trend is 
statistically significant or vice versa and “α” is the sig-
nificance value, considered 5% in the present study.

The other statistical variables calculated by MMK 
test are the Sen’s slope estimator and tau. The Sen’s 
slope, employed in the MMK test, is a non-parametric 
estimator that represents the median of all possible 
slopes between adjacent data points in a time series. 
It provides a robust measure of trend magnitude with-
out relying on distributional assumptions. Sen’s slope 
is computed by calculating the pairwise differences in 
data values and their corresponding time intervals. It 
offers valuable insights into the direction and magni-
tude of the trend observed in the data and is repre-
sented by the following equation:

where M denotes the slope, Xk and Xl are the data 
points at values at k and l positions, respectively, and 
k − l represents time interval between the data points.

The above equation finds the slope between two 
data points in the time series data (X). Given a time 
series X with n observations, the number of possi-
ble values of M, denoted as N, can be calculated as 
N = n(n − 1)/2. Among different approaches, Sen’s 
method is widely employed to determine the overall 
estimator of the slope (M). This method calculates M 
as the median of the N values of M. Thus, the over-
all estimator of the slope (M) using Sen’s method is 
obtained by taking the median of the N values of M.

In the MMK test, the tau statistic represents a 
quantitative measure of trend strength or the magni-
tude of the monotonic trend observed in a time series. 
It quantifies the level of concordance or discordance 
between the ranks assigned to the data points. The 
tau value ranges from − 1 to 1, where positive values 
signify an increasing trend, negative values indicate a 

(14)M = Median

(
Xk − Xl

k − l

)
k ≠ l

(15)

M
� =

{
M(N+1)

2
if N is odd

M

(
N

2

)
+

(
1

2

){
M

(
N+2

2

)}
if N is even

decreasing trend, and values close to zero suggest the 
absence of a statistically significant trend. The math-
ematical formula for calculating tau (τ) for the data 
pairs having the same direction of trend is given as

where nc is the number of concordant pairs, nd is the 
number of discordant pairs, nt is the number of tied 
data pairs with the same value, and nu is the number 
of unique data pairs.

Modelling framework

SWAT model setup

The ArcGIS software with the ARCSWAT inter-
face was employed to generate the required datasets, 
including spatial and weather-related data. It was 
further used to delineate the watershed, subwater-
sheds and drainage networks. The threshold value of 
8000 ha was marked to delineate the outlet points and 
streams to execute the hydrologic analysis and the 
model simulation for defining the subwatersheds. The 
upper Jhelum was bifurcated into 33 subbasins with 
minimal uncertainty in spatial variability.

The hydrological system analysis of the SWAT 
model was performed on a daily time step at the HRU 
level. All spatial datasets, DEM, land use-land cover, 
and soil map, were overlaid, and each parameter 
was assigned threshold values. The soil type, slope 
map and land type were assigned threshold values 
of 5%, 5%, and 1%, respectively. While delineating 
the HRUs, the areas below the threshold value were 
ignored. The SWAT model calculated the surface 
runoff and channel routing using the SCS CN method 
and the Muskingum method, respectively (Arnold 
et al., 1998). Potential evapotranspiration (PET) was 
calculated using the Penman–Monteith estimation in 
conjunction with the simplified plant growth model. 
The implementation of the snow package with the 
inclusion of elevation bands was used to examine 
the impact of snow cover and snowmelt simulations 
in the SWAT model. A maximum of five elevation 

(16)� =
nc − nd√

(nc + nd + nt) × (nc + nd + nu)
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bands were used in snow-dominated areas of the 
basin. The elevation band method was applied in 33 
subbasins to account for snowmelt hydrology, and 
the elevation band distribution is shown in Table 3. 
However, the elevation band method was not applied 
to subbasins 7, 9, 12, 19, 20 and 22 as the difference 
between the minimum and maximum elevation was 
less than 500  m, implying no significant effect on 
the hydrological phenomena pertaining to the study 
region (Abbaspour et al., 2015).

SWAT model calibration, validation and sensitivity 
analysis

The simulation process for the hydrological model 
was executed from the year 2000 to 2019. The initial 
three years (2000–2002) were set up as the warm-
up phase for the model to attain satisfactory initial 
parameter values for the 33 subbasins. The streamflow 
data from the year 2003 to 2014 were used for cali-
brating the hydrological and snow parameters. The 

Table 3   Distribution of elevation bands in 33 subbasins

Elevation 

Bands

Sub-basins with Elevation (m)

1 2 3 4 5 6 8 10 11

E1 1682.7 1725.9 2446.0 2436.7 1657.0 1700.4 1854.3 1730.2 1815.4

E2 1898.1 2043.7 3082.0 3046.1 1827.0 1979.2 2402.9 2022.6 2284.2

E3 2113.5 2361.5 3718.0 3655.5 1997.0 2258.0 2951.5 2315.0 2753.0

E4 2328.9 2679.3 4354.0 4264.9 2167.0 2536.8 3500.1 2607.4 3221.8

E5 2544.3 2997.1 4990.0 4874.3 2337.0 2815.6 4048.7 2899.8 3690.6

Sub-basins with Elevation (m)

13 14 15 16 17 18 21 23 24

E1 1981.7 1919.7 1895.4 1712.9 1721.2 1661.7 1860.7 1889.9 1828.8

E2 2615.1 2433.1 2520.2 1980.7 1987.6 1797.1 2398.1 2511.7 2280.4

E3 3248.5 2946.5 3145.0 2248.5 2254.0 1932.5 2935.5 3133.5 2732.0

E4 3881.9 3459.9 3769.8 2516.3 2520.4 2067.9 3472.9 3755.3 3183.6

E5 4515.3 3973.3 4394.6 2784.1 2786.8 2203.3 4010.3 4377.1 3635.2

Sub-basins with Elevation (m)

25 26 27 28 29 30 31 32 33

E1 1736.3 2152.9 2296.4 2298.5 2114.6 1725.3 2140.9 2223.6 1855.9

E2 2026.9 2694.7 2745.2 2751.5 2579.8 1993.9 2448.7 2698.8 2359.7

E3 2317.5 3236.5 3194.0 3204.5 3045.0 2262.5 2756.5 3174.0 2863.5

E4 2608.1 3778.3 3642.8 3657.5 3510.2 2531.1 3064.3 3649.2 3367.3

E5 2898.7 4320.1 4091.6 4110.5 3975.4 2799.7 3372.1 4124.4 3871.1
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validation period was set for five years from 2015 to 
2019. The SWAT-CUP program determined the sen-
sitivity analysis of hydrological and snow parameters 
using the Latin hypercube-OAT (LH-OAT) sampling 
technique and the SUFI-2 global sensitivity analysis 
algorithm (Abbaspour et  al., 2015) to establish the 
most sensitive parameter affecting the streamflow 
conditions (Winchell et al., 2010). Sensitivity analysis 
employs various methods to identify parameters with 
a strong influence on the model output. Nineteen flow 
parameters were found sensitive in the basin. Two 
different statistical measurements that ascertain the 
parameter sensitivity are (i) t-stat and (ii) p value. The 
t-stat is a statistical measure that defines the relation-
ship between the coefficient of regression of a param-
eter and its standard error (SE). When the coefficient 
of regression exceeds the SE, the parameter under 
consideration behaves sensitively. The p value associ-
ated with the t-stat of a parameter is estimated using 
the t-distribution table with degrees of freedom equal 
to n − 1. The higher p value suggests lower parameter 
sensitivity and vice versa (Abbaspour, 2011).

Model performance evaluation

Model statistical evaluation criteria

The model performance metrics used in the calibra-
tion and evaluation of hydrological models are uti-
lised by various researchers to express uniquely the 
similarity between the simulated and observed dis-
charge estimates (Gupta et al., 2009). Several studies 
have suggested the standard statistical model evalua-
tion criteria. The calibration results obtained from the 
model are considered acceptable only when the val-
ues of the Nash–Sutcliffe model efficiency (NSE), the 
coefficient of determination (R2), and the Kling-Gupta 
efficiency (KGE) exceed 0.50, 0.60, and 0.3, respec-
tively (Santhi et  al., 2001). Several researchers have 
used R2 and NSE as metrics to evaluate the effective-
ness of the SWAT model (Rahman et al., 2013, Rah-
man et al., 2014, Troin & Caya, 2014). The NSE and 
KGE are used to differentiate between behavioural 
and non-behavioural models. The KGE metric uti-
lises a decomposition method to break down NSE 
into its correlation, variability bias, and mean bias 
components to overcome its limitations (Gupta et al., 
2009). The model performance indicators comprise 
R2, NSE and KGE. The errors generated in the model 

are studied by mean absolute bias (MAE), percent 
bias (P.B), and root mean square error (RMSE) and 
are referred to as model error evaluation metrics, with 
an optimum value of zero (Moriasi et al., 2007). The 
P.B indicates overestimation of flow when the values 
are negative and underestimation when the values are 
positive (Gupta et  al., 1999). The statistical metrics 
are calculated using the following equations:

Qobs , Qobs is the observed and mean observed 
value, respectively, Qsim , Qsim is the simulated and 
mean simulated value, respectively, N represents the 
total number of data points or observations being 
compared, r is the correlation between values, ∝ is the 
error due to flow variability, and � is the bias.

Model uncertainty prediction criteria

The process of calibration performed on the hydro-
logical model should first be properly evaluated before 
further use. The results predicted by the model do not 
attain certain values because of the presence of uncer-
tainties that creep in due to input parameters, the struc-
ture of the model, and output. To evaluate the statistical 
uncertainty, the two prediction measures, P factor and 
R factor, are used to determine the accuracy of model. 

(17)R2 =

�∑N

i=1
(Qobs − Qobs)(Qsim − Qsim)

�2
∑N

i=1
(Qobs − Qobs)

2
∑N

i=1
(Qsim − Qsim)

2

(18)NSE =
1 −

∑N

i=1

�
Qobs − Qsim

�
∑N

i=1

�
Qobs − Qobs

�2

(19)KGE = 1 −
√
(r − 1)2 + (∝ −1)2 + (� − 1)2

(20)PB(%) = 100 ×

∑N

i=1

�
Qobs − Qsim

�
∑N

i=1
Qobs

(21)MAE =
1

N

∑N

i=1
||Qobs − Qsim

||

(22)RMSE =

√√√√ 1

N

N∑
i=1

(
Qobs − Qsim

)2
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The P factor refers to the percentage of measured data 
that falls within the 95PPU, i.e., 95% prediction bound-
ary, and its value ranges from 0 to 1. The R factor is 
a dimensionless ratio between the average thickness of 
the 95PPU (95% prediction boundary) and the standard 
deviation (SD), and its value ranges from 0 to infinity. 
When the P factor value is equal to 1 (100%) and the R 
factor approaches zero, it implies that simulated values 
and observed values are in absolutely good agreement 
(Abbaspour, 2011). The equations for calculating the P 
and R factor are given as

nyti is the measured values bracketed by 95PPU, N is 
the total measured values, dx is the average of the x 
variable, and �x is the standard deviation of measured 
variable.

Results and discussion

The upper Jhelum river basin covers an expansive 
area of approximately 5417.06 km2, with the highest 
elevation and lowest elevation of 5308 m and 1561 m, 
respectively. It has a total length of 88.9 km, a perim-
eter of 368.6 km, and a mean width of 60.9 km. The 
basin serves as the trunk river and is the seventh 
order stream, consisting of five subbasins from the 
great Himalayan range. The basin features a trellis, 

(23)P − factor =
nyti

N

(24)R − factor =
dx

�x

dendritic, and parallel/subparallel drainage pattern. 
All the basin parameters are illustrated in Table 4.

The SWAT model was configured using ARC-
SWAT, an ArcGIS interface, using the datasets pre-
pared for the basin. The SWAT model generated 33 
subbasins after the watershed delineation process. 
The modelling of hydrological processes was influ-
enced by soil, slope data, and the overlaying land, 
which led to the creation of HRUs. A three-year 
period was set as the initialization period for the 
model, along with the integration of meteorological 
datasets and a user table for the weather generator for 
simulation.

Upper Jhelum basin hydroclimatic conditions

Temperature

The temperature data were analysed from 2000 
to 2019 (20  years). The average highest tempera-
ture (Tmax) and average lowest temperature (Tmin) 
were calculated by averaging the values from the 
four meteorological stations (Fig.  8). The mean 
annual Tmax ranged from 17.01 to 20.5  °C (average, 
18.91  °C), and the mean annual Tmin varied from 
3.46 to 7.79 °C (average, 6.13 °C) in the basin. On a 
monthly basis, the highest temperature was recorded 
in July and varied from 16.11 to 27.71 °C. The sub-
zero temperatures were witnessed in the month of 
January, which also onsets the severe winter period, 
with temperature ranging from − 3.29 and 6.91  °C. 
The spring season marks the rise in temperature again 
and reaches its maximum in the summer season, fol-
lowed by the autumn season when the temperature 

Table 4   Morphometric parameters of study area*

Naqash et al. (2022)

Subbasin Area (km2) Perimeter (km) Length (km) Maximum 
elevation (m)

Minimum 
elevation 
(m)

Basin 
relief 
(km)

Length of main 
channel (km)

No. of 
micro 
watersheds

Veshav 1014.8 161.4 44.1 4564.0 1559.0 3.1 78.6 74
Rambiara 872.6 167.7 58.7 4625.0 1527.0 3.2 76.0 41
Romushi 365.0 122.0 47.3 4651.0 1577.0 2.3 54.0 09
Sandran 365.2 118.3 47.1 4065.0 1583.0 2.5 53.0 16
Bringi 505.4 135.2 40.6 4351.0 1582.0 2.9 53.0 49
Lidder 1267.2 222.6 53.8 5047.0 1535.0 3.9 82.2 98
Kuthar 328.8 89.98 35.5 4300.0 1501.0 2.8 39.0 38
Arapal 539.0 96.7 30.8 4239.0 1495.0 2.9 38.4 53
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again starts to decline. The spatial variability of tem-
perature is shown in Fig. 9. The spatial heterogeneity 
in temperature distribution is primarily modulated by 
variations in elevation across the study area. Altera-
tions in elevation induce corresponding fluctuations 
in atmospheric pressure, which, in turn, exert a nota-
ble influence on temperature patterns. Higher eleva-
tions typically exhibit lower temperatures due to the 
reduced atmospheric pressure, while lower eleva-
tions tend to experience relatively higher tempera-
tures. The meteorological stations are located within 
a topographical landscape characterised by moun-
tainous regions, with lower elevation areas situated 
at the centre. This topography leads to temperature 
variations, with higher temperatures observed at the 
central region and lower temperatures observed at the 
peripheries (Rashid et al., 2015; Zaz et al., 2019; Dad 
et al., 2021; Nabi et al., 2022).

Precipitation

The annual average rainfall from the 2000–2019 
period was recorded to be 1684.18  mm across four 
weather stations (Fig.  10). The minimum and maxi-
mum yearly mean rainfall values were 654.35  mm 
for the year 2000 and 1477.85 mm for the year 2014, 
respectively. On a monthly basis, the maximum pre-
cipitation was recorded for April (130.30  mm) and 
the lowest for November (44.51 mm). The maximum 
precipitation in the basin is received from October 
to May, accounting for 70% of the total annual pre-
cipitation. The spatial variation in the total amount 
of annual precipitation received has been depicted in 
Fig. 11. The orographic effect, which results from the 

interaction between topographic features and atmos-
pheric conditions, is the prominent mechanism affect-
ing the spatial dispersion of rainfall across the region. 
This phenomenon exerts a substantial influence on 
the spatial pattern of rainfall. The atmospheric cir-
culation patterns, monsoon dynamics, heterogenous 
landscape, and local microclimate also contribute 
to the spatial variation of rainfall. The maximum 
amount of yearly precipitation is received by the 
areas surrounded by the Zanskar range, and the low-
est annual precipitation receiving areas are the central 
low elevation regions. The elevation has a significant 
impact on precipitation patterns due to its influence 
on atmospheric processes and moisture availability. 
Changes in elevation can lead to variations in temper-
ature, air pressure, and topographic features, which, in 
turn, affect precipitation. The high elevation regions 
receive the maximum amount of precipitation, and 
lower elevation regions receive minimal precipitation.

Trend analysis of time series data

The MMK test was implemented on the time series 
data after checking the ACF plots and applying pre-
whitening procedures. The outputs of the MMK test 
along with other statistics for the temperature time 
series data for the four meteorological stations are 
summarised in Table  5. The analysis of the results 
revealed statistically significant trends in the data at 
5% significance level. Specifically, a notable decreas-
ing trend was observed in the months of November, 
December, January, and March across all stations. In 
contrast, significant increasing trends were found in 
the months of June, July, and August for all stations. 

Fig. 8   Annual average 
maximum and minimum 
temperature
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When examining the seasonal patterns, a noteworthy 
declining trend was observed during the winter sea-
son (DJF). Additionally, the analysis of the tempera-
ture time series data indicated a significant upward 
trend in temperatures throughout the year.

The trend analysis of precipitation time series data 
is summarised in Table 6. The results obtained from 
the MMK test statistics reveal significant increas-
ing trends in precipitation for the months of Janu-
ary, February, April, June, and August across all four 

Fig. 9   Spatial variability in 
annual temperature for the 
study area

Fig. 10   Trend line of mean 
annual precipitation
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meteorological stations. Conversely, a significant 
decreasing trend was observed for the month of July 
at all stations. In terms of temperature data series, a 
significant positive trend was identified for the month 
of July, indicating that it is the warmest month in the 
study region. Furthermore, the analysis suggests that 
July receives the least amount of precipitation, as 
evidenced by the significant negative trend observed 
during this month. The examination of seasonal pat-
terns indicates a statistically significant positive trend 
in precipitation during the spring season (MAM). 
Similarly, the annual analysis of the precipitation data 
confirms a significant positive increasing trend. The 
increase in precipitation can be attributed to the west-
ern disturbances occurring in the basin. The west-
ern disturbances exert their primary influence on the 
western portions of Kashmir, including the Kashmir 
Valley and the vicinity of the Pir Panjal Range. The 
four meteorological stations are frequently impacted 

by these atmospheric systems. These areas exhibit an 
elevated frequency of precipitation events, encom-
passing both rainfall and snowfall, which are associ-
ated with the passage of western disturbances. The 
intricate interaction between these disturbances and 
the rugged topography of the Pir Panjal Range con-
tributes to an augmented precipitation regime within 
these regions. The prevailing findings of this study 
are consistent with the outcomes of prior investiga-
tions conducted within the upper Jhelum basin (Dad 
et al., 2021; Nabi et al., 2022; Romshoo et al., 2018; 
Shafiq et al., 2019).

The MMK test played a critical role by assess-
ing statistically significant trends in temperature 
and precipitation datasets from 2000 to 2019. These 
test results were essential in shaping the data pre-
processing methodology. Before conducting trend 
analysis, rigorous implementation of a pre-whit-
ening procedure was carried out, a crucial step in 

Fig. 11   Spatial variability 
in total annual precipitation 
for the study area
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hydrological modelling. This process is vital as it 
removes any inherent serial correlation in the data, 
ensuring statistical independence of residuals gen-
erated in subsequent modelling stages.

The MMK test was primarily used to maintain 
high standards of data integrity and quality assur-
ance for temperature and precipitation time series 
data in the study area. The main aim was to exam-
ine the temporal temperature and precipitation 
data series for discernible trends or non-stationary 
characteristics. This methodological approach is 
significant because it can greatly impact the pre-
cision of the hydrological modelling efforts and, 
consequently, the accuracy of the discharge simula-
tions. Identifying persistent trends or non-stationary 
attributes in the dataset could substantially influ-
ence the overall findings and conclusions of the 
study.

Streamflow

The three gauging stations were subjected to stream-
flow analysis, and the maximum peak discharge was 
recorded at Sangam (3465.37 cumecs), followed by 
Ram-Munshi Bagh (2634.64 cumecs), and then by 
Rambiara (1716.35 cumecs), respectively (Fig.  12). 
The lowest values of peak discharge for Sangam, 
Ram-Munshi Bagh, and Rambiara were 2079.93 
cumecs, 1160.40 cumecs and 600.99 cumecs, 
respectively. The year 2014 witnessed flood at all 
gauging stations and marked the highest annual 
maximum flow. The spring and summer seasons con-
tribute the maximum streamflow (71%) of the yearly 
streamflow.

Sensitivity analysis

During the calibration process, the first step is to 
ascertain the most influential input parameter that 
regulates the streamflow. The GSA was used, con-
sidering nineteen (19) flow parameters, and the auto-
calibration process was executed by employing the 
SUFI-2 global sensitivity algorithm incorporated in 
SWAT-CUP.

To analyse the influence of each parameter on 
the selected objective function, a large number of 
iterations were required. The values for hydrologi-
cal parameters were extracted after running SWAT-
CUP for 1000 iterations, taking into consideration the 
experience and complete hydrological knowledge of 
the basin. The model input parameters were chosen 
based on the previous studies (Table 7). Out of the 19 
flow parameters, some snowmelt parameters greatly 
influenced the basin hydrology, particularly the runoff 
in the basin.

The first step was to fit the values for snowmelt 
parameters using SUFI-2. As per Abbaspour et al. 
(2017), there may be identification problems if the 
parameters pertaining to the snowmelt (SFTMP, 
SMTMP, TIMP, SMFMX, SMFMN, TLAPS) 
are simultaneously calibrated with hydrological 
parameters. To overcome this constraint, separate 
and rigorous calibrations of snow parameters were 
executed to attain the best fit values. Subsequently, 
the snowmelt parameters were eliminated while 
calibrating the rainfall parameters that influence 
the surface runoff (El Harraki et  al., 2021; Malik 
et al., 2021).

The results of the sensitivity analysis demon-
strated how different model parameters impact the 

Fig. 12   Trend lines of 
mean annual discharge at 
three gauging stations
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uncertainties in the output, and the relevant calibra-
tion ranges are provided for examination (Table  8). 
From the sensitivity analysis, it was revealed that 
CN was the most influential hydrological parameter 
(t = 9.3667; p = 0.0000) in the basin. The CN is a rain-
fall runoff conversion coefficient and is a dominant 
parameter, hence regulating the runoff generation. 
Depending on the values of the land use-land cover, 
soil type, and the corresponding slope, the CN value 
varies from HRU to HRU and subbasin to subbasin. 
A large change was registered in the model output 
corresponding to the relative variation in the CN 
value. It was increased to 10% from its default value, 
thus increasing the runoff generation. The CN param-
eter helps to maintain spatial consistency; hence its 
value is changed relatively. The SMTMP and SFTMP 
exhibited strong sensitivity, followed by TLAPS. 
The SMTMP was the second most sensitive param-
eter regulating the peak and shape of the simulated 
hydrograph. The TLAPS is also an influential param-
eter as it is directly linked with the process of snow-
melt. The available soil water capacity (SOL_AWC) 

significantly regulates the infiltration process occur-
ring in the basin. To enhance the water move-
ment into the soil matrix, the SOL_AWC value was 
reduced by 12% proportionally. The two influential 

Table 7   Model input parameters and their description

R are the parameters multiplied by value (R + 1) and R takes value from the initial range
V is the parameter value that is replaced by the new value taken from range

Parameters Rule Minimum value Maximum 
value

Description

R_CN2.mgt Ratio 35 98 Soil conservation service runoff curve number
V_SMTMP.bsn Replace  − 20 20 Snowmelt base temperature
V_SFTMP.bsn Replace  − 20 20 Snowfall temperature
V_TLAPS.sub Replace  − 10 10 Temperature lapse rate (°C km−1)
R_SOL_AWC.sol Ratio 0 1 Available water capacity of the soil layer
V_ALPHA_BF.gw Replace 0 1 Base flow alpha factor (days)
V_TIMP.bsn Replace 0 1 Snowpack temperature lag factor
V_SMFMX.bsn Replace 0 20 Maximum melt rate for snow on 21 June
V_SMFMN.bsn Replace 0 20 Minimum melt rate for snow on 21 December
V_GW_DELAY.gw Replace 0 500 Groundwater delay (days)
V_PLAPS.sub Replace 0 30 Precipitation lapse rate
V_SURLAG.hru Replace 0 20 Surface runoff lag time
V_OV_N.hru Replace 0 1 Manning’s n value for overland flow
V_EPCO.hru Replace 0 1 Plant uptake compensation factor
V_ESCO.hru Replace 0 1 Soil evaporation compensation factor
V_CH_N2.rte Replace 0 0.2 Manning’s n value for the main channel
R_HRU_SLP.hru Ratio 0 0.2 Average slope steepness
R_SLSUBBSN.hru Ratio 0 0.2 Average slope length
R_GWQMN.bsn Replace 0 2 Threshold depth of water in shallow aquifer 

required for return flow to occur (mm)

Table 8   Model parameter sensitivity and corresponding 
ranges used in calibration

Parameters Fitted values t-stat p value Ranking

R_CN2.mgt 84.5  − 9.3667 0.0000 1
V_SMTMP.bsn 4.68  − 8.3014 0.0000 2
V_SFTMP.bsn  − 5.96  − 7.2101 0.0000 3
V_TLAPS.sub  − 7.31  − 3.2806 0.0010 4
R_SOL_AWC.sol 0.59 3.121 0.0010 5
V_ALPHA_

BF.gw
0.66 2.686 0.0100 6

V_TIMP.bsn 0.62  − 2.441 0.0160 7
V_SMFMX.bsn 3.83  − 2.101 0.0200 8
V_SMFMN.bsn 16.85  − 2.003 0.0214 9
V_GW_DELAY.

gw
489.30 2.417 0.0333 10

V_PLAPS.sub 14.72  − 1.29 0.0469 11
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and interdependent parameters that significantly influ-
enced the basin hydrology were TIMP and SMFMX. 
The TIMP parameter takes into account the preced-
ing day’s snowmelt and determines the influence of 
temperature variation on snowpack temperature on a 
daily basis. The base flow alpha factor (ALPHA_BF) 
and the ground water delay (GW_DELAY) exhibited 
sensitivity in relation to base flow and determined the 
total water that infiltered into the soil matrix and then 
recontributes this water to the streamflow in the form 
of groundwater passing through different soil pro-
files. These parameters also take into consideration 
the time traversed by the base flow to reach the outlet. 
The overall ranking of the parameters and the values 
associated with them give insight into the importance 
of optimisation for parameter estimation. The SUFI-2 
algorithm efficiently reflects the ranges of parameters 
considering the uncertainties creeping through the 
input data, the structure of the model, parameter esti-
mation, and observation data. The contribution of all 
parameters in model output uncertainties is depicted 
in the sensitivity analysis. The sensitive parameters 
induce the maximum uncertainty in the model output; 

hence, their values should be sufficiently changed 
during the calibration process so that the best model 
output is obtained.

SWAT calibration and validation

After determining the optimal parameter datasets with 
their valid values, the model streamflow simulation 
was performed for a period of 20 years (2000–2019) 
with initializing the model for three years. The model 
calibration for the calculation of monthly runoff was 
performed for the years 2003 to 2014, and the vali-
dation was performed from years 2015 to 2019. The 
study area presents unique hydroclimatic challenges 
due to its complex terrain and meteorological vari-
ability. The hydrological patterns in the study region 
are characterised by localised and significantly vari-
able behaviours, frequently influenced by monsoon 
dynamics and snowmelt. Therefore, the modelling 
periods within this time span aim to present a more 
precise depiction of the unique hydrological behav-
iour. The effectiveness of the model was illustrated 
by the statistical values obtained for the calibration 

Table 9   Calibrated 
statistical coefficients 
(2003–2014) of the SWAT 
model at three different 
gauging stations for the 
study area

S. No Statistical coefficients Stations

Ram Munshi Bagh Sangam Rambiara

i. Correlation coefficient (R2) 0.829 0.847 0.838
ii. Kling-Gupta efficiency (KGE) 0.820 0.910 0.813
iii. Nash–Sutcliffe efficiency (NSE) 0.767 0.832 0.775
iv. Mean absolute error (MAE) 33.957 39.544 20.571
v. Percent bias (P.B)  − 6.500% 2.300%  − 5.300%
vi. Root mean square error (RMSE) 46.472 49.195 27.455
vii. P factor 0.750 0.760 0.730
viii. R factor 0.630 0.580 0.610

Table 10   Validated 
statistical coefficients 
(2015–2019) of the SWAT 
model at three different 
gauging stations for the 
study area

S. No Statistical coefficients Stations

Ram Munshi Bagh Sangam Rambiara

i. Correlation coefficient (R2) 0.836 0.853 0.817
ii. Kling-Gupta efficiency (KGE) 0.855 0.834 0.812
iii. Nash–Sutcliffe efficiency (NSE) 0.794 0.802 0.750
iv. Mean absolute error (MAE) 40.181 49.131 32.978
v. Percent bias (P.B)  − 7.700% 1.500%  − 6.400%
vi. Root mean square error (RMSE) 52.750 58.972 46.361
vii. P factor 0.780 0.800 0.760
viii. R factor 0.650 0.530 0.620
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and validation phases. The values of R2, KGE, and 
NSE for Rambiara were 0.838, 0.813 and 0.775, 
respectively, and for Sangam the values were 0.847, 
0.91 and 0.832, respectively; and for Ram Munshi 
Bagh, the values were 0.829, 0.82, and 0.767, respec-
tively, for the calibration period (Table  9). In terms 
of the errors in model simulation (P.B, MAE and 
RMSE) for Ram-Munshi Bagh, the estimated errors 
were − 6.5%, 33.957, and 46.472, respectively. For 
Sangam, the estimated errors were 2.3%, 39.544, and 

49.195, respectively, and for Rambiara, the estimated 
errors were − 5.3%, 20.571, and 27.455, respectively.

The R2 values for the validation phase were 
0.817, 0.853 and 0.836 for Rambiara, Sangam and 
Ram Munshi Bagh, respectively. The NSE figures 
for Rambiara, Sangam and Ram Munshi Bagh were 
reported as 0.75, 0.802, and 0.794, respectively, while 
the KGE values were 0.812, 0.834, and 0.855, respec-
tively (Table  10). The RMSE, P.B and MAE were 
46.361, − 6.4%, and 32.978 for Rambiara, 58.972, 

Fig. 13   Simulated and 
observed flow for the cali-
bration period (2003–2014) 
at Ram Munshi Bagh (a), 
Sangam (b) and Rambiara 
(c). Simulated and observed 
flow for the validation 
period (2015–2019) at Ram 
Munshi Bagh (d), Sangam 
(e) and Rambiara (f)
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1.5%, and 49.131 for Sangam and 52.75, − 7.7%, and 
40.181 for Ram Munshi Bagh.

The results showed that the model performance 
indicators were close to the suggested value of 1; 
and the model error evaluators were close to zero 
(0). The positive values of P.B for Sangam imply 
underestimated flow, and the negative value of 
P.B at Ram Munshi Bagh and Rambiara indicates 

overestimation of the flow (Gupta et  al., 1999). 
The reason for this behaviour could be due the fact 
that SWAT does not satisfactorily model the water-
shed streamflow that is predominantly produced 
from snowmelt (Fontaine et  al., 2002). The values 
as obtained from the objective functions show that 
the model exhibits minimum bias towards both the 
calibration and validation periods, confirming that a 
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modest agreement exists between the simulated and 
observed discharge. This also illustrates that our 
model has been adequately calibrated for the basin.

The performance evaluation of the model was 
further assessed trough graphical comparison 
between simulated and observed values of stream-
flow. The hydrograph representing the runoff in the 
basin and the scatter plots at discharge stations for 
the calibration and validation periods are shown in 
Figs.  13a–f and 14a–f, respectively. The observed 
discharge was reasonably simulated by the model, 
and the peak values in the hydrograph were well 
defined by the model. The observed and simulated 

peak flows are almost similar for all three gauging 
stations. The year 2014, considered as the flood 
year, recorded the maximum peak flow that was effi-
ciently recognised by the model, implying that the 
SWAT hydrological model has the capability to pro-
duce satisfactory results for any simulation period 
and can precisely and approximately regenerate 
high flows. The primary objective of incorporat-
ing the flood year 2014 into the calibration period 
was because significant events such as floods have 
profound consequences for the study area, and this 
selection aimed to capture the specific dynamics of 
such occurrences within the modelling framework.

Fig. 14   a, b Scatter 
plot of simulated against 
observed for the calibration 
(2003–2014) and valida-
tion (2015–2019) periods 
at Ram Munshi Bagh; c, 
d scatter plot of simulated 
against observed for the 
calibration (2003–2014) 
and validation (2015–2019) 
periods at Sangam; e, f scat-
ter plot of simulated against 
observed for calibration 
(2003–2014) and validation 
(2015–2019) at Rambiara
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Uncertainty analysis

The statistical indices for uncertainty analysis, the P 
and R factors, reported acceptable values for the cali-
bration and validation periods as 0.7 and 1, respec-
tively (Abbaspour et al., 2015). The P and R factors 
for all gauging stations are illustrated in Tables  9 
and 10. The 95PPU bands revealed that certain low 
flow events were not properly represented by the 
SWAT model and could potentially be attributed to 
the model’s inadequacy in recognising the ground-
water flow efficiently (Rostamian et al., 2008; Abbas 
et  al., 2019). As analysed and documented by many 
researchers, the correct representation of low flow 
events has always been a limitation for the concerned 
model (Abbas et al., 2019; Sudheer et al., 2007). This 
may be due to the inability of CN to effectively justify 
abstractions because of the antecedent soil moisture 
conditions. The resolution of DEM can have a major 
impact on runoff generation, as it influences drainage 
areas, stream networks, elevation slope distribution, 
which can significantly affect hydrograph shape and 
characteristics.

Conclusion

The primary aim of this study was to set up and 
implement the calibration and validation procedures 
on the SWAT model in the upper Jhelum basin, where 
runoff is mainly due to rain and snowmelt processes. 
The semi-automatic calibration program, SWAT-
CUP, was used to perform the calibration and valida-
tion in the snowy basin. The application starts with 
the set of input parameters and their initial ranges 
and finds the best fit values for the chosen objective 
functions by iteration. The introduction of elevation 
bands into the SWAT model, especially in snow-dom-
inated regions, aimed to analyse the effects of snow 
cover and snowmelt in 33 subbasins for hydrological 
assessment. The temperature and precipitation time 
series data were thoroughly analysed to detect any 
potential serial correlation. Autocorrelation plots 
were created using the autocorrelation function to 
assess the existence of autocorrelation patterns. To 
mitigate the impact of autocorrelation, a system-
atic pre-whitening procedure was applied, result-
ing in the derivation of residuals. Subsequently, the 
modified Mann–Kendall test was utilised to carefully 

examine the trend patterns evident in the obtained 
residuals. This comprehensive scientific approach 
facilitated a robust assessment of trends in both the 
temperature and precipitation datasets. The analysis 
of the results revealed statistically significant trends 
in the data at a 5% significance level. For tempera-
ture time series data, there was a pronounced decreas-
ing trend observed in November, December, January, 
and March and significant increasing trends in June, 
July, and August for all stations. A notable declining 
trend was evident during the winter season (DJF), 
and a significant upward trend was noticed through-
out the year. The findings for precipitation time series 
data reveal significant upward trends during January, 
February, April, June, and August and substantial 
decreasing trend was noted for July across all stations. 
Additionally, the analysis indicates that July experi-
ences the lowest precipitation, supported by the sig-
nificant negative trend observed during this period. 
The exploration of seasonal patterns highlights a sta-
tistically meaningful increase in precipitation during 
the spring season (MAM). Similarly, the annual anal-
ysis of the precipitation data affirms a substantial and 
significant positive increasing trend. The sensitivity 
analysis conducted in SWAT-CUP using the SUFI-2 
algorithm resulted in the optimisation of a parameter 
set consisting of 11 parameters, with the soil conser-
vation service curve number identified as the most 
influential parameter, followed by the snowmelt base 
temperature. The model was calibrated (2003–2014) 
and validated (2015–2019) for the three gauging sta-
tions. The statistical analysis revealed that the results 
were in good agreement as both the NSE and R2 
were > 0.5. The uncertainty associated with the model 
was quantified using the SUFI-2 global sensitiv-
ity algorithm, and the P and R factor values for the 
calibration–validation periods indicated good results 
encompassing more than 70% of the observed data. 
The current study further concludes that in moun-
tainous catchments, the SWAT hydrological model 
can simulate flows generated from the snowmelt 
processes that form an important component of the 
hydrological system. The calibrated model provides a 
framework to analyse the effect of the spatial variabil-
ity of land use-land cover and its impacts on biodiver-
sity and climate change. Furthermore, it facilitates in 
assessing the impact of various management and con-
servation strategies on the streamflow, water quality, 
nutrient and sediment yield for a specific watershed.
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