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speed (left drive, 0.19  °C   day−1). Then, it reaches a 
peak value (31.3 °C) earlier than the different climatic 
zones. On the other hand, the humid regions’ warm 
season starts with the shortest length and ends later 
than the other climatic zones (112.1 and 297.5 days 
a year for start and end times, respectively). We 
detected that the trend of the start time parameter has 
decreased by 98.02% of the study area during the last 
30 years. The base value, length, and large integrated 
value parameters have an increasing trend of 66.47%, 
80.11%, and 92.95% in Iran. The highest correlation 
coefficient with time was for start time and large inte-
grated value parameters. Hence, the start time and 
large integrated value parameters have almost the 
most negative (< − 0.5) and positive (> 5) trend slope, 
among other parameters, respectively. In general, 
these results demonstrate that the studied region has 
faced global warming impacts over time by increas-
ing the warm season and thermal energy, especially 
in arid and hyper-arid. We highlight the necessity of 
planning the land use under the high natural vulner-
ability of the studied local, especially in this new age 
of global warming.

Keywords Spatial–temporal variations of WSTP · 
TIMESAT · Mann–Kendall · Pearson correlation 
coefficient · Simple linear regression

Abstract This paper tries to introduce a time-series 
of temperature parameters as a potential method for 
studying the global warming. So, we investigated the 
spatial–temporal variations of warm-season tempera-
ture parameters (WSTP), including start time, end 
time, length of season, base value, peak time, peak 
value, amplitude, large integrated value, right drive, 
and left drive, using a database of 30  years’ period 
in different climates of Iran. We used daily tempera-
ture data from 1989 to 2018 over Iran to extract the 
parameters by TIMESAT software. We studied the 
trend analysis of WSTP through the Mann–Kendall 
method. Then, we considered the Pearson correla-
tion coefficient to calculate the correlation between 
WSTP and time. We assessed the trends of the slope 
using a simple linear regression method. Then, we 
compared the results of the WSTP trend analysis in 
climatic zones. Our results accused the hyper-arid cli-
matic zone has the longest warm season (194.89 days 
a year). The warm season in this region starts ear-
lier than other regions and increases with moderate 
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Introduction

In recent decades, climate change and global warm-
ing problems have raised concerns of planners and the 
researcher community and have increased the stud-
ies about the effect of these events (Kousari & Asadi 
Zarch, 2011). Researches have demonstrated that 
climate change has broad impacts on human health 
and security, water resources quantitative and qualita-
tive, and food security that are crucial for human life 
(IPCC, 2007; Ahmad et al., 2020). Reasons that have 
increased global warming include industrialization 
and increased use of fossil fuels; moreover, devel-
oping some activities such as land-use change and 
degradation of forest have caused rising greenhouse 
gas emissions (Amiri & Eslamian, 2009; Jiang et al., 
2020). Global warming has raised the frequency and 
severity of extremes temperatures (Khan et al., 2019). 
Human-made activities or natural processes have 
increased the temperature mean (Viola et  al., 2010). 
IPCC1 has reported that the average surface tempera-
ture warmed by 0.85 °C (0.65–1.06 °C) globally dur-
ing 1880–2012 (Ghasemi, 2015).

Moreover, based on the atmospheric forecast-
ing models, the earth’s temperature will rise from 1 
to 3.5  °C by 2100 (Amiri & Eslamian, 2010). The 
spatial and temporal variation trends of temperature 
show a common warming trend in the average tem-
perature at the global level (Vose et al., 2005; Brown 
et  al., 2008). Global warming and increasing the 
earth’s atmosphere temperature have raised the evap-
oration process. Furthermore, in some regions far 
from the water bodies, the soil humidity and dried out 
plants caused some changes in runoff characteristics, 
groundwater level, and water cycle (Khosravi et  al., 
2015; Patil et  al., 2020). Following the aforemen-
tioned destructive effect, an assessment of the varia-
tion and fluctuation of temperature is necessary. Due 
to the geographical location of the Middle East and 
its huge part located in an arid and semi-arid area, it 
has become one of the most vulnerable areas to cli-
mate change in forthcoming (IPCC, 2007; Kousari 
et al., 2013). Temperature fluctuations in some parts 
of Iran have been subjected to various investigations 
in recent decades.

Some researchers have considered different param-
eters to study the climate change in Iran as following: 
exploring the trends in minimum, maximum, and aver-
age temperatures; relative humidity; and precipitation 
using Kendall’s rank correlation (Kousari & Asadi 
Zarch, 2011) and variability of extreme tempera-
ture and precipitation using a linear test analysis and 
Mann–Kendall test (Rahimzadeh et  al., 2009); investi-
gating of rainfall and mean annual of temperature trends 
by the Mann–Kendall test (Ghahraman, 2007; Modarres 
& da Silva, 2007); detecting trends of the time series 
of yearly of Tmax, Tmin, Tmean, annual and seasonal 
precipitation using Mann–Kendall, Mann–Whitney, and 
Mann–Kendall rank methods (Tabari et al., 2011); and 
discovering trends and spatial and temporal changes in 
rainfall and temperature variables using Mann–Kendall 
and Sen’s slope estimator statistical tests (Mekonen & 
Berlie, 2020).

There are parametric and nonparametric techniques 
to study the trends (He, 2014). Parametric methods 
are more powerful and flexible than nonparametric 
methods. In contrast, nonparametric approaches are 
appropriate for abnormal distribution (Hess et  al., 
2001; Sharif et  al., 2010). As a nonparametric tech-
nique, Mann–Kendall is mainly used to investigate the 
time series trend (Mann, 1945; Kendall, 1975; Dixon 
et al., 2006; You et al., 2016; Latif et al., 2020). The 
main strength of Mann–Kendall is related to handling 
missing and outliers data (Hamed, 2008; Khaliq et al., 
2009). Many researchers have applied Mann–Kendall 
as the primary method to study the trend in climate 
and hydrologic variability studies worldwide (Douglas 
et al., 2000; Burns et al., 2007; Fengjin & Lianchun, 
2011; Croitoru et  al., 2012; Chakravarty & Kumar, 
2020). Among the parametric methods, simple lin-
ear regression is one of the most helpful statistical 
approaches to determine the correlation of variables 
using correlation coefficient-R, as a linear relationship 
among dependent and independent variables (Mcbean 
& Motiee, 2008; Lamchin et  al., 2018). Pearson’s 
correlation is another method to evaluate the rela-
tionship between two parameters. In a study in Iran, 
Fathian et  al. (2015) used this method for detecting 
the correlation between temperature and precipitation. 
In another study in Spain, El Kenawy et  al. (2012) 
applied the Pearson correlation coefficient to investi-
gate the relationships between meteorological param-
eters. According to previous studies, most of them 
chiefly emphasized determining the changing trend 1 - International Panel on Climate Change.
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based on climatic parameters. However, there have 
been few studies on the seasonal parameters of tem-
perature in Iran and the world. For instance, Dammo 
et al. (2015) reported during 1981–2010 a rising trend 
of the annual and seasonal temperature over North-
Eastern Nigeria. Meshram et  al. (2020) analyzed the 
trend of temperature to assess the effects of climate 
change in the period of 1901–2016 in the Chhattis-
garh State. Their results showed that the annual and 
seasonal temperature and entire stations had a rising 
trend during this period. Also, some studies in Iran 
include Zarenistanak et  al. (2014) who have evalu-
ated the trends and projections of temperature in the 
southwest region of Iran. Their results presented that 
the winter compared with other seasons was constant, 
and the indicator of Tmax was more consistent than 
Tmin and Tmean. Their results also showed that the 
higher amounts of temperatures in summer might rise 
than other season’s temperatures. Ahmadi et al. (2018) 
calculated the spatial and temporal temperature in 
Iran. They found the seasonal and annual temperature 
had increasing trends in the whole country within the 
last half-century. Fallah-Ghalhari et al. (2019) identi-
fied Tmax and Tmin in Iran from 1976 through 2005; 
they reported the northwest part of Iran will experi-
ence increasing in the highest temperature. Also, 
they found the function of probability density for 
two parameters would be transferred to warmer tem-
peratures. Besides, Miri et al. (2021) reported a rising 
trend of overall temperature seasons in most regions 
of Iran in the future. Their results also revealed that 
the most spatiotemporal variation of temperature is 
principally related to the mountain parts in the winter 
months and partially in the fall.

According to some of the published researches, 
application of time-series of satellite images using 
TIMESAT such as season start, beginning grow-
ing season, determining the classes of land cover, 
and monitoring the land surface has been studied 
(Eklundh & Jönsson, 2016; Parece & Campbell, 
2018; Rihan et  al., 2021), but limited evidence has 
been published about spatial–temporal variations of 
warm-season temperature parameters.

Some studies show that most researchers focus 
on the trend of temperature changes and have not 
paid attention to issues such as evaluating the trend 
of seasonal temperature parameters, including the 
time of start and end of the warm season, maximum 

temperature, rate of temperature growth at the begin-
ning of the warm season and rate of temperature 
decrease at the end of the warm season. These are 
necessary to understand better the phenomenon of 
global warming on the one hand and planning from 
macro to micro-based on sustainable development in 
various sectors (such as calculating water demand in 
agriculture). In the present study, for the first time in 
Iran as a novelty, an attempt has been made to calcu-
late the main parameters for the warm season, includ-
ing the cases mentioned, using daily temperature 
changes over 30  years, using TIMESAT software. 
Generally, the outstanding innovation of this study is 
the use of extracted warm-season temperature param-
eters and the analysis of their trend in different cli-
matic zones of Iran.

Since the investigation of time-series of tempera-
ture parameters gives more comprehensive informa-
tion about changing on spatial and temporal of warm 
season, therefore, the main goals of this study are (i) 
to detect the trend of WSTP using Mann–Kendall 
method, (ii) to calculate the correlation between WSTP 
and time with the Pearson correlation coefficient, (iii) 
to apply the simple linear regression method to assess-
ment trends slope, and (iv) to compare the results of 
trends analysis of WSTP in the climatic zones.

Material and methods

Study area

Iran is located in southwest Asia between 25° 3′ and 
39° 47′ north latitudes and between 44° 14′ and 63° 
20′ east longitudes where approximately 81.8 million 
people live there. Iran covers an area of 1.648 million 
 km2 (Fig.  1). Alborz and Zagros mountain ranges, 
stretching in the northwest-northeast and northwest-
southeast directions, respectively. Two long coast-
lines in the north (Caspian Sea) and south (Oman 
Sea and the Persian Gulf) and two central deserts, 
Kavir and Lut (in the central-east and central-north), 
are the leading topographical features of the coun-
try (Hadipour et  al., 2019). The Zagros and Alborz 
mountains are the main reason for having a different 
climate in Iran (Heydari Alamdarloo et  al., 2018). 
Most of Iran is located in arid and semi-arid climates 
with low precipitation and high evapotranspiration 
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(Khalili et al., 2016; Fallah et al., 2017; Moradi et al., 
2020). Mean annual precipitation varies from zero 
in the southern and eastern parts to 2000 mm/year−1 
in the Caspian Sea coastal areas. The average value 
of the mentioned variable over the entire country is 
about 250 mm  year−1. The mean annual temperature 
is another variable that varies from 10 in the west to 
35 °C in the center (Mianabadi et al., 2018).

Data collection

In this study to investigate the changes in temperature 
trends, a set of daily temperature data of 103 mete-
orological stations from 1989 to 2018 was collected 
from the Iranian Meteorological Organization (http:// 
www. irimo. ir/). Due to the data limitations, it was 
tried to use all available data at the stations. Finally, 
the information was prepared to analyze using TIME-
SAT 3.3 software. Since some stations had missing 
data due to the different establishment times, the data 
set was investigated after a statistical defects survey 
for restoring lost data.

The focal point of this study lies in analyzing the 
temperature parameter trends of warm season in 

Iran’s climates during the studied period. In that case, 
the climatic classification map was obtained from the 
Forests, Range, and Watershed Management Organi-
zation of Iran (http:// www. frw. ir/ 02/ En/ defau lt. aspx) 
based on Domarten climate classification. To achieve 
the best result, some classes were merged, and some 
climatic zones are different. According to this map, 
Iran is divided into other climatic categories. The 
current study was performed in four climatic zones, 
including humid, arid, semi-arid, and hyper-arid 
(Behrang Manesh et al., 2019).

Extracting WSTP

WSTP was considered to analyze the temperature 
trend changes. Seasonality parameters have the poten-
tial to map out spatial or temporal changes in the tem-
perature trends. The parameters shown in Fig. 2 were 
extracted from 30-year daily temperature time-series 
(Eklundh & Jönsson, 2017). Due to this fact that 
time-series, including a period of “n” years, have only 
“n − 1” full seasons, so 29 full warm seasons with 
proper functions were identified.

Fig. 1  Geographical location, topographic, and climatic classification maps of Iran
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Figure  2 is an example for extracting the WSTP 
(warm-season temperature parameters) in a warm 
season of a spatial year using TIMSAT. The X-axis 
shows days around the warm season of the year. In 
this study, WSTP, like this figure, was extracted for 
all study years (1989–2018) in each station. The out-
put included the WSTP 29 values (1989–2018) of 
“start time” in each station. Using interpolation of the 
WSTP, for example, start time,” the raster maps have 
been made. Then the statistical analysis was done on 
the raster maps series. According to Fig. 2, the start 
time (a) and the end time (b) of the season occurred 
when the left side of the curve and the right side of 
the curve reached a user defined level (often a cer-
tain fraction of the seasonal amplitude), respectively. 
Length of the season (c) refers to a time from the start 
to the end. The average of the left and right minimum 
values is known as a base value (d). Time for the mid-
dle of the season (e) is defined as a mean value of 
the times for which the left edge and the right edge 
have decreased to the 80% level. The most signifi-
cant value for the fitted function during the season is 
named peak value (f); this is the maximum value of 
the season that may occur at different times in com-
parison with the middle of the season (Eklundh & 
Jönsson, 2017). Seasonal amplitude (g) is the differ-
ence between the maximum value and the base level. 
The parameters of (a), (b), (c), and (e) are in Julian 
Day Number (JDN), and parameters of (d), (f), and 

(g) are in degree centigrade (°C). The increase rate at 
the beginning of the season (left drive, in °C  day−1) 
is the ratio of the difference between the left 20% and 
80% levels. The corresponding time difference and 
the absolute value of this parameter named right drive 
(°C  day−1) is the rate of decrease at the end of the 
season. Integral of the difference between the func-
tion describing the season and the base level from 
season start to season end was considered as a small 
seasonal integral (h). Large seasonal integral (h + i) is 
integral to the function describing the season from the 
season start to the season end. When part of the fitted 
function is negative, the large integral is meaningless. 
Values of the function at the start and end times of 
the season are value for the start of the season, and 
value for the end of the season, respectively (Eklundh 
& Jönsson, 2017).

TIMESAT software was used to provide a com-
plete analysis of the mentioned parameters. Smooth-
ing time series at each pixel is one of the essential 
steps in analyzing the seasonal parameters. The latest 
one was selected to smooth time-series in the TIME-
SAT package, among double logistic, asymmetric 
Gaussian, and Savitzky–Golay. The Savitzky–Golay 
method smoothly follows within-season variations 
and therefore captures subtle dynamics during the 
season. The mentioned method filters the noises 
through a quadratic polynomial, and the equation 
coefficients are calculated by weighted least square 
(Eklundh & Jönsson, 2015). After smoothing, the 
relative amplitude method was used to define the 
start and end of the warm season. The raster maps of 
WSTP for each warm season were created to inves-
tigate the trend changes using the inverse distance 
weighting (IDW) interpolation method in ArcGIS 
10.3 software. Then, descriptive statistics, including 
mean and standard deviation of all these 10-seasonal 
temperature parameters, were calculated by the men-
tioned software for each warm season (10 × 29 raster 
maps).

Trend analysis using Mann–Kendall

The MK method was used to evaluate the WSTP 
trend over 29 seasons. We used standardized test sta-
tistic Zc by calculating test statistics S and Var (S) in 
this method. The equation for computing the test sta-
tistic S is given as Eq. (1):

Fig. 2  WSTP: (a) start time, (b) end time, (c) length of season, 
(d) base value, (e) peak time, (f) peak value, (g) amplitude, 
(h) small integrated value, and (h + i) large integrated value. 
Filtered and original data are indicated by red and blue lines, 
respectively (Eklundh & Jönsson, 2017)

Page 5 of 15    806



Environ Monit Assess (2021) 193: 806 

1 3

where (n) is the length of the dataset, (Xj) and (Xi) are 
the sequential data values esteem on occasion (j) and 
(i), and the sign means the sign capacity that takes 
on the values 1, 0, or − 1, if Xj > Xi, Xj = Xi or Xj < Xi, 
respectively.

The variance statistic can be obtained as follow:

In which (n) is the number of data points, (tp) is the 
number of ties for pth value, and (q) is the number of 
tied groups.

The test statistic Zc has been calculated by the 
Eq. (3).

The positive and value of Zc show an increasing 
trend, and a negative value indicates a decreasing 
trend.

In the present study, to display changes in WSTP, 
Zc values were applied. Then detailed maps of these 
extracted values by the Mann–Kendall method were 
prepared for each parameter. At the 5% significance 
level, the null hypothesis is rejected, and the time 
series of each parameter has a significant trend if the 
absolute value of Zc is higher than 1.96. Otherwise, 
time-series data has no trend (Zhou et al., 2018). The 
Mann–Kendall coefficient was calculated for param-
eters by eliminating the seasonal trend from the data 
using Earth Trends Modeler (ETM) in TerrSet 18.31 
software.

Trend analysis WSTP using Pearson’s correlation and 
linear regression

Furthermore, the Pearson correlation and simple lin-
ear regression were determined on the raster layers of 
WSTP using the TerrSet software to evaluate trends 
during the studied period. The equation to calculate 
the Pearson correlation coefficient (CC) or (r) is given 
as Eq.  (4). In this equation, x and y are the average 

(1)S =
∑n−1

i=1

∑n

j=i+1
Sign(xj − xi)

(2)

Var(S) =
1

18

[
n(n − 1)(2n + 5) −

∑q

p
tp(tp−1)(2tp + 5)

]

(3)ZC =

⎧
⎪⎨⎪⎩

S−1√
Var(s)

, S > 0

0, S = 0
S−1√
Var(s)

, S < 0

of the first and the second dataset, respectively (Lee 
Rodgers & Nicewander, 1988; Kumar & Kaur, 2012).

The Pearson correlation coefficient (r) value varies 
between 1 and − 1, which + 1, zero, and − 1 revealed 
a complete positive correlation, no correlation, and 
a complete negative correlation, respectively. In this 
study, the relationship between time and each of 10 
seasonal parameters was calculated. The mean value 
of coefficient (r) was classified as maps in ArcGIS 
10.3 software to accurately evaluate.

Trend analysis WSTP using linear regression

Simple linear regression (Rencher, 2002) was another 
approach to studying the linear relationship between 
dependent and independent variables. Here, the sea-
sonal parameters and time were the dependent and 
independent variables, respectively. The slope coeffi-
cient of the regression line was calculated to evaluate 
the correlation between these variables according to 
Eq. (5) (Chatfield, 2016).

In this equation, (t) and (y) refer to time and sea-
sonal parameters, respectively. It is important to note 
that the negative slope represents an inverse relation-
ship. The positive slope indicates a direct connection, 
and the slope value shows the degree of dependence 
of the variables. The slope values were classified in 
ArcGIS 10.3 software to investigate the trends.

Results and discussion

WSTP

Table  1 indicates descriptive statistics of WSTP all 
over Iran. This table presents the mean and standard 
deviation (SD) values of seasonality parameters in 
four climatic zones for 29 warm seasons. According 

(4)r =

∑n

i=1
(xi − x)(yi − y)�∑n

i=1

∑
(xi − x)

2 ∑n

i=1
(yi − y)

2

(5)

Slope =

29
�∑2018

i=1988
ti yi

�
− (

∑2018

i=1988
ti)(

∑2018

i=1988
yi)

29
∑2018

i=1988
t2
i
− (29

∑2018

i=1988
ti)

2
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to Table  1, WSTP in the climatic zones of Iran has 
various values. So that, the warm season starts ear-
lier in the hyper-arid regions and ends earlier (100.8 
and 295.69 days for start and end times, respectively). 
Also, it starts and ends later in the humid areas than 
other climatic zones (112.1 and 297.55 days for start 
and end times, respectively). On average, the dif-
ference between the start time of the warm seasons 
(11.3  days) is more than the end time of the warm 
season (1.86 days) in different climates in Iran, from 
humid toward hyper-arid.

According to Table 1, the average of rising temper-
ature or warming rate at the beginning of the warm 
season (left drive) and lowering the temperature or 
cooling rate at the end of the warm season (right 
drive) are 0.01 and 0.02 (°C.day−1), respectively in all 
climates.

Generally, both hyper-arid and humid climates are 
very noticeable. The hyper-arid climatic zone has the 
longest warm season (194.89 days a year), so that the 
warm season in this region starts earlier than other 
regions and increases with moderate speed (left drive, 
0.19). Then, it reaches a peak value (31.27  °C) ear-
lier than the different climatic zones. On the contrary, 
the humid climatic zone has the shortest warm season 
(185.48 days a year). So, it starts later than other cli-
mates and reaches a peak value (27.24 °C) with mod-
erate speed (left drive, 0.19). The end of the warm 
season in humid regions occurs later than in other 
regions. Considering Table 1, the peak value of tem-
perature in the humid zone is the lowest value among 
different climates.

According to the values of the large integrated 
parameter as a thermal energy index, it can be seen 
that the highest and lowest amounts of thermal energy 
index belong to the hyper-arid and humid regions, 
respectively. It is because of the longer length of the 
warm season and higher peak temperature in hyper-
arid and the shortest length of warm season and lower 
peak temperature in humid regions. Since thermal 
properties play an essential role in plant development 
and growth (Iqbal et al., 2016), so the ecosystems of 
these climates are different.

The use of WSTP extracted from TIMESAT soft-
ware to study temperature changes in Iran showed 
valuable results. The study of temperature changes 
in detail using seasonal temperature parameters such 
as season shovels, season length, end of the season, 
speed of temperature changes, and thermal energy has Ta

bl
e 

1 
 D

es
cr

ip
tiv

e 
st

at
ist

ic
s o

f W
ST

P 
in

 th
e 

stu
dy

 a
re

a

W
ST

P

C
lim

at
ic

 z
on

es
St

ar
t t

im
e 

(d
ay

)
En

d 
tim

e 
(d

ay
)

Le
ng

th
 (d

ay
)

Pe
ak

 ti
m

e 
(°

C
)

B
as

e 
va

lu
e 

(°
C

)
M

ea
n

SD
M

ea
n

SD
M

ea
n

SD
M

ea
n

SD
M

ea
n

SD
H

um
id

11
2.

1
4.

56
29

7.
55

2.
02

18
5.

48
4.

66
20

6.
89

2.
03

3.
81

2.
93

Se
m

i-a
rid

10
7.

91
4.

28
29

6.
33

2.
24

18
8.

41
4.

81
20

4.
44

3.
09

3.
02

3.
61

A
rid

10
2.

81
4.

17
29

6.
87

4.
29

19
4.

05
5.

82
20

0.
84

3.
75

8.
62

4.
93

H
yp

er
-a

rid
10

0.
8

4.
1

29
5.

69
3.

92
19

4.
89

6.
12

19
9.

09
3.

3
8.

3
4.

05
C

lim
at

ic
 z

on
es

Pe
ak

 v
al

ue
 (°

C
)

A
m

pl
itu

de
 (°

C
)

Le
ft 

dr
iv

e
R

ig
ht

 d
riv

e
La

rg
e 

in
te

gr
at

ed
M

ea
n

SD
M

ea
n

SD
M

ea
n

SD
M

ea
n

SD
M

ea
n

SD
H

um
id

27
.2

4
2.

39
23

.2
8

2.
09

0.
19

0.
01

0.
22

0.
02

43
46

.7
9

42
7.

32
Se

m
i-a

rid
27

.3
8

2.
92

24
.2

1
1.

47
0.

2
0.

01
0.

22
0.

02
44

16
.5

7
58

0.
97

A
rid

30
.7

8
2.

6
22

.0
4

3.
12

0.
19

0.
02

0.
2

0.
03

53
32

.2
1

70
2.

86
H

yp
er

-a
rid

31
.2

7
1.

8
22

.8
5

3.
11

0.
19

0.
02

0.
2

0.
03

54
17

.9
3

54
7.

85

Page 7 of 15    806



Environ Monit Assess (2021) 193: 806 

1 3

been an innovation that has been used in this study. A 
review of previous investigations shows that the use 
of seasonal parameters used by TIMESAT software 
in other studies such as Guo et al. (2014), Parece and 
Campbell (2018), and Klein et  al. (2021) has also 
been satisfactory. These studies applied TIMSAT to 
evaluate the urban phenology using thermal islands 
changes (Parece & Campbell, 2018), vegetation 
phenology using NDVI changes (Guo et  al., 2014), 
and analysis of temporal-spatial changes surface 
water resource’s extension by time series of MODIS  
data set (Klein et al., 2021).

Extraction of seasonal parameters such as the 
beginning of the growing season, end of the grow-
ing season, start and end time, and length of spatial 
changes of water resources using the mentioned soft-
ware is an example of studies that show the applica-
tion of seasonal parameters that are consistent with 
the results of this study, and the use of this method 
further confirms the work. In all these studies, climate 

change and global warming have affected water 
resources and vegetation as well as heat islands and 
caused changes in seasonal parameters. What makes 
the results of these studies more accurate is the use of 
seasonal parameters extracted from TIMESAT soft-
ware. It should be noted that some parameters such 
as the rate of increase or decrease in temperature at 
the beginning and end of the warm season have been 
less considered by researchers and this research is one 
of the first studies in this field, so there is a need for 
more research in this subject.

Results of Mann–Kendall analysis

In Fig. 3, the trend of positive (increasing), negative 
(decreasing), and non-existent trends in the WSTP 
can be observed by Zc classification. Also, the area 
percentage of Iran’s climatic zones was shown to 
assess the WSTP trend using Zc classification in 
Table 2. During the last 30 years, the trend of the start 

Fig. 3  Classification of the 
test statistic Zc (significance 
at the 5% level) to trend 
detection in WSTP during 
the study period
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time parameter is decreasing in 98.02% of the study 
area. Base value, length, and large integrated have an 
increasing trend of 66.47%, 80.11%, and 92.95% of 
Iran, respectively. In Fig. 3 and Table 2, it is observed 
that the trends of four parameters include end time, 
peak time, amplitude, and left drive remained 
unchanged in most areas of Iran (68.42%, 88.92%, 
77.59%, and 95.62% of Iran, respectively).

According to Table  2, the start time parameter 
decreases in 6.5%, 27.64%, 28.5%, and 35.38% of 
humid, semi-arid, arid, and hyper-arid regions of 
Iran’s climatic zones. About the end time param-
eter, 6.73% of humid, 25.46% of semi-arid, 18.2% 
of arid, and 18.03% of hyper-arid regions have no 
change in trends. Besides, regarded as a positive trend 
in the length of season parameter, 2.97%, 18.46%, 
24.44%, and 34.24% of humid, semi-arid, arid, and 
hyper-arid regions are increasing, respectively. The 

area percentage of climatic zones for changes in 
other WSTP using Zc classification is observable in 
Table 2.

Peak value does not have any particular trend 
in most arid and hyper-arid regions. Still, it has an 
increasing trend, mostly in northwestern Iran, having 
a humid and semi-arid climate (Fig. 3). These results 
are consistent with Fallah-Ghalhari et al. (2019), who 
evaluated the impact of climate change on maximum 
and minimum temperatures in Iran. The base and 
peak value parameters have an increasing trend in 
some regions, so it can be concluded that the maxi-
mum and minimum temperatures are rising in these 
regions. Since increasing the maximum and minimum 
temperatures have more effects on the environment 
than the average temperature (Zhang et  al.,  2007), 
changes in the ecosystem of these regions can be 
considerable.

Table 2  The area percentage of Iran’s climatic zones for changes in WSTP using Zc classification

WSTP Humid Semi-arid Arid Hyper-Arid Total

 − no  +  − no  +  − no  +  − no  + 

Start time 6.5 0.62 0 27.64 1.04 0 28.5 0.18 0 35.38 0.14 0 100
End time 0.4 6.73 0 2.63 25.46 0.6 1.54 18.2 8.94 0 18.03 17.47 100
Length 0 4.16 2.97 0 10.22 18.46 0 4.23 24.44 0 1.28 34.24 100
Peak time 0.48 6.65 0 5.49 23.19 0 3.83 24.84 0 1.28 34.24 0 100
Base value 0 0.81 6.31 0 5.1 23.58 0 11.12 17.56 0 16.5 19.02 100
Peak value 0 1.48 5.65 0.3 12.18 16.19 0.03 22.32 6.33 0 31.33 4.19 100
Amplitude 1.41 5.72 0 8.83 19.84 0 6.18 22.5 0 5.69 29.53 0.3 100
Left drive 0.06 7.07 0 2.18 26.51 0 1.83 26.83 0 0.31 35.21 0 100
Right drive 0 4.85 2.28 0 22.87 5.81 0 10.55 18.13 0 4.45 31.06 100
Large integrated 0 0.86 6.28 0 4.88 23.8 0 1.25 27.42 0 0.06 35.45 100

Table 3  Trend analysis 
of seasonal temperature 
parameters using the test 
statistic Zc in the study area

*Significance at the 5% 
level

WSTP

Climatic zones Start time End time Length Peak time Base value
Zc Zc Zc Zc Zc

Humid  − 2.79*  − 0.18 1.76  − 1.17 2.71*
Semi-arid  − 3.12*  − 0.32 2.03*  − 1.38 2.46*
Arid  − 3.28*  0.91 2.59*  − 1.04 2.12*
Hyper-arid  − 3.36*  1.67 2.96*  − 0.58 1.81
Climatic zones Peak value Amplitude Left drive Right drive Large integrated

Zc Zc Zc Zc Zc
Humid 2.44*  − 1.56  − 0.59 1.64 2.68*
Semi-arid 1.9  − 1.7  − 1.07 1.47 2.8*
Arid 1.12  − 1.33  − 1.1 2.11* 3.04*
Hyper-arid 0.93  − 0.96  − 0.98 2.41* 3.51*
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There is a significant increase in the length of 
the warm season in all climatic zones except humid 
zones during 30 years. Since temperature plays a vital 

role in drought (Vicente-Serrano et  al., 2014), it is 
expected that Iran’s moist and semi-arid regions will 
become drier regions over time. It is consistent with 

Table 4  The mean of Pearson correlation coefficient (r) and slope of a linear regression between WSTP and time

WSTP

Climatic zones Start time End time Length Peak time Base value
r Slope r Slope r Slope r Slope r Slope

Humid  − 0.51  − 0.38  − 0.05  − 0.02 0.37 0.35  − 0.2  − 0.09 0.53 0.08
Semi-arid  − 0.56  − 0.46  − 0.06  − 0.03 0.41 0.42  − 0.25  − 0.13 0.45 0.08
Arid  − 0.62  − 0.51    0.2    0.07 0.54 0.58  − 0.2  − 0.10 0.35 0.04
Hyper-arid  − 0.63  − 0.50    0.34    0.16 0.59 0.66  − 0.12  − 0.05 0.3 0.03
Climatic zones Peak value Amplitude Left drive Right drive Large integrated

r Slope r Slope r Slope r Slope r Slope
Humid 0.47 0.04  − 0.3  − 0.04  − 0.08  − 0.0001 0.32 0.001 0.51 14.72
Semi-arid 0.36 0.03  − 0.31  − 4.81  − 0.16  − 0.03 0.029 0.0009 0.52 15.35
Arid 0.23 0.01  − 0.2  − 0.02  − 0.16  − 0.0003 0.4 0.001 0.6 20.40
Hyper-arid 0.2 0.01  − 0.15  − 0.02  − 0.1  − 0.0002 0.44 0.0012 0.65 23.22

Fig. 4  Classification of 
Pearson correlation coef-
ficient (r) during the studied 
period
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HadiPour et  al. (2020), who point it out in a study 
addressing the spatial variability of drought index in 
dry regions of Iran. In general, it seems to be hap-
pening in other parts of the world (Li et  al., 2019; 
Koutroulis, 2019). Increasing aridity will increase 
land degradation and reduce biodiversity in these 
areas (Durán et  al., 2018). A remarkable fact is that 
although the base value and peak value are increas-
ing, the amplitude trend is not significant in most cli-
matic regions.

Table 3 indicates the values of the test statistic Zc 
in climatic zones for WSTP at a significant 5% level. 
Regarding this table, the average Zc value for start 
time and large integrated parameters in all climatic 
zones and length and base value parameters in more 
climatic zones is significant. The trend of start time is 
decreasing, and for base value, length, and large inte-
grated is increasing. It means that the warm season 
starts earlier over time in almost all over Iran from 
1989 to 2018  years. It has affected on length of the 

season and, finally, the thermal energy index of the 
warm season (large integrated value). These results 
indicate warm season in Iran is changing, which can 
be a consequence of global warming (Shokoohi et al., 
2014). Change of warm season impacts on plant 
growth (Roshan et al., 2014; Behrang Manesh et al., 
2019) and land surface processes such as evapotran-
spiration (ET), sublimation from snow, and stream-
flow (Das et al., 2011).

The Pearson correlation coefficient and linear 
regression were analyzed to determine the correlation 
between WSTP and time. The mean of Pearson corre-
lation coefficient (r) and slope for linear regression is 
presented in Table 4. Regarding this table, the corre-
lation coefficient for four parameters, including start 
time, peak time, amplitude, and left drive, decreases. 
Five parameters, including length of season, base 
value, peak value, right drive, and large integrated 
value, are increasing in most regions of the study 
area. The correlation coefficient for the end time 

Fig. 5  The slope of the 
regression line between 
WSTP and time during the 
studied period
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parameter increases in arid and hyper-arid climatic 
zones and decreases in humid and semi-arid regions.

According to Table 4, the peak temperature value 
in humid and semi-arid regions correlates with time 
more than in hyper-arid and arid areas. The corre-
lation coefficient increases moving toward the north-
west of this region. Also, the slope of changes for this 
parameter shows a high average in humid and semi-
arid regions. This result follows Mahmoudi et  al. 
(2019), who evaluated the temperature change trends 
in Iran. Having essential roles in agriculture and 
ecosystem (Leng et al., 2015; Liu et al., 2017), with 
increasing the peak and base temperature in humid 
and semi-arid regions, food security in these regions 
will generally face problems in the future.

Figure  4 shows the average Pearson correlation 
coefficient (r) in climatic zones between the WSTP 
and time. According to Fig. 4, the highest correlation 
coefficient is for start time and large integrated value 
parameters. Analysis of linear regression shows that 
the parameters of the start time, peak time, ampli-
tude, and left drive have a decreasing slope in all cli-
matic regions of Iran. As shown in Fig. 5 and Table 4, 
start time and large integrated value parameters have 
almost the most negative (< − 0.5) and positive (> 5) 
trend slope among other parameters, respectively. 
Also, the left drive and Right drive have the least 
negative and positive trend slope among other param-
eters. The slope coefficient classification (Fig.  5) 
shows that more parameters range between 1 and − 1, 
except large integrated value. Generally, although the 
start time of warm-season decreases in slope between 
0.38 and 0.51, the thermal energy index (large inte-
grated value) increases with a slope of more than 14. 
This result demonstrates we face global warming in 
Iran. According to Smadi (2006), the changing tem-
perature trends are due to increasing greenhouse 
gases and urbanization, and global warming. Over-
all, the increasing temperature in Iran will lead to 
increasing potential evapotranspiration, drought, and 
desertification (Tabari et al., 2011). It is a significant 
concern for scientists that impacts human life and the 
environment.

Conclusions

This study investigated the warm-season temperature 
parameters (WSTP) by using long-term trends in the 

daily temperatures time series at 103 meteorological 
stations all over Iran from 1989 to 2018. The results 
of WSTP analysis showed that the most significant 
difference in WSTP values is between humid and 
hyper-arid climatic zones. Also, from drier to wet-
ter regions, the length of the warm season and the 
peak temperature decrease. We demonstrated that 
air humidity in these climatic regions has the most 
important role in moderate air temperature. Evalu-
ation of the long-term trend of WSTP indicated the 
warm-season thermal energy index influenced by the 
start time, season length, and base value of tempera-
ture more than other parameters. So, the large inte-
grated value as the thermal energy index increases 
almost all over Iran.

Regarding the large integrated value of the warm 
season, we detected that the warm season in Iran is 
changing towards increasing the thermal energy 
index with the most positive slope (> 5). The hyper-
arid region encompasses the most changes of the 
warm season since it has the most trend slope of 
thermal energy index (23.22) in this season. On the 
other hand, the humid zones are the regions with 
the lowest temperature changes (slope of significant 
integrated value, 14.72) in the warm season in Iran. 
These results demonstrate that Iran has faced global 
warming impacts over time. In general, warm-season 
change affects on the ecosystem, mainly arid and 
hyper-arid regions and causes degradation and deser-
tification over time. The current investigation can 
be an alarm warning to humans for the reduction of 
abuse and exploitation on the environment, expan-
sion of desertification, and degradation. Regarding 
the relationship between ecosystem and warm-season 
change, study of the effect of temperature parameters 
on the dynamic of vegetation cover will be an excit-
ing study in future work.
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