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Research on intelligent prediction and zonation
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Abstract Global climate change and human activities
aggravate the frequency of flood disasters. Flood risk
includes natural flood risk and risk of economic and
social disasters, which is displayed intuitively by flood
risk zonation maps. In this paper, we take the disaster-
causing factors, the disaster environment, the disaster-
bearing body, and the disaster prevention and mitigation
capability into consideration comprehensively. Eleven
influencing indexes including annual maximum 3-day
rainfall and rainfall in flood season are selected, and the
virtual sown area of crops is innovated. Taking the
Huaihe River Basin (HRB) as the research area, the
flood risk prediction of the basin is explored by using
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the long short-term memory (LSTM). The results show
that LSTM can be successfully applied to flood risk
prediction. The short-term prediction results of the mod-
el are good, and the area where the risk is seriously
underestimated (the high and very high risk are identi-
fied as the very low risk) accounts for only 0.98% of the
total basin on average. The prediction results can be
used as a reference for watershed management organi-
zations, so as to guide future flood disaster prevention.

Keywords Flood risk - Huaihe River Basin - Crops -
Neural network - Intelligent prediction - GIS

Introduction

Flood disaster is a type of natural disaster with sudden
occurrence, huge destructiveness, and high frequency
(Hall et al. 2005; Budiyono et al. 2015; Foudi et al.
2015; Yin et al. 2015; Khosravi et al. 2016; Lyu et al.
2018). In recent years, under the dual influence of
climate change and human activities, its occurrence
frequency, damage range, and disaster loss have in-
creased in varying degrees (Apel et al. 2004; Zhou
et al. 2012; Chen et al. 2013). Flood risk reflects the
combination of disaster possibility and consequences in
a certain region or basin, including not only natural
aspects but also economic and social factors. Under-
standing the temporal and spatial characteristics of flood
risk is an important prerequisite to guide current and
future flood control and disaster reduction work. Flood
risk assessment is an effective means to reveal the
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complex relationship between risk influencing factors
and risk levels. Flood risk zonation is the quantification
of the flood risk, which can intuitively display the risk
distribution, provide accurate temporal and spatial in-
formation of the risk, and is widely used in the field of
the flood risk. It is also the development trend of visual
monitoring and management of flood control in the
future (Li et al. 2013; Zou et al. 2013; Castillo-
Rodriguez et al. 2014).

Because the flood disaster is affected by many factors
including nature, economy and society, and engineer-
ing, it is involved in the complex process of causing,
gestating, and bearing disaster. Flood risk assessment
has become one of the hotspots and difficulties in inter-
national water conservancy and disaster circles. In the
assessment process, a large amount of real-time data is
needed for flood inundation simulation and the instant
flood risk assessment based on the water dynamics
(Bonn and Dixon 2005; Badrzadeh et al. 2015). The
one-dimensional or two-dimensional water dynamic
model used for modeling is not a macro consideration
for a large river basin and is generally applicable to a
small watershed on the contrary, so is therefore not
among the ranges discussed herein. Only the macro-
scale annual flood risk is discussed in this paper. At
present, there are two kinds of mainstream evaluation
methods, among which the construction of an evalua-
tion index system based on risk components from the
perspective of causes is relatively mature, and the re-
search achievements are quite fruitful. For example, the
risk evaluation model is constructed from the angle of
hazard and vulnerability (Wu et al. 2015; Wu et al.
2017; Peng 2018), or from three aspects of disaster-
causing factors, disaster environment, and the
disaster-bearing body (Liu et al. 2008; Liu et al.
2009). The weight of index also changes from using
a single subjective or objective weight to construct-
ing a comprehensive weight, thus balancing the mul-
tiple effects of the subjective and objective factors,
and the spatial heterogeneity of decision makers’
attitudes towards risk preference is also considered
(Xiao et al. 2017). There are many factors involved in
this method which have strong regional differences,
and most of them call for expert decision-making.
For example, four hydrologists, four engineers, and
eight end-users are required to score repeatedly in a
paper (Ouma and Tateishi 2014), which consumes a
lot of manpower and material resources and makes
the calculation more complex.
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With the rapid development of artificial intelligence
and machine learning techniques, flood risk evaluation
based on intelligent algorithms is gradually entering the
field of hydrology and risk management and provides a
new perspective and a new methodology for flood risk
evaluation. Some intelligent algorithms have been ap-
plied in specific watersheds or regions. Among them,
random forests showed strong ability in flood risk as-
sessment of Dongjiang River Basin (Wang et al. 2015),
and the effect of risk classification proved to be reliable.
Deng (2013) successfully applied feature weighted sup-
port vector machine based on improved parameter opti-
mization for flood risk assessment. In order to realize the
function of a comprehensive evaluation of the multi-
dimensional flood disaster index in one-dimensional
continuous space, Huang et al. (2010) established an
optimized support vector machine model suitable for
flood disaster level evaluation. The results showed that
the model had strong generalization ability. In addition,
decision tree (Kubal et al. 2009; Tingsanchali and Karim
2010), Bayesian network (Li et al. 2010), BP neural
network (Lai et al. 2011), and other methods (Wang
et al. 2013; Lai et al. 2015) have been used to evaluate
flooding. However, most of these intelligent algorithms
do not consider the time correlation of dynamic time
series as well as revealing the evolution process of flood
risk from the mechanism scale, and it is difficult to
deeply excavate the inherent laws contained in dynamic
time series. Most studies only evaluate the risk that has
occurred in the past and mostly simulate the multi-year
average flood risk of a basin or a region, and fail to give
guidance for the future flood risk and its trend.

Flood risk prediction can be regarded as a typical
time-series prediction problem with both nonlinear and
nonstationary characteristics, which increases the diffi-
culty of predicting flood risk. The LSTM proposed in
1997 has the concept of time series (Hochreiter and
Schmidhuber 1997). The long-term memory ability en-
ables it to study deeply and mine the potential laws
between the data more deeply, which improves the
accuracy and reliability of the prediction results. It has
been applied to the fields of finance, acoustics, and
medicine (Graves and Schmidhuber 2005; Fischer and
Krauss 2018), among many other fields.

In view of the complex nonlinear relationship be-
tween flood risk evaluation index and flood risk level,
the temporal correlation of flood risk itself, the large
number of indexes, and the large amount of data, LSTM
is introduced to carry out empirical research in the HRB
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(schematic in Fig. 1). An intelligent identification and
prediction model of flood risk of the basin based on
LSTM is constructed, and the intelligent prediction and
zonation of the future flood risk of the basin is studied,
which provides an efficient, convenient, and accurate
way for flood risk evaluation, and the prediction results
can provide valuable reference for watershed manage-
ment institutions as well as decision makers.

Study area

The Huaihe River Basin (HRB, 30° 55'~36° 36’ N, 111°
55'~121 °25" E) straddles four provinces of Henan,
Jiangsu, Shandong, and Anhui (Fig. 2). It is located in
the overlapping regions of three transitional climates,
covering mid to low latitudes and sea to land and is the
third largest watershed in China. The river basin is
densely populated; the average population density is
the highest of the seven major Chinese basins. The
cultivated land is vast and composed of grain, cotton,
and oil base in China.

Due to its unique geographical position, the typical
drought and waterlogging characteristics (drought will
occur without rainfall, waterlogging will occur together
with rainfall, and flood will occur together with heavy
rainfall) of this basin are formed. The rainfall from June
to August accounts for more than half of the annual

rainfall of the basin, and once floods occurred, the
middle reaches are prone to waterlogging due to the flat
terrain and the poor flood discharge. The floods can be
compound because of the numerous tributaries and few
entrances to the sea. According to the historical records
of 522 years from 1470 to 1991, the flood occurred
every 3 years on average in the HRB. With the rapid
development of global climate change and urbanization,
it has brought more arduous challenges to the current
and future flood control and disaster reduction in HRB
(Yang and Li 2003; Yang et al. 2012).

Data
Index selection

We consider the disaster-causing factors, disaster envi-
ronment, disaster-bearing body, and disaster prevention
and mitigation capability. We end up selecting 11 eval-
uation indexes. The index system is shown in Fig. 3.
A comprehensive flood risk assessment should not
only take into account the risk caused by flood transit in
flood season and untimely drainage of local heavy rainfall
but also include damage to people’s lives and property.
Therefore, in order to comprehensively describe the flood
risk of the basin, we selected in the disaster-causing
factors the rainfall in the flood season and the annual
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Fig. 1 Flow chart of intelligent prediction and zonation of the flood risk of HRB based on LSTM
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Fig. 2 Sketch map of the HRB

maximum 3-day rainfall. The disaster environment in-
cludes elevation, slope, river buffer, and drainage density.
The disaster-bearing body includes population density,
GDP density, and virtual sown area of crops. The disaster

prevention and mitigation capability take reservoir storage
modulus and flood detention basin modulus into account.

Among them, the positive indexes (the larger the
index value, the greater the flood risk value) are rainfall
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Fig. 3 Structure diagram of flood risk assessment index system
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in flood season, annual maximum 3-day rainfall, river
buffer, drainage density, population density, GDP den-
sity, and virtual sown area of crops. Negative indexes
include elevation, slope, reservoir storage modulus, and
flood detention basin modulus.

1. Rainfall in flood season (XP): Large-scale, high-
intensity, and long-duration rainfall is the direct
cause of flood disaster, and the rainfall in flood
season accounts for the vast majority of the annual
rainfall. Therefore, flood disaster is closely related
to the rainfall in flood season. The larger the rain-
fall in flood season, the more vulnerable it is to the
flood disaster.

2. Annual maximum 3-day rainfall (P3): Rainfall is
the direct factor in the formation of floods. Ac-
cording to the difference of climate, area, and
underlying surface conditions, this index is select-
ed. The greater the annual maximum 3-day rain-
fall, the more vulnerable it is to the flood disaster.

3. Elevation (H): Most of the flood disasters occur in
low-lying areas, and the higher terrain far away
from the river can effectively avoid the infringe-
ment of flood events. Therefore, the higher the
elevation, the less likely it is to be affected by the
flood disaster.

4. Slope (S): Slope is an important factor affecting
the speed of water flow. In the upper reaches of
the river where the slope is large, the flood
velocity is fast, and the flood recedes rapidly,
and the probability of a flood disaster is rela-
tively small, while the terrain of the lower
reaches of the river is flat, and the flood is
stranded and superimposed for a long time,
which is more prone to a flood disaster. There-
fore, the greater the slope of the terrain, the less
likely it is to be affected by the flood disaster.

5. River buffer (RB): The surrounding area of the
middle and lower reaches of the river and the lake
is called a buffer. The buffer, in addition to the
threat of local rainfall, is also threatened by the
formation of infiltration, levee, and collapse of the
flood. Therefore, the flood risk in this part of the
area is higher than that of other places, and the
risks of high-grade rivers are relatively high due to
the large runoff.

6. Drainage density (D): refers to the total length of
the river within a unit area. The higher the drainage
density, the more channels of flood discharge, the

10.

11.

wider the adjacent river area, and the more vulner-
able it is to the flood disaster.

Population density (PD): refers to the number of
permanent residents per unit land area (km?),
which can reflect the number and distribution of
disaster-bearing bodies in the basin. The greater
the population density, the more concentrated the
population distribution, the more vulnerable it is to
the flood disaster.

GDP density (GD): refers to the gross domestic
product (GDP) created by unit land area (km?),
which can reflect the efficiency of land use, the
density of output value and the level of economic
development. The larger the GDP density, the
more concentrated the distribution of GDP, the
more vulnerable it is to the flood disaster.

Virtual sown area of crops (A): It reflects the virtual
sown area under the situation of rice as the standard
crop planting in the basin. The larger the virtual
sown area of the crops, the more rice is planted, so
the greater the flood disaster tendency is.
Reservoir storage modulus (SD): Reservoir is an
important flood control project, which plays the
role of stagnant flood storage and flood peak
abatement. The larger the flood control capacity
above the flood control section, the greater the
regulation effect on the flood, the more difficult
to be affected by the flood disaster.

Flood detention basin modulus (FD): Flood deten-
tion basin is a common emergency flood control
project, which plays a role in sacrificing the part to
protect the whole and taking the initiative to ex-
change smaller controllable losses for greater flood
control benefits. Therefore, the greater the flood
detention basin modulus, the less likely it is to be
affected by the flood disaster.

Data source

The data sources are shown in Table 1.

Index processing

The grid layers with a resolution of 90 m x 90 m of the
indexes above are generated by ArcGIS, and the spatial
distribution method of each index is shown as follows.
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Table 1 Index sources

Category Index Year Data sources
Disaster-causing factors XP 1988-2015 China Meteorological Data Network
P3 1988-2015
Disaster environment H - DEM
S - From elevation
RB - From elevation
D - National Geomatics Center of China
Disaster-bearing body PD 1988-2015 Yearbook of the Jiangsu, Anhui, Shandong,
GD 1988-2015 and Henan province
A 1988-2015
Disaster prevention and FD 1988-2015 Hydrographic bureau of HRB
mitigation capability SD 1988-2015

Note: (1) Data have already been subjected to strict homogenization quality control; (2) Limited by the yearbook information, the evaluation
year begins in 1988. There are 39 large-scale reservoirs in the HRB, and the reservoir built after 1988 includes the Bangiao Reservoir (1993),
the Shimantan Reservoir (1996), the Bailianya Reservoir (2008), and the Yanshan Reservoir (2009)

XP and P3

The inverse distance weight IDW) method (Lu and Wong
2008) is used for interpolation. This method is a kind of
spatial distribution method which fully considers the region-
al relationship between various factors. Because of its simple
principle and accurate result, it has been widely used in
spatial analysis of discrete points. It is assumed that each
discrete point has a local influence on the interpolation point,
which weakens with the increase of distance. The corre-
sponding tool bar in ArcGIS is IDW interpolation.

Hand S

Elevation is from the DEM data; slope is extracted by
DEM data and the “slope” function in ArcGIS.

Suppose that the probability of flood disaster is close to
0 above the elevation 2 m, and the probability of flood
disaster is 1 from the lowest point of the basin to x m,
indicating that the probability of flood risk is the same.
From x m to # m, the linear assignment from 1 to 0
indicates that with the increase of elevation, the risk of
flood disaster decreases gradually. x and / are determined
according to the general situation of the basin. /2 can be
determined according to the maximum inundation height
of the historical flood, and x is generally 0.

RB

The distance from a river or reservoir means that the risk
of flood disaster is different, and on the premise of equal
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distance, the higher the grade of the river or the larger
the reservoir capacity, the greater the flood risk, so the
buffers are divided into different levels according to the
distance from the river or reservoir of different levels,
and the scope of the buffer is properly modified accord-
ing to the terrain at the same time. The correction
principle is that the buffer is wider in the reach with
large flow and gentle terrain, and narrower in the reach
with small flow and steeper terrain. The specific assign-
ment is shown in Table 2.

D
The grid distribution map is generated by ArcGIS, and the

river system distribution map and grid distribution map are
superimposed. Count the river length in each grid, divide

Table 2 River buffer value

Distance River level Reservoir level
1-31level 4level Slevel 1level 2 level

0-5 km 1 0.7 0.6 1 0.9
5-6 km 0.9 0.6 0.5 0.9 0.8
67 km 0.8 0.5 04 0.8 0.7
7-8 km 0.7 0.4 0.3 0.7 0.6
89 km 0.6 0.3 0.2 0.6 0.5
9-10km 0.5 0.2 0.1 0.5 0.4
>10 km 0 0 0 0 0
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Fig. 4 Distribution of indexes (a) XP, (b) P3, (c) H, (d) S, (¢) RB, (f) D, (g) PD, (h) GP, (i) A, (j) SD, and (k) FD. Note: the XP, P3, H, S, RB,
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Fig. 4 continued.

by the grid area, and the drainage density of the grid is
obtained. The drainage density value is assigned to the
corresponding grid. The formula is as follows:

where 7 is the grid number, D; is the drainage density of
the ith grid, /; is the river length of the ith grid, and «; is the
area of the ith grid.

PD and GD

Because the population and GDP are not evenly distrib-
uted, the spatial distribution of population density and
GDP density adopts the spatial kernel density estimation
method (Sheather and Jones 1991). The corresponding
tool bar in ArcGIS is the kernel density.
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A

In the same area, it is assumed that the planting density of
the same crop is fixed, the larger the sown area is, the more
severe the flood disaster will be. Because of the different
flood tolerance time of the different crops, the flood risk of
them is different from the same sown area. Therefore, in
order to fully reflect the difference of flood risk in areas
with different planting structures with the same sown area,
we comprehensively consider the degree of flood tolerance
of different crops from the point of view of disaster-bearing
body, unify the total sown area of crops containing all
kinds of crops in different regions into the virtual sown
area of rice (the standard crop), so that the agricultural
losses of different regions are comparable. Thus, the
index of “virtual sown area of crops” is constructed.
The larger the index value is, the greater the flood
risk will be, and this index can better reflect the
flood risk. The specific description is as follows.
First, select the main crops planted in the area, and
screen crops that are still growing in the main flood
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season of each year (June to August), which are crop A;
(G=1,2, ..., m), respectively.

Assume that crop A will experience n growth periods
during the flood season, namely X; (i=1, 2, L, n). The
duration of each growth period is 7; (i=1, 2, L, n) d,

> T; = 92, respectively. The flood tolerance duration
i=1

corresponding to different growth period (the allowable
flooding time for crops without significant yield reduc-
tions) is #; (i=1, 2, L, n) d, respectively, so the compre-

t"g'g’ d. From this,

n
hensive flood tolerance duration is
i=1

it is calculated that the comprehensive flood tolerance
duration of the reference standard crop rice is 5 d.

The crop loss coefficient is defined as the reciprocal
after the standardization of the comprehensive flood toler-
ance duration of crops, which reflects the disaster tendency
of crops with different comprehensive flood tolerance
duration compared to rice, so the loss coefficient of crop
A;is T% The virtual sown area of crops is defined as the

product of loss coefficient and actual sown area, so the

virtual sown area of crop A; is %'SAJ-, where Sy; is the
; " \

actual sown area of the crop A;, then the total virtual sown

area of crops growing in the flood season of the region is

m
5S4 -
Z T/>J:1525 , m.
Jj=1 A

SD and FD

The existence of watershed makes the flood risk caused
by different tributaries have regional characteristics. The
tributaries continue to meet, the more downstream, the
greater the flood volume. We adopt the method pro-
posed by Wu et al. (2015, 2017) to avoid the spatial
cross-border transfer of flood control capacity in the
process of reservoir storage modulus distribution.

The flood detention basin refers to low-lying areas
and lakes that store flood temporarily outside the river
embankment. It is an important part of a flood control
system and an effective measure to ensure flood control
safety and reduce flood disasters in key areas. The
calculation principle and distribution method of it are
the same as the reservoir storage modulus.

Elevation, slope, drainage density, river buffer, and
flood detention basin modulus do not change much with
time, so it is considered that these five indexes remain
unchanged in a short period of time. The characteristic
distribution of each index is shown in Fig. 4.

According to the correlation analysis of indexes, it is
found that the correlation coefficients between indexes
are less than 0.9, so it is considered that the interaction
between indexes is within the reasonable range.

Standardization rules

Because the numerical range and unit of each index are
different, which is not conducive to unified calculation,
the indexes need to be standardized from their original
values to the value ranging from 0 to 1 in order to
eliminate the influence of measurement scales and make
different indexes comparable both in space and time. To
the positive indexes, the formula is as follows:
Xis _ Xi_Ximin (2)
X imax=X imin

where X is the standardized value of the index, X; is the
initial value of the index, and X, and X,,;, are the
space-time maximum and the minimum value of the
index, respectively.

To the negative indexes, the formula is as follows:
Xy = 1- XX imin (3)

X imax—X imin

The meaning of variables in the formula is the same

as above.

Methodology

Multi-criteria flood risk assessment based on the game
theory

Determining a suitable weight is a critical step during the
evaluation process. In this paper, the gray correlation—
binary comparison analysis method is used to calculate
the subjective empirical weight of the index; the improved
CRITIC method is used to calculate the objective weight
of the index. The final optimization weight of each index is
given by using the game theory coupling two kinds of
weights, so as to overcome the defects caused by the
subjective influence of the two different kinds of weights.

The evaluation process is as follows. Firstly, deter-
mine the appropriate factors, and this part has been
introduced in the “Data” section. Secondly, determine
the optimal comprehensive weights, which will be in-
troduced in the “Weight definition” section. Then the
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Table 3 Mood operator, scale, and fuzzy membership degree

Mood operator 1 1T 11 v \'% VI ViL VI X X
Scale 0.50 0.55 0.60 0.65 0.70 0.80 0.85 0.90 0.95 1.00
Fuzzy membership degree 1.000 0.818 0.667 0.538 0.429 0.250 0.176 0.111 0.053 0.000

flood risk index is obtained by using the weights to stack
the index layers, and then the risk level is classified by
the natural classification method, from which the annual
flood risk zonation map is obtained, and this part will be
introduced in the “Flood risk index calculation” and
“Flood risk classification” sections. The applications
implemented are ArcGIS and Excel.

Weight definition

Gray correlation—binary comparison analysis
method In view of the lack of superiority comparison
between elements in the AHP method, Chen and Guo
(2006) put forward the fuzzy set theory of nonstructural
decision-making. In this paper, the binary comparison
method is selected and the traditional gray correlation
method is coupled. It does not need to carry out the
consistency test, and the calculation is simple, which can
overcome the disadvantage that the traditional AHP meth-
od neglects comparison of the superiority of the elements.
The gray correlation method and binary comparison anal-
ysis method are introduced below.

1. The gray correlation method

The gray correlation method can mine partly known
information to measure the correlation degree between

Fig. 5 The relationship between 1.200

the scale and fuzzy membership
degree

1.000
0.800
0.600

0.400

Fuzzy membership degree

0.200

indexes. The main steps are divided into calculating the
correlation coefficient and calculating the correlation
degree (Zhang and Zhang 2007).

2. Gray correlation—binary comparison analysis
method

a) Rank the index importance

After using the gray correlation method to determine
the rank of the index importance, the expert opinions are
introduced. The expert opinions are consulted many times
and adjust appropriately, and the reasonable ranking which
can best reflect the actual situation is finally determined.

b) Select the scale and calculate the weight

According to the ranking of each index, the appro-
priate mood operator and fuzzy membership degree are
selected for each index from Table 3. When selecting
mood operator, the ranking adjusted by the experts must
be strictly followed, so that the mood operator satisfies
the weak consistency, i.c., each index is compared with
the most important index in turn, and the relative im-
portance of each index can be described in Table 3.

The relationship between scale and fuzzy membership
degree in Table 3 can be expressed by the relationship

0.000
0.00

@ Springer

0.20 0.40 0.60 1.20

Scale

0.80 1.00



Environ Monit Assess (2020) 192: 387

Page 11 of 22 387

curve shown in Fig. 5. When the mood operator is de-
scribed between the two mood operators in Table 3, the
fuzzy membership degree value is obtained from Fig. 5 by
the interpolation method. The fuzzy membership degree of
each index is used as the weight coefficient, and the final
weight is obtained after standardization.

The improved CRITIC method The CRITIC (Criteria
Importance Through Intercriteria Correlation) method
is an objective weighting method proposed by
Diakoulaki et al. (1995), whose basic idea is to compre-
hensively measure the objective weight of each index by
comparison intensity and conflict.

Because of the different dimensions of each index, the
standard deviation could not tell the difference between
them directly. In this paper, we use the improved CRITIC
method. The contrast intensity is reflected by the standard
deviation coefficient (the ratio of standard deviation to
mean value) instead of the standard deviation.

n
The conflict quantitative index Y. (l—rii) between
i=1 ‘

the j index and the other indexes is defined by the
CRITIC method, where r;; represents the correlation
coefficient between the 7/ index and the j index, » is the
total number of the indexes, and considering the nega-
tive correlation coefficient, the improved CRITIC meth-
od measures the conflict between the indexes by calcu-

n
lating Zl (1—‘r!7|).
=
The information amount G; contained in the j index is

expressed as G; = 6+ Y. (1-|ry|), where d; represents
=

the inter-class standard deviation coefficient of the j
index, and the improved CRITIC weight is expressed

Gj
asw; = L.

Combination weighting based on the game
theory Game theory is the theory of rational behavior

Py Ry Hy S RB
P2 Rz Hz Sz RBZ
Risk = f(F,E,U,V)=Bx W = P. R H, S RB
PYI R}’l H}’l Sﬂ RB)Z

and decision equilibrium when the behavior of decision-
making subject affects each other (Myerson 2013). The
basic idea of combination weighting based on the game
theory is to find compromise or balance between differ-
ent weights, so that the deviation between each basic
weight and possible weight is minimized and a relative-
ly coordinated comprehensive weight can be obtained.
The concrete performance is finding the optimal weight
coefficient a,* to minimize the deviation between the
optimal combination weight w;"and the wy calculated

by different methods, which is min

n
2 Oék'WkT*WiT
k_

=] 2
i=1,2, -, n. «ais then calculated and oy, * = -2 k=
>
k=1
1, 2, -+, nis obtained after standardization, and the
optimal combination weight is represented as

n g
w'=Y o w T, n=2.
k=1

Flood risk index calculation

After the standardization of the 11 indices mentioned
above, the evaluation matrix B shown in formula (4) is
formed, and 7 is the total number of points of the 90 m x

90 m grid layer. The flood risk index Risk is expressed
as the product of the evaluation matrix and the optimal
comprehensive weight, and each element of the result
vector shown by formula (5) represents the risk value of
the corresponding point on the actual grid layer.

P, Ry H Sy RBy Dy PDy, GDy A, SD, FD
P, R, H, S RB, D, PD, GD, A, SD, FD,
5= f;,- 1%1 ﬁ/, S,- Ré, b,- Pb,- Gb, A, Sb, Fb, (4)
P, R, H, S, RB, D, PD, GD, A, SD, FD,
(i=1,2,-,n)
PD, GD, A, SD, FD, W, R
PD, GD, A, SD, FD, A R,
PD; GD, A, SD, FD;| | w, |~ |R (5)
PD, GD, A, SD, FD, Wi R,
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where F, E, U, and V are the flood risk described by the
four aspects of indexes which are disaster-causing fac-
tors, disaster environment, disaster-bearing body and
disaster prevention and mitigation capability.

Flood risk classification

We classify the flood risk by Jenks natural breaks classifi-
cation method (Jiang 2013). The basic idea of this method
is to minimize the variance within each level and maximize
the variance between the different levels. Output the annual
flood risk index value and classify them into five levels,
i.e., very low, low, moderate, high and very high, and then
the annual flood risk zonation map is obtained.

Intelligent prediction model of flood risk based
on LSTM

The intelligent algorithm can simplify the operation
process without setting the index weight and classifica-
tion standard. LSTM has natural advantages in process-
ing time series data, so LSTM is selected to predict the
flood risk intelligently.

Model principle of LSTM

The LSTM improves the structure of traditional recurrent
neural network (RNN) by introducing specific memory
unit into the hidden layer to control the addition, deletion,
modification, and provision of information to other neu-
rons in the model. The working mechanism of this mem-
ory unit mainly comes from three “gates”: memory gate,
input gate, and output gate. The internal structure of the
standard LSTM module is shown in Fig. 6. The specific

working principle can be found in (Hochreiter and
Schmidhuber 1997). Through the subtle operation of these
three “gates” units, LSTM completes the connection of the
time relationship before and after the time series data,
which makes it always maintain the feature extraction of
the time series data and complete the data influence on the
next or more time steps in the current time step state.

Modeling steps

The LSTM flood risk prediction model includes the
following steps. (1) Select samples and divide training
set and testing set. (2) Use backpropagation through
time (BPTT) algorithm for model training, set the min-
imum loss function as the optimization objective, and
select adaptive moment estimation (Adam) algorithm to
update the weights. (3) Particle swarm optimization
algorithm is used to optimize the model parameters to
minimize the fitting root mean square error of the testing
set. (4) The future flood risk prediction will be carried
out after the training and testing model both meet the
accuracy requirements. (5) The flood risk prediction
zonation map is generated based on ArcGIS.

Results

Flood risk assessment and prediction of the HRB based
on the game theory

Weight determination

The subjective weights of the indexes remain un-
changed and the objective weights change yearly.

® ®
! f

>

v

A ﬁj A

v

&) ®

Fig. 6 The internal structure of the LSTM module
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Fig.7 The trends of the objective
weights

objective weights

= RB == e} e D D e=—SD
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0.00
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Firstly, the gray correlation-binary comparison weight is
determined, and then the objective weight of each index
from 1988 to 2015 is calculated by using the improved
CRITIC method. We use the game theory to couple the
two kinds of weights to get the optimal combination
weight of each index from 1988 to 2015 finally.

The subjective weights are determined according to
the order of RB, S, H, FD, D, SD, P3, XP, A, GD, and
PD as follows: 0.0008, 0.1575, 0.1635, 0.0537, 0.0988,
0.0625, 0.0823, 0.1168, 0.2106, 0.0165, and 0.037,
respectively. The first three most important indexes are
virtual sown area of crops, elevation and slope, which is
slightly different from the rankings in reference (Sheng
et al. 2010; Zhang et al. 2014). This is because although
rainfall is the direct cause of the flood disaster and when
the flood comes, people generally carry out organized

Fig. 8 The trends of the
combination weights

0.15 1

0.10 1

combination weights

1993 1998 2003 2008 2013

flood rescue, the amount of rainfall may not reflect the
flood disaster degree comprehensively and objectively.
The rainfall has not been selected as the most important
influencing index, which is more in line with reality.

The changing trends of the objective and combina-
tion weights of 11 indexes are shown in Fig. 7 and
Fig. 8, respectively. It can be seen from Fig. 7 that the
first three most important indexes of the objective
weights are slope, reservoir storage modulus and eleva-
tion, and the weight values of the indexes do not fluc-
tuate with time.

The results of the combination weights show that the
slope is the most important index, the virtual sown area
of crops and elevation follow after. The combination
weight of each factor does not fluctuate with time which
is similar to the objective weight. Therefore, game

—D3 c— D — —G]) PD

0-20 1 ’\/_f\/\/\/\_/\/\—

0.00
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theory can effectively couple the two kinds of weights,
thus giving more realistic weights value.

Historical flood risk zonation

The annual flood risk indexes of HRB from 1988 to
2015 are obtained by combination weights and risk
influencing indexes, and the corresponding evolution
zonation maps of flood risk of HRB are obtained ac-
cording to the classification method of natural breaks.

We divided the value of the flood risk index into five
levels. The flood risk is very low when the value ranges
in 0.193157-0.49376, low in 0.49376—0.57989, moder-
ate in 0.57989-0.63063, high in 0.63063-0.67579, and
very high in 0.67579-0.822399.

The flood risk zonation maps of HRB in 2015 are given
in four aspects: disaster-causing factors, disaster environ-
ment, disaster-bearing body, and disaster prevention and
mitigation capability (Fig. 9) and the general annual flood
risk zonation map is also shown in Fig. 9.

(b) disaster environment

(d) disaster prevention and
mitigation capability

Legend

B very low
[ low
[] moderate
[ high
B very high

(e) flood risk

Fig. 9 Flood risk zonation maps of HRB in 2015
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It can be seen from the figure that the disaster-
causing factors are all rainfall-related factors, so the
flood risk caused by disaster-causing factors is gradually
reduced from the southeast to northwest and from coast-
al area to the inland.

The high flood risk area of the disaster environment
is concentrated on both sides of the main stream of the
Huaihe River. With the distance from the river becomes
farther and farther away, the risk decreases gradually.
The flood risk of the Dabieshan mountain in the south-
ernmost part of the basin where elevation is 300 m—
1774 m and the Funiushan Mountain and Tongbaishan
Mountain in the west corner of the basin where elevation
is 200 m—500 m are the lowest because of the obvious
vertical distribution of the terrain, which is consistent
with the actual situation.

The risk of disaster-bearing body reflects the devel-
opment degree of economy, population, and agriculture.
The area with the highest flood risk is located near
Zhumadian, Zhoukou, Shangqiu, and Heze cities. In
these areas, the proportion of farmland vulnerable to
the flood is high, the economy is underdeveloped, the
population is dense, the general awareness of flood
control is weak, the speed of flood evacuation is slow,
and the comprehensive effect makes the risk concentra-
tion the highest. The area with the lowest risk is located
in Lu’an city and the southern mountain area, which is
remote, sparsely populated, backward in economic de-
velopment and not suitable for the development of
agriculture.

In view of the flood risk of disaster prevention and
mitigation capability, the reservoir storage modulus is
the highest in Wangjiaba, Jiangjiaji, and Runheji area,
so the risk is the lowest, while the reservoir storage
modulus above Xixian county, Yishusi area, and
Lixiahe area is the lowest, so the risk is the highest on
the opposite.

In 2015, the very high flood risk area in HRB is
located in Lixiahe area, accounting for 7.8% of the
whole basin area, which is basically consistent with
the very high risk area of disaster-causing factors, disas-
ter environment, and disaster prevention and mitigation
capability. Lixiahe area is located in the middle of
Jiangsu province, belonging to the coastal plain, with
humid climate, low-lying terrain, large population, and
developed economy, resulting in the greatest flood risk.
The high risk area is located in the Mengwa flood
detention area and the surrounding low-lying zone, the
southeast of the basin, the junction of Henan and Anhui

province, and the west of Shandong province, account-
ing for 20.9% of'the basin area. The very low risk area is
located in Dabieshan mountain area, accounting for
3.3% of the basin area. It is characterized by high terrain
and backward economy and is also the area with the
largest reservoir storage modulus, which is consistent
with the actual situation, indicating that the evaluation
results are reasonable.

Future flood risk prediction

In order to predict the future flood risk of HRB by using
a combination weighting method based on game theory,
the prediction value of each index must be obtained first.

Future indexes prediction It is considered that the ele-
vation, slope, river buffer, and drainage density will
remain unchanged in the short term (5 years) in the
future. It is assumed that there is no new reservoir
constructed in the basin, so the latest data are used for
reservoir storage modulus and flood detention basin
modulus. The prediction methods of other indexes are
as follows.

XP and P3 The rainfall in flood season and the annual
maximum 3-day rainfall are both time series factors.
LSTM is selected to construct the prediction model,
and 1988-2010 is selected as the training period and
20112015 as the testing period. The results show that
the RMSE of the model during the training period is 81.1
and 25.9, and the RMSE of the testing period is 179.9
and 59.1, respectively, which both meet the accuracy
requirements. The trained LSTM model is used to pre-
dict the rainfall in flood season and the annual maximum
3-day rainfall in the next 5 years.

PD In order to facilitate the study, the following four
assumptions are put forward. (1) The statistical data
consulted and cited are accurate and effective. (2) The
main influencing parameters of population change are
birth, death, and net migration, and other secondary
factors are not taken into account. (3) Large-scale natu-
ral and man-made disasters are not taken into account.
(4) There will be no major population migration in the
country within the projected period of time.

We adopt the population-development-environment
(PDE) model (Holmes et al. 1994) and take the universal
two-child policy on the fertility rate of the population
into consideration. The medium fertility data and

@ Springer



387 Page 16 of 22

Environ Monit Assess (2020) 192: 387

(d) 2019

flood risk

B very low
[ low
[ ] moderate
[ high
B very high

(e) 2020
Fig. 10 Flood risk zonation maps of HRB during 2016-2020

mortality data are substituted into the model to calculate
the total population of each area of the basin in the
future, and the population density is obtained by divid-
ing the total population by the area.

GD Autoregressive integrated moving average
(ARIMA) model is a time series modeling method
proposed by Box and Jenkins (1976) in 1970 and is
widely used in GDP prediction. ARIMA modeling is
divided into the following four steps: (1) sequence

@ Springer

stabilization, (2) model order determination, (3) param-
eter estimation and model diagnosis, and (4) substitute
the selected parameters for prediction.

The GDP data of the prefecture-level cities in HRB
from 1988 to 2015 (GDP which has been converted to
constant price in 1988) are selected as samples, in which
the training period is from 1988 to 2008 and the testing
period from 2009 to 2015. After meeting the accuracy
requirements, the GDP density is obtained by dividing
the predicted GDP by the area.
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Table 4 The basin area ratio of different flood risk levels during
2016-2020 (%)

Year Very low Low  Moderate High  Very high
risk risk risk risk risk

2016 1.9 6.7 17.9 60.1 134

2017 1.7 5.9 16.9 48.6 269

2018 22 9.6 374 410 9.8

2019 22 8.1 26.6 537 93

2020 2.1 103 431 40.0 45

5-year 2.0 8.1 284 487 128

average

A Tt is considered that the planting structure of crops
will not change greatly in a short period of time, and the
virtual sown area of crops in each year in the future will
be taken as the average of the virtual sown area of crops
in the previous 5 years.

Future flood risk zonation map display The flood risk
zonation maps of the HRB during 2016-2020 are shown
in Fig. 10, and the statistical table of the basin area ratio
of different flood risk levels is shown in Table 4. It can
be seen from the figure and the table that in the next
5 years, Lixiahe area, Xixian county, and Bantai-
Wangjiaba interval are always in the very high flood
risk areas, which need to be focused on. Dabieshan
mountain area, Funiushan mountain area, and
Tongbaishan mountain area are always in the very low
risk area, so the prevention efforts can be appropriately
reduced.

The area proportions of very low risk, low risk, and
very high risk are relatively stable. The moderate risk
coverage tends to increase, with the area percentage
increasing from 17.9 to 43.1%. The flood risk around
Bengbu city is changed from high to moderate, and the
probability of flood disaster with high level is low, but it
is possible to have local flood or urban waterlogging,
and the high-risk area shows a decreasing trend, with the
proportion of area decreasing from 60.1 to 40.0%. How-
ever, Xihua city surrounding, Mengwa flood storage
area, Yanzhou city surrounding, Hongzehu Lake, and
the eastern coast of Jiangsu are always in the high risk
area, which still need to be paid attention to. The 5-year
average results show that the high flood risk area ac-
counts for the largest proportion while the very low-risk
area accounts for the smallest proportion.

Flood risk intelligent prediction model of HRB based
on LSTM

An intelligent prediction model of the flood risk in HRB
based on LSTM is constructed. Taking the flood risk
value of HRB from 1988 to 2015 as the reference value,
the model is trained to predict the future flood risk of the
basin intelligently, and the zonation maps of the flood
risk are therefore obtained, which are compared with the
flood risk zonation maps obtained by the method based
on index weighting during the same period.

Modeling steps

In order to verify that LSTM can be used in flood risk
assessment and zonation, an intelligent prediction model
of flood risk in HRB based on LSTM is constructed
through the following steps in accordance with the flow
chart (Fig. 1).

1. Sample selection. There are 28 flood risk zonation
maps in chronological order during 1988-2015.
After resampling operation, the grid layers are out-
put as numerical matrices with the resolution of
2000 m x 2000 m, each matrix represents the flood
risk grid layer of each year, and each element of the
matrix has both geographical coordinate position
information and flood risk value, and each matrix
has 66,793 elements (sample points).

2. Model construction. The intelligent prediction
models of flood risk of HRB are constructed by
LSTM. The flood risk value at each sample point
from 1988 to 2010 is taken as the model training set,
and the flood risk value during 2011-2015 is used
as the model testing set, so a total of 66,793 models
need to be established.

3. Model training. Given that the number of initial
random seed is 1 and the number of training steps
is 500, 66,793 intelligent flood risk prediction
models constructed in step (2) are trained respec-
tively. Particle swarm optimization algorithm is
used to find the optimal parameters (segmentation
window length, state vector size and learning rate),
so that the root mean square error of the model

n N2
testing set RMSE = /¥ Y2 is minimized,
i=1

where y; and y; are the true values of the sample
and the outputs of the model respectively, n is the
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(a) 2016 (b) 2017

(c) 2018 (d) 2019

(e) 2020

Fig. 11 Distribution of difference points between index weighting method and LSTM method: (a) 2016, (b) 2017, (c) 2018, (d) 2019, (e)
2020
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Table 5 Statistical table of difference points

Year Ratio ofthe Ratio of first level Ratio of

difference difference points to overestimation of risk
points (%)  the total (%) to underestimation of
risk by LSTM

2016 46.33 93.73 0.40

2017 46.62 95.56 0.17

2018 34.40 98.29 2.05

2019 27.50 99.71 0.92

2020 35.74 98.68 5.34

Note: first level difference points are 12, 21, 23, 32, 34,43, 45, and
54; second level and above are 24, 31, 35, 41, 42, 52, and 53; the
overestimated risk by LSTM refers to 12, 13, 23, 24, 34, 35, and
45; underestimated risk refers to 21, 31, 32, 42, 42,42, 52, 53, and
54

length of the testing set, and the model training is
completed after meeting the accuracy requirements.

4. Risk prediction. The trained model is used to predict
the flood risk value of each point in the future, the
risk matrix is therefore formed, and then it is con-
verted to the grid layer. Finally, the future flood risk
zonation map of the basin is obtained by using the
natural breaks classification method.

Results display and comparison between prediction
results

The average RMSE of the 66,793 models during the
training period is 0.000964, and the average RMSE
during the testing period is 0.004601, which both
meet the accuracy requirements. Therefore, LSTM is
used to predict the flood risk of the HRB in the short
term (2016-2020), and the difference between the
two kinds of risk maps is compared and analyzed
based on the risk map predicted by the index
weighting method at the same time in the “Flood
risk assessment and prediction of the HRB based on
the game theory” section. The steps are as below.
(1) The minimum to maximum flood risks of the
two flood risk maps are marked as 1 to 5, respec-
tively. (2) The flood risk map based on index
weighting is multiplied by 10 by using the Raster
Calculator tool in ArcGIS. (3) The flood risk zona-
tion map predicted by LSTM is superimposed on the
result of step (2), and the distribution of difference
points between index superposition and LSTM

classification results during 20162020 is obtained
(see Fig. 11), and the difference points are counted
in Table 5.

In Fig. 11 and Table 5, the first number of each
difference point is index weighting flood risk level,
and the second number is LSTM flood risk level. As
shown in Fig. 11, “12” represents “index weighting
method as very low flood risk, but LSTM method as
low flood risk”, “35” represents “index weighting meth-
od as moderate flood risk, but LSTM method as very
high flood risk”, and so on.

It can be seen from the table that the ratio of the
difference points of 5 years are 38% on average, and the
difference points are mainly concentrated on the first
level, and the ratio of the points that are risk-
overestimated to the points that are risk-
underestimated by LSTM has no obvious rule.

As can be seen from Fig. 11, the most dangerous
situations for which the risk is underestimated are
41, 42, 52, and 53, i.e., the high and very high flood
risk are classified as very low risk, which account
for only 0.98% of the area (5-year average). The
overestimation of the risk is a conservative scheme
to some extent, and considering the flood control
safety of the basin, the scheme is more often used in
practice. However, for 24 and 35, the low level is
classified as the high level, and for this false early
warning, the two situations are more wasteful of
human and material resources, which account for
only 0.22% of the area (5-year average).

In summary, LSTM has good prediction ability and
the classification results are reasonable. The model es-
tablishment and the making of risk zonation map have
good application value for flood disaster decision and
analysis, so that the corresponding flood control and
early warning scheme can be worked out in time for
areas with high flood risk level.

Discussion

Using LSTM to simulate flood risk in the HRB has
obvious advantages, and there is no need to collect
index information; the calculation is simple and the
effect is good, so is the extension effect. The flood
risk zonation map predicted by risk value training is
basically consistent with the predicted map based on
index superposition, which can be used for short-
term prediction of flood risk of the basin in the
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future. The error may be produced for the reasons:
(1) Because of the short series of 28 years, we adopt
the method of replacing time with space, which may
lead to insufficient mining of data features so that
the recognition accuracy is not high and may not
give full play to the real advantages of LSTM. (2)
The LSTM parameters are not optimal. (3) The
accuracy of the predicted value of risk influencing
index is not good enough.

Conclusion

According to the theory of the natural disaster sys-
tem of the river basin, 11 evaluation indexes are
selected on the basis of comprehensive consider-
ation of disaster-causing factors, disaster environ-
ment, disaster-bearing body, and disaster prevention
and mitigation capability. LSTM is introduced into
the field of flood risk assessment. Taking the HRB,
a typical area of climate transition, as the research
area, a flood risk assessment, and prediction model
based on LSTM, is constructed. The main conclu-
sions are as follows:

(1) Slope, virtual sown area of crops, and elevation are
important influencing factors of flood risk in HRB.

(2) The LSTM model does not need to set the index
weight in advance, and the data mining ability is
strong, which greatly simplifies the operation pro-
cess. The results show that the prediction effect of
the model is good and the area with two or more
levels of risk deviation only accounts for 1.2%, so
LSTM can be used for short-term prediction of
flood risk in the HRB.

(3) The Lixiahe area, Xixian county, and Bantai-
Wangjiaba interval will be in the high flood risk
area in the short term in the future, and the
Dabieshan mountain area, Funiushan mountain
area, and Tongbaishan mountain area will be in
the low flood risk area.

This paper verifies the applicability of LSTM in
the field of flood risk prediction and extends the
application of deep learning technology. Based on
the present work, further research can be carried out,
such as seeking more effective parameter optimiza-
tion methods from many LSTM model parameters,
selecting more research areas with different climate

@ Springer

types, carrying out correction research of the flood
risk level prediction and so on.

Based on the historical data, the prediction model
is established by using the data-driving technology
in reverse. In the next step, the reliability prediction
method can be studied by using the extracted key
features and elements from the relevant domain
knowledge. In addition, because of the wide cover-
age area of the HRB, the hydrological stations are
few and distribute unevenly, and the runoff data is
difficult to obtain, the runoff factors are not taken
into account when the evaluation index is selected.
The hydrological model can be coupled to simulate
the runoff data, so as to reduce the uncertainty of
flood risk assessment caused by the incomplete in-
dex system.
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