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Abstract This paper aims at evaluating and revis-
ing the spatial and temporal sampling frequencies
of the water quality monitoring system of the
Jajrood River in the Northern part of Tehran,
Iran. This important river system supplies 23% of
domestic water demand of the Tehran metropoli-
tan area with population of more than 10 million
people. In the proposed methodology, by devel-
oping a model for calculating a discrete version
of pair-wise spatial information transfer indices
(SITIs) for each pair of potential monitoring sta-
tions, the pair-wise SITI matrices for all water
quality variables are formed. Also, using a similar
model, the discrete temporal information transfer
indices (TITIs) using the data of the existing mon-
itoring stations are calculated. Then, the curves of
the pair-wise SITI versus distance between mon-
itoring stations and TITI versus time lags for all
water quality variables are derived. Then, using
a group pair-wise comparison matrix, the relative
weights of the water quality variables are calcu-
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lated. In this paper, a micro-genetic-algorithm-
based optimization model with the objective of
minimizing a weighted average spatial and tem-
poral ITI is developed and for a pre-defined
total number of stations, the best combination
of monitoring stations is selected. The results
show that the existing monitoring system of the
Jajrood River should be partially strengthened
and in some cases the sampling frequencies should
be increased. Based on the results, the proposed
approach can be used as an effective tool for eval-
uating, revising, or redesigning the existing river
water quality monitoring systems.
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Introduction

Optimal management of surface water resources
requires efficient and informative data and in-
formation which can be provided by an efficient
water quality monitoring system. One of the
promising theories used in the previous studies
for designing or evaluating water quality monitor-
ing systems is the entropy theory introduced by
Shannon and Weaver (1949). So far, many
researchers have worked on development of
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entropy-based approaches for water quality mon-
itoring systems design and assessment. In the fol-
lowing section, an overview of the past works in
the mentioned context is given.

Uslu and Tanriover (1979) analyzed the infor-
mation content and further the transfer of infor-
mation between the observations of two stream
gauging stations. They used the entropy concept
for defining the optimum temporal and spatial
sampling intervals in data collection systems.

Harmancioglu (1981) investigated the trans-
fer of information between observations of two
stream gauging stations. He showed the capabil-
ity of the entropy concept in delineation of op-
timum sampling intervals in data collection sys-
tems. Later, Harmancioglu and Yevjevich (1987)
extended the use of the method for the purposes
of spatial design in case of stream flow gaug-
ing stations. They defined the concepts of trans-
ferred and transferable information. Afterwards,
Harmancioglu and Baran (1989) used this theory
to attain the maximum information about runoff
at a point along a river. Their study involved
the analysis of information transfer between
runoff–runoff and precipitation–runoff processes
in basins with different recharge systems located
in Turkey.

Harmancioglu and Alpaslan (1992) proposed a
statistical procedure based on the Entropy theory
to assess the efficiency and cost effectiveness of
a monitoring network. Also, Harmancioglu et al.
(1999) suggested that major difficulty in design
and evaluation of the monitoring systems is to
assess the efficiency in terms of informativeness
and also cost of monitoring.

Ozkul et al. (2000) presented a method using
the entropy theory for assessing water quality
monitoring networks. They extended the work
of Harmancioglu and Alpaslan (1992) to better
define the zones with high monitoring data uncer-
tainties along a river. This model can only be used
for reducing redundant stations or decreasing the
sampling frequencies in an existing or a primary
monitoring system.

Mogheir and Singh (2002) developed a method-
ology for designing an optimal groundwater moni-
toring network using the entropy theory. They ap-
plied this theory to describe the spatial variability
of synthetic data that can represent spatially cor-

related groundwater quality data. The application
involved calculating information measures such
as transient information, the information transfer
index (ITI) and the correlation coefficient.

Mogheir et al. (2004a) characterized the spatial
variability of groundwater quality using discrete
and analytical approaches. Also, Mogheir et al.
(2004b) extended the previous work of Mogheir
et al. (2004a) using the entropy theory to describe
the spatial variability of groundwater quality data
sets. They also illustrated the application of the
entropy theory using the chloride observations
obtained from a groundwater quality monitoring
network in the Gaza Strip, Palestine.

Mogheir et al. (2005) evaluated the monitoring
cycle in the Gaza Strip using the entropy the-
ory. They prepared a questionnaire outlining the
groundwater management and planning objec-
tives, tasks and the data which had to be collected
through monitoring activities in the Gaza Strip.
They also proposed a flowchart to evaluate the
relation between the objectives, the tasks, the data
and the monitoring activities using the Entropy
theory. The results of their study showed that
more data should be collected and the existing
monitoring network should be redesigned to im-
prove the informativeness of the gathered data.

Karamouz et al. (2009) used the measure of
transient information for selecting the best mon-
itoring stations from a set of potential monitor-
ing sites along a river. For each new potential
monitoring station, the time series of the water
quality data was generated using a water quality
simulation model. They applied the model to the
Karoon River in Iran for designing an on-line
water quality monitoring system.

Masoumi and Kerachian (2008) developed an
entropy-based approach for assessing the loca-
tion of salinity monitoring stations in the Tehran
Aquifer, Tehran, Iran. They used the measure of
transinformation in the entropy theory to find the
optimal distance among stations. Because of the
large area of the Tehran aquifer and significant
spatial variations of the electrical conductivity
(EC) of the groundwater in the study area, they
used the C-means clustering method to divide the
area to some homogenous zones. The optimiza-
tion model was then applied to each zone to find
out the optimal location of monitoring stations.
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Masoumi and Kerachian (2010) presented a
new methodology for optimal redesign of ground-
water quality monitoring networks. They used the
measure of transinformation in discrete entropy
theory and the transinformation–distance (T–D)

curves to quantify the efficiency of sampling lo-
cations. Using the fuzzy set theory, the existing
uncertainties in the T–D curves were taken into
account and the fuzzy T–D curves of the zones
were then used in a multi-objective hybrid genetic
algorithm-based optimization model which could
provide the optimal locations of monitoring sta-
tions.

In this paper, a new optimization model based
on the discrete entropy theory is proposed for
evaluating and revising the water quality monitor-
ing network in a large scale case study in Tehran
metropolitan area, Iran. In this methodology, the
probability distribution functions of water qual-
ity variables are not required for quantifying the
efficiency of the monitoring network. Evaluation
of the gathered data from the existing monitoring
stations is carried out using the discrete spatial
and temporal information transfer indices (SITI
and TITI). Then, using a group pair-wise com-
parison matrix, the relative weights of the water
quality variables are estimated. Finally, using a
micro-genetic algorithm (MGA), the optimization
model with the objective of minimizing a weighted
average spatial and temporal ITI is solved. The
optimization model provides the best combination
of monitoring stations and sampling frequencies
for a pre-defined total number of stations.

Case study

In this paper, the proposed methodology is ap-
plied to the Jajrood River system in the north
eastern part of Tehran, Iran. This important river
system supplies 23% of domestic water demand of
the Tehran metropolitan area with population of
more than 10 million people. The Jajrood River
is originated from the Alborz mountain chains
located in the north of Iran. The Fasham and
Shemshak rivers are the main tributaries of the
Jajrood River which join together in an area called
Fasham and form the Jajrood River. As shown in
Fig. 1, the study area consists of the Jajrood River

and its tributaries from upstream of the Fasham
and Shemshak rivers to the downstream of the
Latyan reservoir.

The domestic wastewater with the average
daily amount of 5,300 m3 is directly or indirectly
discharged into the river. Based on water qual-
ity data obtained from the existing water quality
monitoring system in the study area, the con-
centrations of some water quality variables such
as total and fecal coliform bacteria violate the
water quality standards. According to the mea-
surements, the highest concentrations of water
quality variables such as total coliform, nitrate,
and BOD take place during flood seasons and
also in days with the heavy precipitations. For
example, the maximum concentration of total co-
liform bacteria increases to 160,000 MPN/100 mL
in flood seasons, which is mainly due to soil ero-
sion in upstream basin and river banks. The Ja-
jrood River basin is mostly a mountainous region;
hence, it does not comprise considerable hectares
of agricultural lands. The main agricultural lands
in the study area consist of orchards with the total
area of 8,000 ha. Hence, it can be concluded that
agricultural pollutants do not significantly con-
tribute to polluting the surface water resources.
The laboratorial experiments show that the DO
concentration along the river is usually around the
saturation level due to the high self purification
potential of the river. The previous studies also
show that there are no traces of pesticides in the
river water.

One of the main pollution sources in the study
area is the municipal wastewaters. Due to the
lack of supervision, sometimes the sludge of sep-
tic tanks and municipal effluents are directly dis-
charged into the Jajrood River. Also, the con-
tents of poorly designed septic tanks may leak
into the aquifers and indirectly contaminate the
Jajrood River. The disposal and accumulation of
solid wastes along the river bank, especially in
the vacation seasons is another pollution source of
this river. According to the Water and Energy Re-
search Center (1380), around 1,000 tonnes of mu-
nicipal and industrial solid wastes are discharged
into the Jajrood River annually. There are only a
few important industrial pollution sources along
the Jajrood River which mainly include five chalk
and stone mines. The experimental analyses show
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Fig. 1 The locations of
the main pollution
sources in the study area

that these industrial units do not adversely impact
the river water quality. The location of the main
pollution sources in the study area is also shown
in Fig. 1. The Jajrood River is also polluted by
wastewater discharge from some animal husban-
dries located near the river.

There are 33 monitoring stations on the
Jajrood River and its main tributaries which have

been measuring more than ten water quality vari-
ables during the past 40 years. These monitoring
stations include 22 stations operated by Tehran
Water and Wastewater Company (TWWC) and
11 stations operated by Tehran Regional Water
Company (TRWC). The location of the mon-
itoring stations in the study area is presented
in Fig. 2.

Fig. 2 The locations of
the existing monitoring
stations in the study area
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Model framework

In the proposed entropy-based methodology, op-
timal location of monitoring stations and temporal
data sampling are determined based on maximiz-
ing the information contents of the gathered data
and minimizing redundant information.

The framework of the methodology is pre-
sented in Fig. 3. As shown in this figure, firstly,
water quality variables are selected based on
the existing data and information gathered from
the monitoring system of the Jajrood River. The
methodology has three main parts namely spatial
analysis, temporal analysis, and spatial–temporal
analysis.

In almost all of the applications of analytical
entropy theory, it is assumed that the probability
distribution functions of the random variables are
normal or log-normal. Since the water quality
variables in the Jajrood River do not obey normal
or log-normal distributions, the application of an-

alytical entropy theory may cause considerable in-
accuracy. In this paper, the concept of the discrete
entropy theory is used to assess the efficiency of
the Jajrood River monitoring network and revise
both the location of existing monitoring stations
and temporal frequencies of data gathering. In the
section of spatial analysis, a module is developed
for calculating the discrete version of pair-wise
SITI for each pair of existing monitoring stations.
Information transfer index, which indicates the
standardized information transferred from one
station to another, is computed as follows:

ITI = T (X, Y)

H (X, Y)
(1)

In the above equation, H(X,Y) is the total en-
tropy of two independent random variables X
and Y:

H (X, Y) = H (X) + H (Y) (2)

Selecting water 
quality variables 

Calculating a discrete version of pair-wise 
Spatial Information Transfer Index (SITI) 

between the existing monitoring stations and 
deriving the curves of the SITI versus 

distance (SITI-D curves) for all water quality 
variables 

Calculating SITI for each pair of 
potential monitoring stations using SITI-
D curves and forming the pair-wise SITI 
matrices for all water quality variables 

Developing a Micro-GA (MGA)-based 
optimization model with the objective 

of minimizing a weighted average 
spatial and temporal ITI and selecting 

the best combination of monitoring 
stations for a pre-defined total number 

of stations and sampling frequency 

Determining the relative 
weights of the water quality 
variables using a group pair-

wise comparison matrix 

Developing a model for calculating a 
discrete version of pair-wise Temporal 

Information Transfer Index (TITI) using 
the data of the existing monitoring 
stations with lag k and deriving the 

curves of the TITI versus time lags for 
all water quality variables 

Final selection of the 
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measurements 

Selecting a set of potential monitoring 
stations along the river 

Running the optimization 
model and deriving the curves 

of minimum average ITI versus 
time lags for different numbers 

of selected stations 

End

Start 

Spatial Analysis 

Temporal Analysis 

Spatial-Temporal 
Analysis 

Fig. 3 The framework of the proposed methodology
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where, H(X) is calculated by the following equa-
tion proposed by Shannon and Weaver (1949):

E (I (X)) = H (X) =
N∑

i=1

p (xi) log p (xi) (3)

where, N represents the number of events xi with
probabilities p(xi) (i = 1, . . . , N).

In Eq. 1, T(X,Y) which measures the redun-
dant or mutual information between X and Y
(transinformation) can be calculated using the fol-
lowing equation (Mogheir et al. 2004a, b):

T (X, Y) =
n∑

i=1

m∑

j=1

p
(
xi, y j

)
ln

[
p

(
xi, y j

)

p (xi) p
(
y j

)
]

(4)

where, p(xi) and p(yi) are respectively the prob-
ability of occurring X and Y, and p(xi, y j) is the
probability of accruing both random variables X
and Y at the same time.

Using the above-mentioned equations, the val-
ues of the pair-wise SITI between the exist-
ing monitoring stations are calculated. Then, the
curves of the SITI versus distance for all water
quality variables are derived. A set of potential
monitoring stations along the river are also chosen
considering the spatial variations of the concen-
tration of water quality variables and the location
of pollution loads. In the last step of the spatial
analysis, calculating SITIs regarding each pair of
potential monitoring stations for each water qual-
ity variable, pair-wise SITI matrices for all water
quality variables are derived.

In the temporal analysis section, to calculate
the temporal sampling intervals of water quality
variables, a discrete version of pair-wise TITI is
used. For each station, the transinformation con-
tents between the original time series and time
series with different time lags are estimated. Then,
the curves of the TITI versus time lags for all
water quality variables are derived.

The spatial and temporal analyses are carried
out based on only one water quality variable,
while different water quality variables are usually
sampled in a station at the same time. Therefore,
to achieve a better judgment on the best sampling
locations and also frequencies of data gathering

for all variables, it is suggested to perform the
analyses for a weighted water quality variable.
For this purpose, the relative weights of the water
quality variables are calculated using a group de-
cision making method called analytical hierarchy
process (AHP), developed by Saaty (1980, 1994).
In this method, for weighting water quality vari-
ables, pair-wise comparison matrices proposed by
experts and decision makers are incorporated. A
decision maker should provide different values for
the importance of water quality variables as a pair-
wise comparison matrix. For example, consider A
= (aij) is a k by k pair-wise comparison matrix
for the water quality variables, where k is the
number of basic criteria. The principal criterion
for accepting a comparison matrix is to show that
the comparisons are consistent. The difference
between the dominant eigenvalue, λmax, and k
is used for defining the inconsistency index, II
(Karamouz et al. 2003):

II = λmax − k
k − 1

(5)

The inconsistency ratio, IR is then defined as:

IR = II
/

IIR (6)

where, IIR is the inconsistency index of a random
matrix obtained by calculating II for a randomly
filled n by n matrix. If IR < 10%, then the con-
sistency criterion is satisfied, otherwise the deci-
sion maker should be asked to revisit the pair-
wise comparisons. This procedure continues until
all pair-wise comparisons obtained from different
matrices proposed by different experts satisfy the
consistency criterion. Then, the geometric mean
of each element of different proposed pair-wise
comparison matrices is estimated. The eigenvec-
tor of the average pair-wise comparison matrix
is then used for estimating the relative weights
of different water quality variables. More details
about weighting some indicators using pair-wise
comparison matrices can be found in Karamouz
et al. (2002, 2007).

The last step of the methodology comprises
both spatial and temporal analyses. In this section,
a new MGA-based optimization model with the
objective of minimizing a weighted average spatial
and temporal ITI is developed in order to select
the best combination of monitoring stations for a
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pre-defined total number of stations and sampling
frequencies:

Minimize Z =
⎛

⎝
n∑

k1=1

n∑

k2=k1

SITI (k1, k2)

+
n∑

k=1

TITIL (k)

)/(
n∑

k=1

k + n

)

(7)

where, n is the total number of required moni-
toring stations. TITIL(k) shows the average TITI
with time lag L in station k, SITI(k1, k2) shows
the average SITI between monitoring stations k1

and k2 and
n∑

k=1
k represent the sum of the number

of SITIs. The results of the optimization model
suggest the optimum combination of potential
monitoring stations for total number of required
stations. For calculating TITIL(k) for potential
monitoring station k, the TITIL of the nearest
existing monitoring station is used.

Results and discussion

Since, the most complete and reliable existing
data are related to the water quality and quan-
tity variables of EC, PH, sodium adsorption ratio
(SAR), NO−

3 , NO−
2 , total coliform (TC) and river

discharge, these variables are selected as the water
quality and quantity indicators. The time series of
the concentration of water quality and quantity

variables are obtained from the existing monitor-
ing stations for the period of 1968–2008. These
data are gathered from 33 monitoring stations
operated by TWWC and TRWC.

In this paper, using Eqs. 1 to 4, the SITI val-
ues between the existing monitoring stations are
calculated and the SITI-D curves are derived. As
an example, Fig. 4 shows the curve of SITI ver-
sus distance for water quality variable NO−

3 . This
figure shows that the more the distance between
the monitoring stations becomes, the less the SITI
value or transinformation content of the data sets.

Considering the locations of the pollution
sources and the spatial variations of the river wa-
ter quality, 40 potential monitoring stations are se-
lected. These stations are determined in a way that
they comprise all the existing monitoring stations
and also the whole study area can be sufficiently
monitored. Then, using the SITI curves, the pair-
wise SITI matrices for all water quality variables
are formed.

In the next step, the TITI values are calculated
for the time series of data with 1 to 4 monthly time
lags. The results of this step provide the curves
of the TITI versus time lags for the water quality
variables in different stations. For instance, Fig. 5
depicts the curve of TITI for station S15. As seen
in this figure, the values of TITI are not consid-
erable (they are less than 0.4) and the variation
of the ITI versus the number of lags does not
show any specific pattern. Therefore, it can be
concluded that with a monthly sampling interval,
there is no redundant information in the system.
Also, the values of temporal transinformation in

Fig. 4 Variation of SITI
versus distance for the
water quality variable
NO−

3
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Fig. 5 Variations of the
TITI versus monthly lags
in Station S15
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different stations show that based on the existing
sampling frequencies, the data provides no re-
dundant information and the sampling frequency
should be at least once in a month. However, for
determining the exact values of sampling frequen-
cies, it is essential to monitor the water quality
variables during a short period of time on a weekly
or daily basis for at least one year and repeat the
temporal entropy analysis.

In the proposed methodology, it is suggested
to perform the spatial and temporal analyses for
all water quality variables considering their rel-
ative weights. In this study, the relative weights
of the water quality variables are calculated using
AHP method. The following pair-wise compari-
son matrix, which has been provided by a group of
experts, illustrates the relative importance of the
selected water quality variables.

EC
Q
pH
SAR
NO3

NO2

TC

EC Q pH SAR NO3 NO2 TC∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1.0 1.0 3.0 2.0 1.2 1.5 0.8
1.0 1.0 3.0 2.0 1.2 1.5 0.8
0.3 0.3 1.0 0.7 0.4 0.5 0.3
0.5 0.5 1.5 1.0 0.6 0.7 0.4
0.8 0.5 2.5 1.7 1.0 1.2 0.7
0.7 0.8 2.5 1.3 0.8 1.0 0.6
1.2 1.2 3.5 2.3 1.4 1.7 1.0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

By estimating the eigenvector of this matrix, the
relative weights of the water quality and quantity
variables of EC, discharge, PH, SAR, NO3, NO2,
and TC are calculated as 0.18, 0.18, 0.07, 0.1, 0.15,
0.12, and 0.2, respectively. The inconsistency ratio

of the matrix is less than the maximum accepted
level of 0.1.

The values of weighted TITIs for all stations
with different time lags can be calculated using
the calculated relative weights. As an example,
the variations of the weighted ITI versus monthly
time steps for four stations of S14, S16, S19, and
S21 are illustrated in Fig. 6. Similar to the TITIs
calculated for each water quality variable, the
values of weighted TITI obtained for different
monitoring stations do not follow any particular
pattern; hence the sampling frequency of less than
once in a month would be insufficient.

In the next step, using the developed MGA-
based optimization model, the curves showing the
minimum average ITI values versus the number
of time lags for different numbers of stations are
obtained. In the MGA, the population size and
the probability of crossover are considered to be
200 and 0.7, respectively. For a pre-defined total
number of monitoring stations and 0 to 3 monthly
time lags, the optimization model provides a com-
bination of stations which gives a minimum aver-
age ITI. Figure 7 is an example of the results of
this process which illustrates the curve of mini-
mum average ITI versus number of monthly time
lags, having a pre-defined total number of stations
equal to 28 to 33, for water quality variable EC.
Also, the variation of minimum average weighted
ITI with different monthly time lags is depicted in
Fig. 8.

The results clearly show that there is a limited
amount of redundant information in the existing
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Fig. 6 Variation of
weighted TITI versus
monthly lags in four
different stations (for a
weighted water quality
variable)
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monitoring system, spatially and temporally. Also,
by increasing the total number of stations to 40 or
more, the values of transinformation indices do
not increase remarkably. Hence, it can be con-
cluded that for having a complete and sufficient
monitoring network, more than at least ten new
monitoring stations should be added to the sys-
tem. Estimating the cost of the new monitoring
system shows that this would not be economically
efficient.

Based on the water quality condition of the
river and consulting with the decision makers and
experts of the TRWC, 30 monitoring locations out
of 40 potential locations are chosen. The proposed
stations are selected using the proposed optimiza-
tion model in a way that they can provide data
and information efficiently and also comprise the
existing monitoring stations as much as possible.
Comparing the revised and the existing monitor-
ing networks shows that monitoring stations P11
and S20, P10 and S19, P9 and S18, P6 and S15 and
also P2 and S5 belonging to TWC and TWWC can
be combined to form four stations and two more
new monitoring stations should be added to the
system. The locations of the revised monitoring
stations are illustrated in Fig. 9. Also, Table 1
illustrates the proposed water quantity and qual-
ity variables along with the required temporal
sampling frequencies which have been proposed

Table 1 Proposed water quality and quantity variables and
their sampling frequencies

Variable Sampling frequency

River discharge
{

Daily and hourly, in flood seasons
Monthly, otherwise

Temperature Monthly
EC Monthly
pH Monthly

Turbidity
{

Daily and hourly, in flood seasons
Monthly, otherwise

DO Monthly
BOD5 Monthly
COD Monthly
Phosphate Monthly
Total phosphorus Monthly
Sulfate Monthly
Nitrate Monthly
Nitrite Monthly
Fe, Cd, As, Cr, Seasonally

Cu, Hg, Pb,
Mn, Ba, Zn∗

Heavy metals in Every six months
river bed deposits

NH3 or NH+
4 Monthly

Organic nitrogen Monthly
Toxicants Seasonally
FC,TC Monthly

based on the results of the optimization model as
well as consulting with the experts and decision
makers of the TRWC.

Fig. 9 The locations of
the revised and new
monitoring stations
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Summary and conclusion

In this paper, a new optimization model based
on the discrete entropy theory was applied to
evaluate and revise spatial and temporal monitor-
ing sampling frequencies in the case study of the
Jajrood river system in Tehran, Iran. Evaluation
of the gathered data from the existing monitoring
stations was carried out using the discrete SITI
and TITI for each pair of potential monitoring
stations. Also, the discrete TITIs using the data
of the existing monitoring stations with lag k were
calculated. Then, the curves of the pair-wise SITI
versus distance between monitoring stations and
TITI versus time lags for all water quality vari-
ables were derived.

In this paper, using a group pair-wise com-
parison matrix, the relative weights of the water
quality variables were estimated. Finally, using
a MGA-based optimization model with the ob-
jective of minimizing a weighted average spatial
and temporal ITI for a pre-defined total num-
ber of stations, the best combination of mon-
itoring stations and sampling frequencies were
selected.

In the previous works, by assuming that the
probability distribution functions of the random
variables, the analytical entropy theory has been
frequently used. In this paper, the efficiency of
the monitoring network was quantified using the
measure of transient information in the discrete
entropy theory. Therefore, the probability distri-
bution functions of the random variables were
not required for quantifying the efficiency of the
monitoring network. Finally, the best locations
for monitoring stations and the temporal sampling
frequencies for several water quality variables
were suggested using a new optimization model.
The results showed that the proposed approach
can be used as an effective tool for evaluating and
revising the existing river water quality monitor-
ing networks.

The methodology presented in this paper is
deterministic. In future studies, this methodology
can be extended to consider the existing uncer-
tainties in SITI-D and TITI-time lag curves. These
uncertainties can be incorporated using the fuzzy
set theory.

Acknowledgements This study was financially supported
by a grant from the Tehran Regional Water Company and
Water Resources Management Company of Iran Ministry
of Energy.

References

Harmancioglu, N. B. (1981). Measuring the information
content of hydrological processes by the entropy con-
cept, Centennial of Ataturk’s Birth. Journal of the
Civil Engineering, Faculty of Ege University, 1, 13–88.

Harmancioglu, N. B., & Alpaslan, N. (1992). Water qual-
ity monitoring network design: A problem of multi-
objective decision making. Water resources bulletin,
28(1), 179–192.

Harmancioglu, N. B., & Baran, T. (1989). Effects of
recharge systems on hydrologic information trans-
fer along rivers. Proceedings of the Third Scientific
Assembly—New Directions for Surface Water Mod-
elling, IAHS Publications, 181, 223–233.

Harmancioglu, N. B., & Yevjevich, V. (1987). Transfer of
hydrologic information among river points. Journal of
Hydrology, 91, 103–118.

Harmancioglu, N. B., Fistikoglu, O., Ozkul, S. D., Singh,
V. P., & Alpaslan, N. (1999). Water quality monitoring
network design. Boston: Kluwer, 299 pp.

Karamouz, M., Kerachian, R., Zahraie, B., & Araghi-
Nejhad, S. (2002). Monitoring and evaluation scheme
using the multiple-criteria-decision-making technique:
Application to irrigation projects. Journal of Irrigation
and Drainage Engineering, ASCE, 128(6), 341–350.

Karamouz, M., Zahraie, B., & Kerachian, R. (2003). De-
velopment of a master plan for water pollution control
using MCDM techniques: A case study. Water Interna-
tional, IWRA, 28(4), 478–490.

Karamouz, M., Zahraie, B., Kerachian, R., Jaafarzadeh, N.,
& Mahjouri, N. (2007). Developing a master plan for
hospital solid waste management: A case study. Waste
Management, Elsevier, 27(5), 626–638.

Karamouz, M., Nokhandan, A. K., Kerachian, R., &
Maksimovic, C. (2009). Design of on-line river wa-
ter quality monitoring systems using the entropy the-
ory: a case study. Environmental Monitoring and
Assessment, Springer, 155(1–4), 63–81. doi:10.1007/
s10661-008-0418-z.

Masoumi, F., & Kerachian, R. (2008). Assessment of
the groundwater salinity monitoring network of the
Tehran region: Application of the discrete entropy
theory. Water Science and Technology, IWA, 58(4),
765–771. doi:10.2166/wst.2008.674.

Masoumi, F., & Kerachian, R. (2010). Optimal re-
design of groundwater quality monitoring networks:
A case study. Environmental Monitoring and Assess-
ment, Springer, 161(1–4), 247–257. doi:10.1007/s10661-
008-0742-3.

Mogheir, Y., & Singh, V. P. (2002). Application of infor-
mation theory to groundwater quality monitoring net-

http://dx.doi.org/10.1007/s10661-008-0418-z
http://dx.doi.org/10.1007/s10661-008-0418-z
http://dx.doi.org/10.2166/wst.2008.674
http://dx.doi.org/10.1007/s10661-008-0742-3
http://dx.doi.org/10.1007/s10661-008-0742-3


302 Environ Monit Assess (2011) 175:291–302

works. Journal of Water Resources Management, 16,
37–49.

Mogheir, Y., de Lima, J. L. M. P., & Singh, V. P. (2004a).
Characterizing the spatial variability of groundwater
quality using the entropy theory: I. Synthetic data.
Journal of Hydrolgical Process, 18, 2165–2179.

Mogheir, Y., de Lima, J. L. M. P., & Singh, V. P. (2004b).
Characterizing the spatial variability of groundwater
quality using the entropy theory: II. Case study from
Gaza Strip. Journal of Hydrolgical Process, 18, 2579–
2590.

Mogheir, Y., de Lima, J. L. M. P., & Singh, V. P. (2005).
Assessment of informativeness of groundwater moni-
toring in developing regions (Gaza Strip Case Study).
Journal of Water Resources Management, 19, 737–
757.

Ozkul, S., Harmancioglu, N. B., & Singh, V. P. (2000).
Entropy-based assessment of water quality monitoring

networks. Journal of hydrologic engineering, 5(1), 90–
100.

Saaty, T. L. (1980). The analytical hierarchy process, plan-
ning, priority, resource allocation. USA: RWS.

Saaty, T. L. (1994). Highlights and critical points in the the-
ory and application of the analytical hierarchy process.
European Journal of Operation Research, 74, 426–447.

Shannon, C. E., & Weaver, W. (1949). The mathematical
theory of communication. Illinois: The University of
Illinois Press.

Uslu, O., & Tanriover, A. (1979). Measuring the informa-
tion content of hydrological process. Proceedings of
the First National Congress on Hydrology, Istanbul,
437–443.

Water and Energy Research Center (1380). Pollution
source identification and control in upstream of the
Latyan dam. Technical Report, Sharif University of
Technology.


	Revising river water quality monitoring networks using discrete entropy theory: the Jajrood River experience
	Abstract
	Introduction
	Case study
	Model framework
	Results and discussion
	Summary and conclusion
	References




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e5c4f5e55663e793a3001901a8fc775355b5090ae4ef653d190014ee553ca901a8fc756e072797f5153d15e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc87a25e55986f793a3001901a904e96fb5b5090f54ef650b390014ee553ca57287db2969b7db28def4e0a767c5e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c00200073006b00e60072006d007600690073006e0069006e0067002c00200065002d006d00610069006c0020006f006700200069006e007400650072006e00650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e00200065006e002000700061006e00740061006c006c0061002c00200063006f007200720065006f00200065006c006500630074007200f3006e00690063006f0020006500200049006e007400650072006e00650074002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000640065007300740069006e00e90073002000e000200049006e007400650072006e00650074002c002000e0002000ea007400720065002000610066006600690063006800e90073002000e00020006c002700e9006300720061006e002000650074002000e0002000ea00740072006500200065006e0076006f007900e9007300200070006100720020006d006500730073006100670065007200690065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f9002000610064006100740074006900200070006500720020006c0061002000760069007300750061006c0069007a007a0061007a0069006f006e0065002000730075002000730063006800650072006d006f002c0020006c006100200070006f00730074006100200065006c0065007400740072006f006e0069006300610020006500200049006e007400650072006e00650074002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF753b97624e0a3067306e8868793a3001307e305f306f96fb5b5030e130fc30eb308430a430f330bf30fc30cd30c330c87d4c7531306790014fe13059308b305f3081306e002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c306a308f305a300130d530a130a430eb30b530a430ba306f67005c0f9650306b306a308a307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020d654ba740020d45cc2dc002c0020c804c7900020ba54c77c002c0020c778d130b137c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor weergave op een beeldscherm, e-mail en internet. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f007200200073006b006a00650072006d007600690073006e0069006e0067002c00200065002d0070006f007300740020006f006700200049006e007400650072006e006500740074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200065007800690062006900e700e3006f0020006e0061002000740065006c0061002c0020007000610072006100200065002d006d00610069006c007300200065002000700061007200610020006100200049006e007400650072006e00650074002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e40020006e00e40079007400f60073007400e40020006c0075006b0065006d0069007300650065006e002c0020007300e40068006b00f60070006f0073007400690069006e0020006a006100200049006e007400650072006e0065007400690069006e0020007400610072006b006f006900740065007400740075006a0061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f6007200200061007400740020007600690073006100730020007000e500200073006b00e40072006d002c0020006900200065002d0070006f007300740020006f006300680020007000e500200049006e007400650072006e00650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for on-screen display, e-mail, and the Internet.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200037000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing false
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


