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Abstract
In order to improve the accuracy of e-commerce decision-making, this paper pro-
poses an investment decision-making support model in e-commerce based on deep 
learning calculation to support the company. Investment decision-making system 
is not only an important means of enterprise investment and financing, but also 
an important way for investors to make profits. It also plays an important role in 
macroeconomic regulation, resource allocation and other aspects. This paper takes 
investment data related to Internet and e-commerce business as the research object, 
studies the theory and method of investment decision-making quality evaluation at 
home and abroad, and puts forward a prediction model of company decision-making 
quality evaluation based on deep learning algorithm, aiming at providing decision 
support for investors. Then a neural network investment quality evaluation model is 
constructed, including model structure, parameters and algorithm design. The exper-
imental data are input into training, and the data processing process and prediction 
results are displayed. Experiments show that the evaluation indexes of prediction 
model is mainly used to judge the quality of investment of Internet or commercial 
enterprises. Based on this deep learning model, various index data of enterprises are 
analyzed, which can assist investors in decision-making.

Keywords Deep learning · Investment · E-commerce · Decision support model

1 Introduction

In order to survive and develop in today’s increasingly competitive environment, 
e-commerce enterprises need to analyze the changing business environment, so 
as to get deeper information of data [1–3]. It is very necessary to establish an 
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enterprise decision support system (DSS) [4]. Scientific decision-making is based 
on a large amount of data and information [5]. With the beginning of the informa-
tion society, information will become the basic element of social production, and 
the accumulation of information is becoming more and more abundant [6, 7].

With the progress and development of microelectronics and computer technol-
ogy, scientific and technological progress has provided a basis for the application 
of enterprise management information system and traditional decision support 
system [8, 9]. However, when using these information systems, a large number 
of historical data have been generated. How to convert these historical data into 
useful information to help the management of enterprises to make optimal deci-
sions? The previous decision-making collaboration helps systems have become 
inadequate. The main outstanding problem is that the redundant data is huge and 
can not provide much support for decision-making [10]. In 1990s, there was no 
data to query because there was too little data. Today, there is no data to query 
because there is too much data. Facing today’s information crisis, the limitations 
of traditional database make it difficult to use a large amount of data quickly and 
accurately in the decision-making process [11–13]. At present, the information 
technology industry quietly raises the upsurge of research and development of data 
warehouse and on-line analytical processing technology and data mining tech-
nology. Based on data warehouse (DW) technology, OLAP and DM are used as 
means to provide a set of solutions for enterprise decision-making, existed prob-
lems in traditional enterprise decision support system can be solved. Provide tech-
nical support, make the development of enterprise decision support system leap to 
a new level, and also open up a new way for enterprise decision-making [14].

Enterprise decision support system based on data warehouse technology cre-
ates profits for enterprises with historical data, and it helps to clarify decision 
objectives and identify problems, establishes, chooses, analyses, compares and 
modifies models and methods, generates and evaluates various decision-making 
schemes, and partially judges, learns and infers by means of human–computer 
interaction, assists decision makers to improve decision-making quality and 
effect, and promotes decision-making [15, 16]. The main contribution of our 
paper can be summarized as:

1. Compared with conventional models, GRU-based does not need manual feature 
extraction; its end-to-end framework reduces manual intervention and improves 
decision accuracy.

2. The new emerging deep recurrent neural network is applied to decision-making 
of E-Commerce, which enlarges the application scope of deep learning.

 In order to improve the accuracy of e-commerce decision-making, this paper 
proposes an investment decision-making support model in e-commerce based on 
deep learning calculation to support the company. Investment decision-making 
system is not only an important means of enterprise investment and financing, 
but also an important way for investors to make profits. It also plays an impor-
tant role in macroeconomic regulation, resource allocation and other aspects [8]. 
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This paper takes investment data related to Internet and e-commerce business as 
the research object, studies the theory and method of investment decision-making 
quality evaluation at home and abroad, and puts forward a prediction model of 
company decision-making quality evaluation based on deep learning algorithm, 
aiming at providing decision support for investors. Then a neural network invest-
ment quality evaluation model is constructed, including model structure, param-
eters and algorithm design. The experimental data are input into training, and 
the data processing process and prediction results are displayed. Experiments 
show that the evaluation and prediction model is mainly used to judge the qual-
ity of investment of Internet or commercial enterprises. Based on this model, 
various index data of enterprises are analyzed, which can assist investors in 
decision-making.

The rest of this paper is organized as follows. Section 2 discusses the architecture 
of decision-making system, followed by the decision-making models for investment 
of e-commerce designed and the deep learning model algorithm for decision–mak-
ing is discussed in Sect. 3. Section 4 shows the simulation experimental results, and 
Sect. 5 concludes the paper with summary and future research directions.

2  The architecture of decision support system based on deep 
learning

2.1  The architecture design of decision support system

E-commerce investment decision-making is to make timely decisions accord-
ing to the real-time state by using stored data. In order to realize the intelligent 
decision-making of e-commerce investment, this paper applies deep learning 
algorithm to data warehouse system, uses PCA to reduce the dimension of data 
[17], extracts data characteristics, and designs the architecture of e-commerce 
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Fig. 1  The architecture of decision system based on deep learning
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investment decision-making system based on deep learning, The architecture of 
decision system based on deep learning is shown in the Fig. 1.

The data service platform consists of mountain business database system and 
data warehouse system. The data service platform maintains snapshots of current 
and historical data of enterprises, and provides multi-level and multi-granularity 
data services for users, especially managers. Users can design query statements to 
carry out data analysis and query activities by themselves through our query con-
structor [18]. At the same time, we provide query subject services for users [19]. 
By maintaining part of queries in the way of topics, users can use clear query 
slogans, and within the permission range, a topic can be used by multiple users to 
realize the query subject. Question sharing avoids repetition. When users encoun-
ter more complex query problems, they have limited ability and energy. We give 
full play to people’s role in decision support system and provide users with query 
customizer. Users can customize their query information through query custom-
izer. Query customizer can send query tasks to decision support personnel in 
time, and decision support personnel. According to the task description, the staff 
completes the query task and returns the query result generator to the user in 
time. The query result generator will display the query result to the user in vari-
ous formats, such as charts, reports and so on.

1. Data sources are mainly divided into two kinds: internal information and external 
information. Internal information includes all kinds of business processing data 
and all kinds of document data; external information includes all kinds of market 
information, competitor information and all kinds of information collected manu-
ally. Data quality of data source has an important influence on the structure and 
structure design of data warehouse. It is the basis of data warehouse system and 
the data source of analysis and decision system. The main data sources in this 
system are traditional databases and related document information. But these data 
usually can not meet the requirements of data warehouse for data storage, analysis 
and processing. Because of the difference of input mode or other reasons, it is 
difficult to ensure consistency and integrity without processing the data entering 
the data warehouse. Therefore, data processing in data warehouse has become an 
indispensable part of system design.

2. Data processing: Data is distributed on different media and serves different sys-
tems. ETL data integration technology extracts, transforms and loads data from 
data sources into data warehouse, which becomes the basis of OLAP and data 
mining. Eliminate inconsistencies in heterogeneous data, integrate data into a 
unified environment, and improve data quality. The normalization process is cal-
culated as follows:
  

where the xnor is the processed data after normalization, xmax and xmin means 
the maximum and minimum value. After data normalization, the optimization 
process of the optimal solution obviously becomes smooth, and it is easier to 
converge to the optimal solution correctly.

(1)xnor = x − xmin

/
xmax − xmin
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3. In the integrated query subsystem, we provide efficient intelligent functions. The 
system will remind users to browse or make relevant queries at the appropriate 
time. At the same time, the system monitors and analyses the query operation 
of users. The system makes statistical analysis according to the query records of 
users, and obtains the fields or information that users are more related to in the 
process of enterprise management, and the staff in related fields. Based on this 
information, data and information can be prepared in time to support management 
decision-making.

4. Decision process: As we can see from Fig. 2, Feature extraction is firstly carried 
out to extract meaningful features as model inputs. Four types of feature extrac-
tion methods highlighting the unsupervised deep learning are used. Seven pre-
diction techniques featuring the supervised deep learning are adopted to develop 
prediction models based on different feature sets. The performance in terms of 
prediction accuracy and computation load is compared and discussed. The prem-
ise of establishing the index evaluation system is that each index is only related 
to the quality of investment decision-making, and there is no correlation between 
the indicators. At present, the mainstream evaluation indicators in the market or 
academia are enterprise price-earnings ratio, return on net assets, etc. Because of 
currency volatility, risk and so on, they can only be used as a reference basis. This 
paper classifies the sample data according to P/E ratio, and does not include all the 
existing indicators in the evaluation system. The purpose is to find hidden links 
and grasp the development status of enterprises more accurately by modelling and 
analyzing the most basic information of e-commerce companies. The selection 
of indicators reflects the requirements of feasibility, scientific, compliance and 
quantification. Only by meeting these requirements can the quality of investment 
decisions be accurately analyzed.
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Extreme gradient
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Fig. 2  The decision technologies based on deep learning
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2.2  Dimension reduction of data based on PCA

Considering the characteristics of e-commerce enterprises and the availability of 
indicators, this paper chooses the return on net assets, the return on total assets, the 
quick ratio, the turnover of accounts receivable, the ratio of assets and liabilities, the 
turnover of inventory, the turnover rate of total assets, the growth rate of business 
receivers, the cash ratio of business receivers, the R&D input rate, the proportion of 
R&D technicians, and the authorized issuance owned by thousands of employees of 
enterprises. The number of patents, capitalization rate of internal R&D, employee 
productivity, social contribution rate, currency liquidity, and enterprise inventory 
cycle, product supply–demand relationship, a total of 18 indicators [20].

As a multivariate statistical algorithm, principal component analysis (PCA) can 
transform most information of high-dimensional raw data variables into low-dimen-
sional linear combinations of these variables through linear mappings, which are 
called principal components after dimensionality reduction. Replacing the original 
high-dimensional original variables with these low-dimensional and unrelated com-
prehensive variables not only reduces the dimensionality of the original data and 
reduces data redundancy, but also eliminates the correlation between the original 
variables, simplifies the input structure and reduces the difficulty of modelling and 
prediction.

The basic principle of principal component analysis is to transform multidimen-
sional linear-related raw data �n×m into low-dimensional and linear-independent 
new data �n×m , which �n×k contains most of the information of the original data 
�n×m . Let � be the original data, n be the sample number, m be the dimension of the 
variable, and its mathematical expression is shown in formula (1):

where xij is the observed value of the j variable of the first sample, and �m is the sam-
ple group of the m variable. But many variables are different in unit and dimension, 
and there is a big difference in numerical value, so the data need to be standardized.

Matrix � is obtained by normalizing � , in which the elements of � matrix cor-
respond to those of original matrix � and are mapped between 0 and 1. � can be 
expressed as the outer product of score matrix and correlation coefficient matrix.

where the matrix � = (�1, �2,⋯ , �m) is the correlation coefficient matrix of � ; and 
� = (�1, �2,⋯ , �m) score matrix. If ‖‖�1‖‖ > ‖‖�2‖‖ > ⋯ > ‖‖�m‖‖ , then �1 is the first prin-
cipal element, representing the maximum projection of the original data � in its cor-
responding direction.

Taking the first k principal component, we can get � = �k�k
+ � , � is the resid-

ual matrix, and �n×k = (�1, �2,⋯ , �k) is the new data after dimensionality reduction.

(1)� =

⎡
⎢⎢⎢⎣

x11 x12 ⋯ x1m
x21 x22 ⋯ x2m
⋮ ⋮ ⋮ ⋮

xn1 xn2 ⋯ xnm

⎤
⎥⎥⎥⎦
=
�
x1 x2 ⋯ xm

�

(2)� = �n×m�m×m
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After the previous screening process, it is found that the number of variables 
retained is still large, so PCA technology is used to reduce the dimension of vari-
ables to simplify the number of network input units.

Before PCA dimension reduction, it is necessary to determine whether there is 
correlation between variables to test the applicability of PCA. So this paper uses 
KMO statistical test method. The closer the value � of KMO is to 1, the more suita-
ble the data is to use principal component analysis. The test formulas are as follows:

where rij represents the simple correlation coefficients of all variables, and aij repre-
sents the partial correlation coefficients of all variables. After checking and calculat-
ing, the KMO value � of the selected variables is equal to 0.9727, so the selected 
variables are very suitable for dimension reduction by principal component analysis.

The filtered data will be standardized to eliminate the adverse effects caused by 
different dimensions. Then the feature values �1, �2,⋯ , �i,⋯ , �18 of the correla-
tion coefficient matrix and its corresponding eigenvector �1, �2,⋯ , �i,⋯ , �18 are 
obtained, and the feature values are arranged from large to small. The formula for 
calculating cumulative percentage variance (CPV) of feature values is as follows:

where the denominator is the cumulative value of all feature values; the molecule is 
the cumulative value of the principal element. The most common principal compo-
nent analysis (PCA) is used to reduce the dimension of data, and less principal com-
ponents are selected to represent data, which can effectively reduce the follow-up 
workload and save computing resources. In addition, principal component analysis 
can also be used for data denoising. The principal component (or sub-component) in 
the second feature values are often random noise in the data. Cumulative percentage 
variance and correlation coefficient based on PCA algorithms is shown in Fig. 3.

2.3  The feature extraction based on deep learning

The purpose of deep learning is to simulate the learning process of the brain, con-
struct a deep-seated model, and learn the implicit characteristics of the data by com-
bining the massive training data, that is, to use large data to learn the characteristics, 
so as to depict the rich intrinsic information of the data [21]. The commonly used 
models of deep learning are automatic encoder neural network, depth confidence 
neural network and convolution neural network. The model adopted in this paper is 
the cascade noise reduction automatic encoder neural network.

The cascade noise reduction automatic encoder neural network is composed of 
multiple noise reduction automatic encoders. Automatic encoder is a three-layer 

(3)� =

∑∑
i≠j r

2

ij∑∑
i≠j r

2

ij
+
∑∑

i≠j a
2

ij

(4)� =

∑k

i=1
�i∑m

i=1
�i

≥ 80% ∼ 95%
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unsupervised neural network, which is divided into two parts: coding network and 
decoding network. Its structure is shown in Fig. 4.

As we can see from the Fig. 4, the input data and output target of the automatic 
encoder are the same. The input data of the high-dimensional space is converted into 

Fig. 3  Cumulative percentage variance and correlation coefficient based on PCA algorithms
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the coding vector of the low-dimensional space by the coding network, and the cod-
ing vector of the low-dimensional space is reconstructed back to the original input 
data by the decoding network. Since the input signal can be reconstructed in the out-
put layer, the coding vector becomes a feature representation of the input data. The 
structure of denoising auto encoders (DAE) is shown in Fig. 5.

As is shown in the Fig. 5, the coding network adds noise with certain statistical 
characteristics to the sample data, and then codes the sample. The decoding network 
estimates the original form of the sample which is not disturbed by noise according 
to the data disturbed by noise, so that DAE learns more robust features from the 
noisy sample and reduces the sensitivity of DAE to small random disturbances.

The principle of DAE is similar to the human sensory system, such as when the 
human eye looks at an object, if a small part of it is obscured, the human can still 
recognize the object. Similarly, the noise reduction automatic encoder can effec-
tively reduce the influence of random factors such as the change of mechanical 
working conditions and environmental noise on the extracted health information and 
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Fig. 5  Structure diagram of automatic encoder for noise reduction
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improve the robustness of feature expression by adding noise to the code reconstruc-
tion. The feature colour-map is shown in the Fig. 6.

As we can see from the Fig. 6, multidimensional dataset calculates and stores all 
the basic data, metrics and aggregation needed for thematic analysis. In the actual 
analysis process, the analyst does not include all dimensions, dimension levels and 
aggregation into the analysis activities, but chooses closely related dimension sets, 
metrics and aggregation into the analysis activities. Through the combination of 
dimensions, we can find the best way to explore the problem. Multidimensional view 
is to meet the needs of users. The minimum granularity of multidimensional view 
is determined by determining the minimum value of each dimension level, and the 
path to the problem analysis domain is determined by combining different dimen-
sions, so as to show the metrics and aggregates under different exploration paths and 
analysis granularity in data sets. The following features are always obtained. The 
features are expressed in colour-bars.

3  The decision support technology based on deep learning

By investigating the financial and market-related information of listed companies 
involved in e-commerce industry, starting from the experience and current situa-
tion of stock theory research, and using computer modelling, the paper evaluates 
the quality of e-commerce investment effectively, which is an important basis for 
Industry and enterprise investors to measure their investment risk and evaluate their 
investment value. Through the evaluation and analysis of the quality of e-com-
merce investment, investors can make a more rational prediction of investment 
returns under the comparative analysis of various investment factors, thus provid-
ing a reasonable reference basis for the decision-making of enterprise investors, so 
as to reduce the blindness in the process of investment decision-making, and can 
also give quantitative explanations to the different investment perspectives that they 
pay attention to, so as to realize investment. The purpose of this paper is extending 
diversity of capital, reducing risk. The whole decision support technology based on 
deep learning is shown in the Fig. 7.

As is shown in the Fig.  7, our proposed decision support technology based on 
deep learning is designed. The decision-making and decision selection are based on 
the analysis results and experimental results. The data models are the support of the 
computational mode, which is based on the data-driven way.

3.1  The decision support modelling based on deep learning

The investment stock market is changing rapidly. There are many factors involved 
in the quality of investment, such as internal, enterprise, macro-factor and so 
on. They can be divided into political, economic, natural, regional and indus-
trial factors, and the company itself. Among them, there are indirect and direct 
factors, such as politics and economy, which affect the quality of investment 
indirectly through influencing the market, the company’s operating conditions 
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and management. Rational level is the factor market that can directly affect 
investment.

In this paper, GRU (Gated Recurrent Unit) algorithm is used as the training 
algorithm of the model. Although both BP algorithm and RNN model can be used 
to train the evaluation prediction model, compared with GRU, their respective 
shortcomings make them not the optimal algorithm [22, 23]. In traditional BP 
algorithm, the original data input network can only be input one by one, and the 
timing relationship between data can not be displayed in training, and the reverse 
propagation of errors can not be achieved. The process can only be carried out 
step by step, and the adjustment of parameters is only affected by a single data, 
and there is no gradient descent process, which can not minimize the conver-
gence of the network. The original data of RNN model can be input at the same 
time, and the concept of time series is introduced, but the problem of gradient 
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disappearance can not be solved. Therefore, considering the unique advantages 
of GRU structure, this paper chooses GRU to build the model, as shown in the 
Fig. 8.

In order to improve the accuracy and accuracy of decision-making, inspired by refer-
ence, deep recurrent neural network has shown the strong feature extraction and predic-
tion capability for historical time series problems, ranging from language modelling to 
time series prediction.

where D(k|�) denotes the prediction decision at sample time k ; x(k − T) and 
x(k − NT) means the state value at sample time k − T  and k − NT  . x(k) contains 
all the extracted features. f (⋅) is a special function that will be learned by the deep 
recurrent neural network and Wi is a set of parameters in the deep neural network, 

(5)D(k|�) = f (x(k − T),… , x(k − NT), {Wi})
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Fig. 8  The model structure based on deep learning neural network
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such as the weight parameters and activation functions. The structure of model 
based on deep learning is shown in Fig. 7.

The internal structure of the GRU is shown in the Fig. 9; the GRU unit includes 
Reset gate and Update gate for dealing with information flow. The output of a neuron in 
GRU networks is calculated as follows:

where �t−1 and �t are the output of hidden layer at time t − 1 and t , �t , �t and �t 
denote the output of update gate, reset gate and neutron at time t . �(z) , �(z) , �(r) , 
�(r) , � , and � represent the weight parameters that we be learned during the train-
ing process.

The internal structure of the GRU unit are shown in the Fig. 9, GRU is a very effec-
tive variant of LSTM network. It is simpler and more effective than LSTM network, so 
it is also a very manifold network. Since GRU is a variant of LSTM, it can also solve 
the problem of long dependence in RNN network. Three gate functions are introduced 
in LSTM: input gate, forgetting gate and output gate to control input value, memory 
value and output value. In the GRU model, there are only two gates: the update gate 
and the reset gate.

(6)zt = �(W(z)
xt + U

(z)
ht−1)

(7)rt = �(W(r)
xt + U

(r)
ht−1)

(8)h̃t = tanh(Wxt + rt◦Uht−1)

(9)Ot = ht = zt◦ht−1 + (1 − zt)◦h̃t

1th
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X

-1
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X

+

tr tz

th

th
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Fig. 9  The model structure based on deep learning neural network
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3.2  The discussion of model parameters

In the decision support model based on deep learning, four parameters are needed 
to be selected.

1. The length of the time window: Sliding window is the ability to frame the time 
series according to the specified unit length, thus calculating the statistical indica-
tors in the frame. It is equivalent to a certain length of slider sliding on the scale. 
Each sliding unit can feed back the data in the slider. Simulation results show 
that considering the 10-s time window of input is always the best choice. Further 
simulation results indicate that there is no need to consider a longer historical 
time window than 30 s. The simulation results will be given in next section.

2. Activation function type: Each neuron node in the neural network accepts the 
output value of the upper neuron as the input value of the neuron, and transmits 
the input value to the next neuron. The input neuron node will directly transfer the 
input attribute value to the next neuron (hidden layer or output layer). In multi-
layer neural networks, there is a functional relationship between the output of 
the upper node and the input of the lower node. This function is called activation 
function (also known as excitation function). For the hidden layer of the neural 
network, the ‘tanh’ function is chosen as the activation function of the hidden 
layer (the default activation function in GRU) to decrease the Transfer error dur-
ing the layers.

3. The optimal network structure: The hierarchy of the neural network is generally 
based on the previous experience. A large number of studies and experiments 
show that the network with smaller hierarchy has strong generalization ability, 
easy to understand and extract features, and is conducive to implementation. How-
ever, the more hierarchies, the smaller the error of the network will be, which can 
improve the accuracy and complexity, and increase the training time and speed 
of the model. As a result of over-fitting, the hierarchy can be set according to the 
effect of the model. Generally speaking, a three-tier network can be selected for 
moderate data size and high precision models. Andrey has proved that the three-
tier network can fit any non-linear function, and it is also the most widely used 
network in Multi-tier networks.

4. The weight parameters of the network: Error accuracy should be set according 
to the specific situation of the model, which requires higher accuracy or stronger 
generalization ability. The former can set the accuracy smaller, while the latter 
can be appropriately larger. In the model training, the accuracy can be adjusted 
according to the results. In addition, the number of sample data and the number 
of model neurons are correct. Poor precision settings have an impact. The more 
training data is, the greater the initial error is, and the lower the training accuracy 
of the model is. Because the larger the scale of the original data, the more vari-

(10)tanh x =
ex − e−x

ex + e−x
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ables in the model, the more variables lead to large errors. The error precision is 
0.01; Maximal epochs are set as 100.

3.3  The evaluation system of decision support model

The premise of establishing the index evaluation system is that each index is 
only related to the investment quality, and there is no correlation between the 
indicators. At present, the mainstream investment quality evaluation indicators 
in the market or academia are price-earnings ratio, return on net assets, etc. 
Because of the volatility and risk of the market, they can only serve as a refer-
ence. This paper classifies the sample data according to P/E ratio, and does not 
include all the existing indicators in the evaluation system. The purpose is to 
find hidden links and grasp the development status of enterprises more accu-
rately by modelling and analyzing the most basic information of e-commerce 
companies. The selection of indicators reflects the requirements of feasibility, 
scientific, compliance and quantification. Only by meeting these requirements 
can the investment direction of enterprises be accurately analyzed. The evalua-
tion system mainly includes: SSE (sum of variance), mean square error (MSE), 
root mean square error (RMSE), MAE.

In the simulation, the mean absolutely error (MAE) is chosen as the perfor-
mance index:

where Di
e
(iT|�) and Di

e
(iT) represent the predicted engine torque and real engine 

torque at sample time iT  , respectively. i is the length of the i-th time step. M is the 
total number of the sample time that are used to train or validation. � is the solution 
space of θ.

Root mean square error (RMSE) is also chosen as the performance index dur-
ing the simulation:

The coefficient of variation of the RMSE, CV(RMSD), or more commonly 
CV(RMSE), is defined as the RMSD normalized to the mean of the observed values:

It is the same concept as the coefficient of variation except that RMSD replaces 
the standard deviation.
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M
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e
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M

M∑
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e
(iT|�) − Di

e
(iT)|2
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e
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4  The simulation and results discussion

4.1  The optimal network selection of model

In this paper, GRU network is used to construct the investment quality evalua-
tion and prediction model. The setting of the number of nodes in the hidden layer 
is the focus and difficulty of the whole network structure design. There is no uni-
form standard analytical expression to express the number of nodes. The number of 
nodes has an important impact on the effect of the whole model. On the one hand, 
it affects the computing ability of the network; on the other hand, it also affects the 
approximation ability of the objective function. The more the number of middle-
level nodes, the stronger the representational ability, which shows that the data stor-
age capacity of the network is strong, the data processing capacity of each node is 
small, and the accuracy is high; but once the number of neurons exceeds a certain 
degree, it will not only increase the learning time, but also affect the realization of 
the computer, similar to the network hierarchy setting problem.

In this section, as suggested [16], at most 30 percent of training dataset is used for 
validation we attempt different combinations which is under different size of test-
ing dataset (10%, 15%, 20%, 25%, 30% for testing dataset) and network structures 
(shown in the Table II in revised paper) to select the appropriate testing dataset and 
appropriate network structure. As we can see form Fig. 10, results indicate that com-
binations between the 25% size of the testing dataset and network structure 5 tend to 
obtain the best performance. On the basis of optimal network structure 6 and 25% of 
testing dataset, the time window is selected as N = 10.
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Fig. 10  The model structure based on deep learning neural network
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4.2  The optimal time window selection of model

Hyper-parameter optimization or model selection is the problem of selecting a set of 
optimal hyperparameters for learning algorithms. Usually the purpose is to measure 
the performance of optimization algorithms on independent data sets. Cross valida-
tion is usually used to estimate this generalization performance. Hyper-parameter 
optimization is contrasted with practical learning problems, which are usually trans-
formed into optimization problems, but the loss function on the training set is opti-
mized. In fact, learning algorithm learning can well model/reconstruct input param-
eters, while hyper-parameter optimization ensures that the model does not filter its 
data through adjustments as it does through regularization.

As is analyzed in last section, the optimal length of time window N is an impor-
tant hyper-parameter in the deep recurrent network, the suitable length of time win-
dow could make the decision support system obtain the higher accuracy. In this 
paper, the MAE is taken as performance index to select the appropriate length of the 
time window.

Figure 11 shows the example of performance index of GRU-based decision sup-
port model. As is shown, the test results of the model show that the model with 
N = 9 yields the optimal performance. Simulation results indicate that the longer 
length of time window doesn’t need to be considered, since the performance index 
of model becomes no longer reduced. The optimal length of time window is selected 
as N = 9 . The MAE of the GRU-based network is 73.45.

4.3  The comparison results with other decision algorithms

In order to validate the effectiveness and superiority of the GRU-based deci-
sion support model, we attempt the model on the TensorFlow. TensorFlow is an 
open source framework developed by Google in 2015. By improving DistBelief, 
the first generation of deep learning system, TensorFlow is faster, more suitable 
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Fig. 11  The optimal length of time window in deep learning model
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for more platforms and more stable than DistBelief. Sex is stronger, etc. It uses 
the data flow graph to describe the calculation process, the calculation task is 
represented by the graph, the data processing is represented by the nodes of the 
graph, and the data flow is represented by the edge. The lines in the flow chart 
represent the input and output between the nodes and the whole flow chart rep-
resents the input, calculation and output processes of high-dimensional arrays. 
The comparison results with other algorithms are shown in the Fig. 12.

As we can see form the Fig. 12, GRU-based decision support model can track 
the real value; the effectiveness of the model is validated. And the tracking per-
formance of the GRU-based decision support model is better than other algo-
rithms. This is because: (1) reducing the interference of manual feature extrac-
tion and increasing accuracy; (2) using historical data to make decisions in the 
model of deep network can effectively improve accuracy; (3) end-to-end network 
structure can automatically store features and use this feature to make decisions. 
In this way, our network can obtain better results.

The prediction value has a certain delay compared with the real value. We 
regard that the reason for this delay phenomenon lies in the operation mecha-
nism of deep recurrent neural network. This is, the prediction value is generated 
according to the historical information in time window, and instantaneous driv-
ers’ intentions can not ‘feed’ into the neural network, the recurrent neural net-
work can not respond to the driver’s intentions consequently in time. The delay 
phenomenon becomes obvious when the sharp real value variation occurs.

The detailed comparison results compared with other algorithms are shown 
in the Table 1. As is shown, the RMSE and MAE indicators are less than other 
algorithms, and the CV-RMSE indicator is also less than other algorithms. The 
superiority of our proposed GRU-based decision support model is verified in the 
paper.
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5  Conclusion

In order to improve the accuracy of e-commerce decision-making, this paper 
proposes an investment decision-making support model in e-commerce based on 
deep learning calculation to support the company. Investment decision-making 
system is not only an important means of enterprise investment and financing, 
but also an important way for investors to make profits. It also plays an important 
role in macroeconomic regulation, resource allocation and other aspects. This 
paper takes investment data related to Internet and e-commerce business as the 
research object, and theory and method of investment decision-making are stud-
ied. And then we put forward a prediction model of company decision-making 
quality evaluation based on deep learning algorithm, aiming at providing decision 
support for investors. Then a neural network investment quality evaluation model 
is constructed, including model structure, parameters and algorithm design. The 
experimental data are input into training, and the data processing process and pre-
diction results are displayed. Experiments show that the evaluation and prediction 
model is mainly used to judge the quality of investment of Internet or commercial 
enterprises. Based on this deep learning model, various index data of enterprises 

Table 1  The detailed comparison results compared with other algorithms

Method Metrics Basic Raw Last Stat DFT DAE

MLR RMSE 286.8 166.3 244.8 315.1 347.3 216.8
CV-RMSE (%) 47.9 27.8 40.9 52.6 58.0 36.2
MAE 230.4 117.8 202.1 242.8 280.2 177.2

ELN RMSE 286.5 167.9 260.0 312.3 294.5 214.3
CV-RMSE (%) 47.8 28.0 43.4 52.1 49.2 35.8
MAE 230.4 118.9 212.0 241.8 233.3 175.8

RF RMSE 168.7 189.0 316.4 235.1 215.2 130.9
CV-RMSE (%) 28.2 31.6 52.8 39.3 35.9 21.9
MAE 114.0 118.4 216.6 179.2 151.5 85.6

GBM RMSE 136.8 146.3 178.4 148.5 133.2 117.8
CV-RMSE (%) 22.8 24.4 29.8 24.8 22.2 19.7
MAE 94.2 102.5 127.7 108.1 94.0 83.9

SVR RMSE 143.5 137.8 153.8 132.7 197.0 113.8
CV-RMSE (%) 24.0 23.0 25.7 22.2 32.9 19.0
MAE 109.1 98.5 109.0 98.6 153.3 85.4

XGB RMSE 129.0 116.6 227.4 148.0 122.6 106.5
CV-RMSE (%) 21.5 19.5 38.0 24.7 20.5 17.8
MAE 85.8 82.1 139.4 104.1 83.6 71.6

GRU-based RMSE 85.8 82.1 139.4 104.1 83.6 71.6
CV-RMSE (%) 29.3 21.9 27.1 21.6 26.6 20.9
MAE 111.9 90.2 109.4 87.6 106.0 100.5
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are analyzed, which can assist investors in decision-making. Furthermore, this 
paper provides a new direction for decision-making of e- commerce.
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