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Abstract The rise of online shopping by individuals in recent years has made

e-commerce a crucial topic of interest in research and practice. The critical question

in this domain is the extent to which online visits convert into purchases.

Researchers have proposed decision models to predict consumer conversion

behavior that primarily uses click-stream data, path data, panel data, and log data.

This paper proposes an empirical mode decomposition (EMD) based ensemble

recognition method for conversion rate (EMDER) to explore the potential pattern,

business cycles in time series for conversion rate. EMDER builds on some notions,

such as the database of candidate factors time series , recognition function, the

recognized factor database, cycle function, and residue-trend recognition function.

We collect 50 datasets from Taobao.com and find a seasonal pattern, Index of

Clothing Consumer Price pattern and the long-term time series pattern with monthly

data. For the daily analysis, we discover patterns in the calendar of daily fluctuation,

the hesitation window, the consumers’ cash flow determined pattern, the promotion

day and holiday influence. A comparison between EMD and Wavelet-based method

is conducted, which reveals EMD outperforms the Wavelet-based model in the

deposition quality and do not have the model-selection problem. The data analysis

results provide support for the proposed method, which indicates that our model

enables managers to analyze online consumer purchasing behavior by a new easy

approaching way, which is time series of conversion rate.
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1 Introduction

Online retailers are appropriately interested in conversion rate which is defined

regarding the percentage of visitors to a site that ends up buying. In studying

conversion behavior, some scholars have treated the conversion rate as a probability

of purchasing performed by a buyer and proposed models to predict conversion

rates, such as a stochastic model of conversion behavior to predict a customer’s

probability of purchasing [1], a choice model and Bayesian method [2], and a logit

modeling [3].

In their e-commerce studies, scholars have primarily used click-stream data [4],

path data [5], panel data [6], log data [7], and the like. Few studies on time series of

conversion rates have examined the potential pattern through nonlinear and non-

stationary time series.

The increase in the development of e-commerce platforms is noteworthy,

especially in emerging global market such as China. The Taobao.com, operating in

China by Alibaba Group, is an online shopping website similar to eBay and Amazon

that provides consumer-to-consumer (C2C) retail in Chinese-speaking regions as

well as globally [8]. This platform also includes data analysis tools for online

retailers and enables them to run conversion rates’ time series and to gather other

information useful to their decision-making process. Time series analysis and expert

systems tools are increasingly helpful to small businesses and individual

entrepreneurs’ decision.

Similar to the fluctuating in the price of crude oil, stocks, and transportation,

the conversion rates’ time series are nonlinear and non-stationary. The

mechanism to convert a buyer’s visits into transaction rate will lead to a

fluctuation of the conversion rates’ time series. Although the mechanism is very

complicated, the time series is nonlinear and non-stationary, the main factors that

influence the variation of conversion rate are obtainable, and the fluctuation of

the conversion rates’ time series is decomposable. For these type of situations,

the empirical mode decomposition (EMD), proposed by Huang et al. [9], is a

promising nonlinear and non-stationary data processing method. The EMD

method treats the time series as fast oscillations that can overlay the slow

oscillations [10].

This paper develops an EMD based ensemble recognition method for conversion

rates’ time series (EMDER) to explore the potential pattern, business cycles.

EMDER builds on some notions, such as the database of candidate factors time

series, recognition function, the recognized factor database, cycle function, and

residue-trend recognition function. Also, EMDER is validated by 50 datasets

through the data mining method. For the monthly analysis, we find seasonal pattern,

Clothing Consumer Price Index (CCPI) pattern and the long-term time series
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pattern. For the daily analysis, we find patterns in the calendar of daily fluctuation,

the hesitation window, the consumers’ cash flow determined pattern, the promotion

day and holiday influence. We also conduct a comparison experiment between the

proposed method and Wavelet-based method. The results show that EMDER

outperforms the Wavelet-based model in the deposition quality and do not have the

model-selection problem.

We formulate the article as follows. We first review the extant literature then

describe our research methods followed by our findings. In Sect. 3, we propose the

model. To validate the proposed method, we conduct some experiments and

comparison. We finally present our discussion and conclusions.

2 Literature review

2.1 Conversion behavior modeling

Moe and Fader [1] develop a model of conversion behavior to predict customers

probability of purchasing based on the history of visits and purchase. Sismeiro and

Bucklin [2] propose a model of online buying using clickstream data from a website

that sells cars. Hui et al. [11] propose an individual-level behavioral model that

captures the aggregate preorder/post-release sales of motion picture DVDs. Mintz

et al. [12] formulate a discrete choice model and perform formal model comparisons

to distinguish among several possible dependence structures. Wang et al. [13]

propose a novel business intelligence approach to estimating consideration

probabilities with a two-step procedure. Xu et al. [14] study the effects of various

types of online advertisements on purchase conversion by capturing the dynamic

interactions among ad clicks themselves.

Unlike the notions mentioned in the literature, the conversion rate is to describe

the proportion of people who buy a product to people who visit the site. Although

authors have conducted lots of research, literature focus on conversion rates is rare.

2.2 Data type used in related research and purposes

In recent years, many scholars use different kinds of data to conduct various

purposes of studies for conversion rates of e-commerce.

Click-stream data are the electronic records of Internet usage recorded by

company web servers [15], which are popularly used tools for conversion behavior-

related research and online shopping behavior in the past decade. Park and Chung

[16] use clickstream data to predict e-travelers’ purchasing behaviors. Poel and

Buckinx [3] suggest the use of click-stream data and propose a cost-effective

methodology for the prediction of the demographic website visitor profiles. Olbrich

and Holsing [17] examine which factors were significant for predicting purchasing

behavior within social shopping communities by analyzing clickstream data. Rutz
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and Bucklin [18] investigate how exposure to affect the choices users make of

brand-specific pages to view on a website by using individual-level clickstream

data.

Besides the click-stream data, the studies of e-commerce employ some other data

types. Hui et al. [5] initiate a formal definition of a path (in a marketing context) and

derive a unifying framework that allows them to classify different kinds of paths. De

et al. [7] measure consumers’ usage of website technologies by analyzing server log

data. Lin et al. [19] use panel data from comScore Media Metrix that consist of

detailed click-stream data to explore the impact of stickiness on conversion. Langer

et al. [6] estimate a dynamic discrete choice model with panel data.

However, as an essential type of data, time series are relatively few studied by

scholars for this issue.

2.3 Nonlinear and non-stationary decomposition techniques

The time series for conversion rates of online retail are nonlinear and non-stationary

time series. To our knowledge, the extant research on the conversion rate of

e-commerce does not use time series data. The purpose of this article is to

decompose these time series and recognize some cycles and factors that contribute

to the variation of the time series to help to make a decision. This problem is called

frequency domain analysis (FDA).

The FDA based decomposition techniques include five groups, which are Fourier

transform, Wavelet decomposition, EMD, Singular spectrum analysis, and Filtering

analysis [20].

On the application domains of the five FDA methods, Fourier Transform,

Wavelet decomposition, Singular spectrum analysis, and Filtering analysis are

mainly applied to short-term forecasting [20]. Fourier transform performs poorly

when time series are non-stationary [21]. Filtering analysis has H-P filter has

spurious effects [22]. Singular spectrum analysis has the disadvantage that no

general rule for selecting of parameters [23].

Nowadays, EMD and Wavelet decomposition are the most widely used

decomposition techniques in the applications of time series analysis [20].

Wavelet transformation is a parametric method which is widely utilized for

analyzing these type of data, such as crude oil prices [24], benchmark oil prices

[25], high-frequency financial data mining [26]. However, Wavelet methods are

unable to obtain fine resolutions in both time and frequency domains in the chorus

and have difficulty in analyzing large size data [27].

EMD is another non-parametric methodology for nonlinear and non-stationary

time series. It is proven to be effective for analyzing nonlinear and non-stationary

time series, which has been applied in fields, such as structural health monitoring

[28, 29], prediction prices of crude oil [10, 30–32], prediction of foreign exchange

rates [33], measurement of business cycle [34], estimation of electricity prices [35],

passenger flow [36], and so forth. The timescale suitable for EMD is short-term,

mid-term, and long-term.

Consumer behaviors are the primary driving forces that lead to the variation of

conversion rates. Besides these factors of consumer behaviors, random noise exists.
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Each factor should have its variation; here it means the time series. Furthermore, the

joint acting force of these factors and random noise makes the time series of

conversion rate nonlinear and non-stationary. Therefore, we utilize the feature of

EMD to help decompose the conversion rate time series.

2.4 Empirical mode decomposition

EMD, proposed by Huang et al. [9], is a form of adaptive time series decomposition

technique. It uses the Hilbert-Huang transform (HHT) for nonlinear, non-stationary

and also asymmetric cycles time series data.

The fundamental principle of EMD is to decompose a time series into a sum of

oscillatory functions, intrinsic mode functions (IMFs). The IMFs must meet two

conditions. The detail description of EMD model can be found at Huang et al. [9].

The following shows the detailed algorithm for EMD [9]:

Step 1: Identify all the maxima and minima of time series xðtÞ;
Step 2: Generate its upper and lower envelopes, eminðtÞ and emaxðtÞ, with cubic spline interpolation.

Step 4: Extract the average from the time series and define the difference of xðtÞ and mðtÞ as dðtÞ,
defined by dðtÞ ¼ xðtÞ � mðtÞ.

Step 3: Calculate the point-by-point mean value mðtÞ from upper and lower

envelopes,mðtÞ ¼ ðeminðtÞ þ emaxðtÞÞ=2.
Step 5: Check the properties of dðtÞ. If it is an IMF, denote dðtÞ as the ith IMF and replace xðtÞ with
the residue rðtÞ ¼ xðtÞ � dðtÞ. The ith IMF is often denoted as ciðtÞ, and the i is called its index; If it

is not, replace xðtÞ with dðtÞ.

Repeat steps 1–5 until the residue satisfies some stopping criterion.

Using the above algorithm, we can decompose the original time series data xðtÞ
into n modes and a residue. The first component has the highest frequency, which

represents the shortest period variants in the time series data, whereas the residue

represents the lowest frequency. Consequently, the set of IMFs is derived from high

frequency to low frequency [36].

3 Model

This paper aims to develop the EMD based ensemble recognition method for

conversion rate (EMDER) to find the factors that influence the variation of the

conversion rate, latent cycles, and trend to help to make decisions. Figure 1 is the

systematic diagram of the proposed model, which is accomplished by Algorithm 1.

Table 1 provides a list of notations

Time series analysis for C2C conversion rate 767

123



Fig. 1 Schematic diagram of the proposed model

Table 1 Summary of Notations

Notation Definition

y An actual time series of the conversion rate vector

m The number of IMFs which is decomposed by EMD method from y

IMF IMF ¼
Sm

1 imf j, where j ¼ 1; 2; . . .;m

r The residue of the results of decomposed y

F The candidate factors database

Fl One of the candidate factors in F, where l ¼ 1; 2; . . .q

Ftl The time series vector of Fl

cycleð�Þ The cycle function

recognitionð�; �Þ The recognition function, which is a mapping f : N �M ! ftrue; falseg, N and M are

time series vectors

T The cycle

t The time of the cycle T

imf ti The value of ith IMF at t

RF Recognized factor database
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Algorithm 1. The algorithm of proposed model
Input: The original time series of conversion rate.
Step 1: Use EMD to decompose the original time series of conversion rate y into m IMFs 

jimf and residue r . 
Step 2: Prepare the database for candidate factors time series F .
Step 3: For each  jimf in IMF
Step 3.1: If ( , )l jrecognition Ft imf true= then 

Put lFt into RF . 
Remove lFt from F .

Step 3.2: Else 
Step 3.2.1: If exists ( )jcycle imf then 

Put ( )jcycle imf into RF .
Step 3.2.2: Else

Mark jimf as noise.
Step 4: If ( , )lrecognition Ft r true= then 

Put lFt into RF .
Else

Put r as trend into RF .
Step 5: Identify the trend of the residue by residue-trend recognition function.
Output: RF .
End.

3.1 Time series decomposition by EMD

EMD used in our model is to decompose the original time series into serval IMFs,

which will be input for further recognition.

3.2 Candidate factors time series database

The database for candidate factors time series F is the input for the recognition

function to find and verify these factors to explain the variety of IMFs, whose

establishment is based on the knowledge of online retail. Fl is one of the candidate

factors in F, where l ¼ 1; 2; . . .q. We denote Ftl as the time series vector of Fl.

3.3 Recognized factor database

Recognized factor database RF is a collection of verified knowledge whose

elements are identified from the database for candidate factors time series, which are

the output of this algorithm illustrating the variation of the conversion rate to

mitigate the perceiving uncertainty of conversion behavior of the consumer.
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3.4 Cycle function

There are some cycles which are incurred by human’s activities, such as a week,

season, and month, and the natural time cycle, such as business cycle, physiology

cycle. cycleð�Þ is proposed to uncover the latent cycles of the IMFs, which is a

mapping f : N ! fnot exists; Ig and N is a time series vector, and to find the

minimum time interval T such that jf ðxþ TÞ � f ðxÞj\e. If the time series N has a

cycle, the function returns the cycle. Otherwise, this function return ‘not exists’. We

propose an algorithm to find T in Algorithm 2

Algorithm 2. The algorithm for finding cycle
Input the time series N
For period = 3 to | N |

Num=0;
For i=0 to | N |

If period +i<| N |

Error+=| N N |i i period+−
Num++

End if
End for
Error=error/num;

minperiod is the period s.t. Error=min(Error);
End for
Return minperiod

3.5 Residue-trend recognition function

The residue decomposed by EMD is the trend of the whole time series [37, 38],

which is an important feature of time series. We design a residue-trend recognition

function to identify the trend of residue. Let R be a residue time series, ma be the

average window, and Rma be the moving average vector. This function returns a

token like ‘&"% (&76%)’ to describe the trend, which stands for going down and

going up and the main trend is going down by 76%.

3.6 Recognition function

The recognition function recognitionð�; �Þ is to discover the similarity between IMFs

and candidate factors time series, where the mapping of recognitionð�; �Þ is

f : N �M ! ftrue; falseg, N and M are time series vectors. It returns the Boolean

value r that indicates whether these time series have a significant correlation or

dependency. For the time series Ftl and imfj, if recognitionðFtl; imfjÞ equals to true,

we say Ftl recognizes imfj.

Because the input time series vectors of recognition function may have different

characteristics, the recognition function can have some forms. Since most of the
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time series are numerical, we leverage Pearson product-moment correlation and

Kendall rank correlation to construct the recognition function as following.

recognition(Ftl; imfjÞ ¼
true if q[D and s[D

and the t - test of q and s are significant
false other

8
<

:

ð1Þ

where q is the Pearson product-moment correlation coefficient, and s is the Kendall
rank correlation coefficient. Empirically, for social science, if the correlation

coefficient is over 0.3 we say objects are correlated; if the correlation coefficient is

less than 0.3 we say objects are a weak correlation. Therefore, we let D¼0:3 in this

context.

4 Empirical studies and experiments

4.1 Experiment environments

We leverage Matlab, version R2011b, to perform the EMD and Wavelet

experiments. SPSS is employed to calculate Pearson and Kendall correlation

coefficient [32]. We use Eclipse Mars.2 to develop the cycle function and the

residue-trend recognition function with JAVA.

4.2 Data

We collect Taobao conversion rate (TCR) data from two online stores of www.

Taobao.com officially. One is a woman’s clothing store, and the other is a milk

powder store. Therefore, these data need not cleansing.

4.3 Case study 1: monthly data for a woman’s clothing store

4.3.1 Dataset 1: monthly data for a clothing store

We use this a TCR monthly dataset to investigate the factors and cycles that affect

the time variation of the online clothing store from a longer timescale. See Fig. 2.

4.3.2 IMF

From high frequency to low frequency, there are three IMFs decomposed from the

original time series, and the last decomposed time series is the residue, see Fig. 3.

4.3.3 IMF statistics

We use the mean period of each IMF, the correlation between each IMF and the

original data series, and the variance and variance percentage of each IMF to
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analyze IMFs. These measurements were usually used by EMD related literature

[10, 32, 36].

IMF 1 to IMF 3 and residue positively correlate with the original time series

regarding Pearson correlation coefficient. For the Kendall correlation, IMFs 1 and 2

are significant at 0.01 and 0.05 levels respectively. All of them are positive, and

Pearson and Kendall correlation coefficient are consistent.

Variance as a percentage of observed acts as the measurement of the variability

of each IMF and residue concerning observed. The variance as a percentage of

IMF1 is the biggest, up to 79.55%, which explains the most variability of TCR

monthly data. Moreover, from IMF1 to IMF3 and residue, the variances as a

percentage of observed are decreasing. From IMF1 to IMF3, the frequency of them

Fig. 2 Monthly TCR data of a woman’s clothing store

Fig. 3 IMFs and the residue for TCR monthly data from Oct. 2012 to Aug. 2014
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is falling [38], we can conclude that the TCR monthly data is highly nonlinear with

high-frequency variation (Table 2).

4.3.4 Result and management insight

The industry suggested that some macroscopic factors, such as the clothing

consumer price index (CCPI), would influence the fluctuating of the online clothing

sales. Therefore, CCPI is put into F, which is collected from National Bureau of

Statistics of PRC. Since other candidate factors are not significant, we do not give

them in this article. Table 3 is the result of EMDER. IMF1 is the highest frequency

component of EMD. Former literature [36] treats the first few components of IMFs

as the highly time variations or noise. Hence, we will mark IMF1 as noise as well.

4.3.4.1 IMF2: the pattern of seasonal fluctuation From Table 3, IMF2 has a

6-month cycle. Figure 4 shows the wave of IMF2, where the x-axis represents the

month. The reason why there is a 6-month cycle is due to one of the intrinsic

characteristics of clothing consumption. As China is a monsoon climate, with four

distinct seasons, people used to buy new clothes in April for the spring season and

buy new clothes in September for the coming autumn and winter. While the TCR of

the rest months drops subsequently due to the release of consumption, the two lower

points always appear in July and January. Therefore, IMF2 is the pattern of seasonal

fluctuation.

4.3.4.2 IMF3: Pattern of clothing consumer price index As is shown in Table 3,

CCPI and IMF3 are recognized, whose Pearson and Kendall correlation are over 0.3,

see Table 4 and Fig. 5. This positive correlation reveals an interesting phenomenon:

the more expensive the clothing is, the higher TCR occurs, i.e., people are more likely

to buy clothing online to save money when the clothing becomes costly.

4.3.4.3 Residue As is shown in Table 3, the trend of residue is ‘&"%’ with 82%

rising trend, which means the longtime trend of TCR of this clothing store is

Table 2 Measures of IMFs and the residue for TCR Monthly data from Oct. 2012 to Aug. 2014 derived

through EMD

Mean

period

Pearson

correlation

Kendall

correlation

Variance Variance as a %

of observed

Variance as a % of

(RIMFs ? residue)

Observed 0.044

IMF1 0.028 0.798 0.549** 0.035 79.55 68.63

IMF2 - 0.021 0.320 0.312* 0.011 25.00 21.57

IMF3 0.018 0.350 0.265 0.003 6.82 5.88

residue 1.037 0.186 0.091 0.002 4.55 3.92

Sum 115.91 100

*Correlation is significant at the 0.05 level (2-tailed)

**Correlation is significant at the 0.01 level (2-tailed)
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increasing. According to the industry, the longtime trend of TCR reflects the service

performance of this store like logistic, customer service, quality of its products.

4.4 Case study 2: daily data for a clothing store

4.4.1 Dataset 2: daily data for a clothing store

This data set is a time series of daily TCR containing 700 records, which are

grouped into 23 datasets by month, see Fig. 6. We employ them to study the factors

and cycles that within a month.

-0.4

-0.2

0

0.2 IMF2

Fig. 4 IMF2 for TCR monthly data from Oct. 2012 to Aug. 2014 derived through EMD

Table 4 Correlation analysis between CCPI and IMFs

Pearson correlation Kendall correlation

IMF1 - 0.063 0.042

IMF2 - 0.002 - 0.034

IMF3 0.371 0.328*

*Correlation is significant at the 0.05 level (2-tailed)

101.5

102

102.5

103

-1.00E-01

-5.00E-02

0.00E+00

5.00E-02

1.00E-01

1 3 5 7 9 11 13 15 17 19 21 23

IMF3 CCPI

Fig. 5 CCPI and IMF3

Table 3 The result of EMDER

for case study 1
IMF2 IMF3 Residue

Cycle 6 No No

Recognized factor No CCPI No

Trend of residue &"% (% 82%)
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4.4.2 IMF

We use EMD to decompose the 23-month daily data sets, see Fig. 7.

4.4.3 IMF statistics

Accordingly, the same measurement is conducted to evaluate the correlation

between daily dataset of Oct. 2012 and IMFs, residue. The results show that both are

significant and positive, see Table 5. Since the analysis process is identical to

monthly data, we will not extend this issue. For the rest 22 months, the statistics of

each daily data in the corresponding month are mostly identical, so we will not give

these statistics for concision.

4.4.4 Result and management insight

Table 6 is the product of EMDER. IMF1 is the highest frequency component of

EMD. Similar to the analysis of monthly data, we can consider it as noise.

4.4.4.1 IMF2: a weekly cycle As is shown in Table 6, IMF2 of these datasets are 7

or close to 7, which may be 6 or 8. The number of these datasets is 16. Furthermore,

one can find that the curves are varying with calendar day apparently, shown in

Fig. 7. Therefore, IMF2 is a weekly cycle of the customers’ buying behavior.

4.4.4.2 IMF3: a half month cycle From Table 6, there are 7 months, such as Jan-

13, May-13 have 14 and 15 days cycles, which is very close to a half month cycle.

4.4.4.3 Hesitation window Besides, to discover the buying habit of customers, we

study the frequency of wave crest and trough of each curve. The result indicates that

wave troughs always occur on Sunday, about 51.4%, while the wave crests always

Fig. 6 Daily TCR data of a woman’s clothing store for 23 months
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happen on Wednesday, Tuesday, and Thursday, approximately 91.2%, see Fig. 8.

This phenomenon indicates that the page views are more likely convert to real deals

in the upper half week (Wednesday, Tuesday, and Thursday) than the second half of

the week (Sunday and Saturday). Overall, people more likely go shopping and spend

time with family on the weekend. After the impact of the weekend, they keep on

shopping online, which leads to the conversion rate varying as same as page views.

On the other hand, according to an interview with Taobao industry, experts say that

the top calendar days with the top page views are Monday, Tuesday, and Wednesday.

The evidence implies that customers usually review the product in their wish lists or

carts in those three days. After some hesitating, they decide to buy products, which

lead to Wednesday has the most wave crests due to the hesitation window.

4.4.4.4 Residue Table 6 reveals that 9 months have a descending trend (over 70%

is descending), such as Oct. 2012, Jan. 2013, Mar. 2013 and so forth. The tendency

means that the TCR is higher at the beginning of the month, and it decreases until

the end of the month. As is known, most of the Chinese people get their monthly

salary at the beginning of the month. Meanwhile, they have an approximate

spending on the house holding such as clothing every month. Consequently, when

they get the salary at the beginning of the month, their consuming desire is much

more than the end of the month, which leads to a higher TCR and gradually

extinguished until the end of the month. Therefore, the residues of these months

reflect the consumers’ cash flow determined pattern.

Besides the 9months, 13 months have exceptions.Why there are exceptions?We list

the possible reason for these exceptions in Table 7. It reveals that the primary reasons

are the big sale days occur in the middle or the end of themonth, which lead to the wave

crest of a trendmove tomiddle or end of themonth. Also, the effects of the Chinese new

year will also make the wave crest of the trend move to the middle or the end of the

month. It is because Chinese people will have a 1-week holiday in the Chinese new year

when they will spend their holidays and reduce their online shopping.

Therefore, the trend is the joint influence of monthly salary cycle, the promotion

day and holiday. If there is neither promotion day nor holiday, the tendency is

always a descent. Otherwise, the wave crest will also move.

Table 5 Measures of IMFs and the residue for TCR Daily data from Oct. 1, 2012, to Oct. 31, 2012,

derived from EMD

Mean

Period

Pearson

Correlation

Kendall

Correlation

Variance Variance as a %

of Observed

Variance as a % of

(RIMFs ? residue)

Observed 0.253

IMF1 - 0.006 0.451 0.325* 0.112 44.27 21.45

IMF2 - 0.033 0.601 0.381** 0.223 88.32 42.80

IMF3 0.056 0.396 0.231 0.116 45.78 22.19

residue 0.901 0.317 0.188 0.071 27.97 13.56

Sum 206.34 100

*Correlation is significant at the 0.05 level (2-tailed)

**Correlation is significant at the 0.01 level (2-tailed)
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4.5 Case study 3: daily data for a clothing store after smoothing

There are some data points whose values over 3%. The average value for the TCR

of the 23 months is 1.06%. Therefore, these data points may be anomaly data. To

investigate whether these data have any effect on the EMDER model, we use the

average of neighbor data to smooth those data points. We use EMD to decompose

the 23-month daily data for a clothing store. For briefness, we do not give the IMFs

of these 23 datasets and the IMF statistics.

4.5.1 Dataset 3: daily data for a clothing store after smoothing

The dataset 2 has some points that have conversion rate over 3%, which can be

deemed the anomaly data. We replace the value of these data point with the average

value of neighboring data points, which is shown in Fig. 9.

Monda
y

Tuesda
y

Wedne
sday

Thursd
ay Friday Saturda

y Sunday

Wave crest 1 10 13 8 0 2 0
Wave trough 4 1 3 2 4 3 18

0
5

10
15
20

Su
m

 o
f C

al
en

da
r d

ay

Fig. 8 Frequency of wave crest and trough for IMF2 curve

Table 7 The reason for the

exception of each month
# Month Reason

1 2012/11 Big sale day on Nov. 11th

2 2012/12 Big sale day on Dec. 12th

3 2013/2 Chinese new year on Feb. 10th

4 2013/6 Big sale day on Jun. 26th

5 2013/8 Big sale day on Aug. 19th

6 2013/9 Big sale day on Sep. 16th

7 2013/10 Big sale day on Oct. 14th

8 2013/12 Big sale day on Dec. 12th

9 2014/2 Chinese new year on Jan. 30th

10 2014/3 Big sale day on Mar. 8th, women’s day

11 2014/4 Big sale day on Apr. 14th

12 2014/5 Big sale day on May. 15th

13 2014/6 Big sale day on Jun. 7th and Jun. 26th
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4.5.2 Result and comparison with case study 2

Table 8 is the results of EMDER for case study 3, and Table 9 gives the results of

EMDER comparison between the original datasets and the smoothed datasets.

From these tables, one can see that 15 datasets have an IMF2 whose cycles are 7,

6, or 8. This figure is very close to the results of case study 2, which are 16.

For IMF3, after smoothing the possible anomaly data, the half-month pattern for

IMF3 changes slightly. The number of datasets that have 14 or 15 days cycle

increase to 8, while the results of original data are 7.

As for the residue trends, 13 datasets remains unchanged. Five datasets change

the percentage of the primary trend. Only five datasets shift the direction of the

primary trend.

This evidence reveals that EMDER has some fault-tolerance ability for possible

anomaly data. The influences of these possible anomaly data are absorbed by the

EMD to IMF1 as noise.

4.6 Case study 4: daily data for a milk powder store

4.6.1 Dataset 4: monthly data for a milk powder store

To avoid losing generalization, we also collect 3 months, July, September, and

October, of daily data from a milk powder store of Taobao.com, see Fig. 10. These

products have different consumers, which leads to a different time variation.

4.6.2 IMF

Figure 11 is the EMD results calculated by EMD.
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Fig. 9 Daily TCR data after smoothing of a woman’s clothing store for 700 days

780 K. Gong et al.

123



T
a
b
le

8
T
h
e
re
su
lt
o
f
E
M
D
E
R
fo
r
ca
se

st
u
d
y
3

D
at
as
et

C
y
cl
e

R
es
id
u
e
tr
en
d

D
at
a
se
t

C
y
cl
e

R
es
id
u
e
tr
en
d

IM
F
2

IM
F
3

IM
F
4

IM
F
2

IM
F
3

IM
F
4

O
ct
-1
2

7
6

–
&

(&
1
0
0
%
)

O
ct
-1
3

8
–

–
%

#&
(&

7
2
%
)

N
o
v
-1
2

1
0

1
4

–
%

#&
(%

5
8
%
)

N
o
v
-1
3

8
1
1

6
%

(%
1
0
0
%
)

D
ec
-1
2

1
2

1
5

–
%

#&
(%

6
4
%
)

D
ec
-1
3

8
1
1

–
%

(%
1
0
0
%
)

Ja
n
-1
3

8
1
4

–
&

(&
1
0
0
%
)

Ja
n
-1
4

8
6

–
&

(&
1
0
0
%
)

F
eb
-1
3

1
3

9
–

&
"%

#
(%

8
2
%
)

F
eb
-1
4

8
1
1

–
%

#&
(%

6
8
%
)

M
ar
-1
3

7
1
2

–
&

"%
(&

7
2
%
)

M
ar
-1
4

8
1
5

–
%

#&
(%

9
2
%
)

A
p
r-
1
3

7
1
2

–
&

"
(&

9
6
%
)

A
p
r-
1
4

7
1
4

–
%

#&
(%

7
5
%
)

M
ay
-1
3

7
1
5

–
&

"%
(&

7
6
%
)

M
ay
-1
4

9
1
1

1
4

%
#&

(%
6
4
%
)

Ju
n
-1
3

1
0

1
4

–
&

"%
(%

5
8
%
)

Ju
n
-1
4

1
0

1
4

–
#&

(&
1
0
0
%
)

Ju
l-
1
3

6
7

1
3

%
#&

(&
7
6
%
)

Ju
l-
1
4

6
8

6
&

(&
1
0
0
%
)

A
u
g
-1
3

1
2

1
5

–
%

(%
1
0
0
%
)

A
u
g
-1
4

9
1
5

–
%

#&
( %

8
8
%
)

S
ep
-1
3

7
6

–
%

(%
1
0
0
%
)

‘–
’
m
ea
n
s
n
o
su
ch

IM
F
in

th
e
m
o
n
th

Time series analysis for C2C conversion rate 781

123



T
a
b
le

9
T
h
e
re
su
lt
o
f
E
M
D
E
R
co
m
p
ar
is
o
n
fo
r
ca
se

st
u
d
y
2
an
d
3

D
at
as
et

O
ri
g
in
al

d
at
a

D
at
a
af
te
r
sm

o
o
th
in
g

D
if
f.

C
y
cl
e

R
es
id
u
e
tr
en
d

C
y
cl
e

R
es
id
u
e
tr
en
d

IM
F
2

IM
F
3

IM
F
4

IM
F
2

IM
F
3

IM
F
4

1
2
-O

ct
7

6
–

&
(&

1
0
0
%
)

7
6

–
&

(&
1
0
0
%
)

1
2
-N

o
v

1
0

1
4

–
%

#&
(&

5
8
%
)

1
0

1
4

–
%

#&
(%

5
8
%
)

r

1
2
-D

ec
6

1
2

–
%

#&
"%

(&
5
2
%
)

1
2

1
5

–
%

#&
(%

6
4
%
)

2
3
r

1
3
-J
an

8
1
4

–
&

(&
1
0
0
%
)

8
1
4

–
&

(&
1
0
0
%
)

1
3
-F
eb

1
3

9
–

&
"%

#
(%

8
2
%
)

1
3

9
–

&
"%

#
(%

8
2
%
)

1
3
-M

ar
7

1
2

–
&

"%
(&

7
2
%
)

7
1
2

–
&

"%
(&

7
2
%
)

1
3
-A

p
r

7
1
2

–
&

"
(&

9
6
%
)

7
1
2

–
&

"
(&

9
6
%
)

1
3
-M

ay
7

1
5

–
&

"%
(&

7
6
%
)

7
1
5

–
&

"%
(&

7
6
%
)

1
3
-J
u
n

6
7

1
3

&
"%

#
(%

5
8
%
)

1
0

1
4

–
&

"%
(%

5
8
%
)

2
3
4

1
3
-J
u
l

6
7

1
3

%
#&

(&
7
6
%
)

6
7

1
3

%
#&

(&
7
6
%
)

1
3
-A

u
g

1
4

–
–

&
"%

(%
7
6
%
)

1
2

1
5

–
%

(%
1
0
0
%
)

2
3
r

1
3
-S
ep

7
6

–
%

(%
1
0
0
%
)

7
6

–
%

(%
1
0
0
%
)

1
3
-O

ct
8

–
–

%
#&

(&
7
2
%
)

8
–

–
%

#&
(&

7
2
%
)

1
3
-N

o
v

9
1
4

–
%

#&
(&

7
5
%
)

8
1
1

6
%

(%
1
0
0
%
)

2
3
4
r

1
3
-D

ec
1
0

6
–

%
#&

(%
9
2
%
)

8
1
1

–
%

(%
1
0
0
%
)

2
3
r

1
4
-J
an

8
1
2

–
%

#&
"
(&

8
0
%
)

8
6

–
&

(&
1
0
0
%
)

3
r

1
4
-F
eb

8
1
1

–
%

#&
(%

6
8
%
)

8
1
1

–
%

#&
(%

6
8
%
)

1
4
-M

ar
1
0

1
5

–
%

#&
"%

(&
5
6
%
)

8
1
5

–
%

#&
(%

9
2
%
)

2
r

1
4
-A

p
r

7
1
4

–
%

#&
(%

7
1
%
)

7
1
4

–
%

#&
(%

7
5
%
)

r

1
4
-M

ay
9

1
1

1
4

%
#&

(%
6
4
%
)

9
1
1

1
4

%
#&

(%
6
4
%
)

1
4
-J
u
n

8
1
0

–
%

#&
"%

(%
5
4
%
)

1
0

1
4

–
#&

(&
1
0
0
%
)

2
3
r

1
4
-J
u
l

6
8

6
&

(&
1
0
0
%
)

6
8

6
&

(&
1
0
0
%
)

1
4
-A

u
g

8
1
4

–
&

"%
#&

(%
7
6
%
)

9
1
5

–
%

#&
(%

8
8
%
)

2
3
r

782 K. Gong et al.

123



4.6.3 IMF statistics

The IMF statistics of the three datasets are significant and positive. For a brief, we

will not give these statistics for concision.

4.6.4 Result and management insight

The result of EMDER is given in Table 10. IMF1 is the highest frequency

component of EMD. Similar to the analysis of monthly data, we can consider it as

noise.

4.6.4.1 IMF2: a weekly cycle One can observe from Table 10 that the cycles of

IMF2 for these datasets are 7 or 6 days. Therefore, IMF2 is a weekly cycle of the

customers’ buying behavior. This result is similar to the case study 2, which reflects

consumers who buy clothing and consumers who buy milk powder may have the

same consumption habit.

Fig. 11 IMFs and the residue for TCR Daily data from July, September, and October of 2014

Fig. 10 Daily TCR data of a milk powder store for 3 months

Table 10 The result of

EMDER for case study 3
Cycle Residue trend

IMF2 IMF3 IMF4

Jul-14 7 12 no % (%100%)

Sept-14 7 16 – %#& (%92%)

Oct-14 6 17 #& (&100%)
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4.6.4.2 IMF3: an almost half month cycle From Table 10, Jul-14, Sept-14, and

Oct-14 have 12,16 and 17 days cycles, which are very close to a half month cycle.

4.7 Comparison

4.7.1 Benchmark

From the literature review, EMD and Wavelet are the most widely used techniques

for the task of decomposition nonlinear and non-stationary time series. Therefore,

we conduct the comparison between EMD and Wavelet.

4.7.2 EMD versus wavelet

We use Wavelet toolbox of Matlab to decompose the data for case study 1. Since the

time series is one dimension-discrete data, we choose Wavelet 1-D to decompose.

The Wavelet types that are suitable for 1-dimension discrete data are Haar,

Daubechies, Coiflets, Symlets, and Dmeyer. Figure 12 is the decomposition results

of these Wavelets with different parameters, which includes the EMD result for

comparing as well. All these Wavelets choose four as the level so that we can

compare with the result of EMD that has four levels as well.

Since the purpose of decomposing is to identify the factors and cycles of the

signal, the decomposed time series should have a minimum correlation. Therefore,

we define the following evaluation eval ¼
P

ti;tj2T jqti;tj j for assessing this decom-

position, where ti 6¼ tj and ti and tj are the decomposed time series for a

decomposition model. A good model should have a smaller evaluation value. From

Table 11, one can observe that EMD has the minimum evaluation value.

We use the decomposition of different Wavelets model as input for EMDER.

Table 12 is the result of EMDER. One can see that none of the Wavelet models can

recognize the pattern of seasonal fluctuation, a cycle of 6 months. For the residue

trend, Symlets 5 can yield the same result. Moreover, Daubechies 5 and Haar have

different results from the other model. The other models have slight difference

results from EMD.

Thus, we have the following results. First, EMD can decompose the signal into

some independent time series than the Wavelet models. Second, since Wavelet is a

parametric method, which has many types of Wavelet sub-model with different

parameters, there will be the model-selection problem to choose the proper model

for this context.

Table 11 Evaluation for

decomposition models
Model Evaluation value Model Evaluation value

EMD 0.573 Coiflets 3 3.180

Daubechies 5 3.140 Coiflets 5 1.624

Daubechies 10 3.070 Haar 4.506

Dmeyer 2.046 Symlets 5 3.641

Symlets 8 2.958
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5 Conclusion

This paper proposes an EMD based ensemble recognition method for conversion

rate (EMDER). Other than established mathematical models by adopting a

deductive approaching in literature, this model is an inductive approaching that

treats the system of conversion behavior as a black box. Furthermore, the data used

in this study are time series, not click-stream data, panel data, log data, and path data

that were utilized in literature. It provides a novel angle of view in solving this

problem.

We apply EMDER to 50 datasets and obtain some management insights through

the acquired patterns, such as seasonal pattern, CCPI pattern, the long-term time

series pattern, the calendar of daily fluctuation, the hesitation window, the

consumers’ cash flow determined pattern, and the promotion day and holiday

influence. These patterns are useful for online retailers.

A comparison between EMDER and Wavelet-based method is conducted, which

reveals that EMDER outperforms the Wavelet-based model in the deposition quality

and do not have the model-selection problem.

In the future study, we will collect more data to extend empirical studies. We can

use other methods to implement the recognition function for more complex data and

industry. For example, we can use a dependent function of the rough set theory [39]

as the recognition function. Moreover, we can introduce operations that can enable

the recognition function to support finding correlation or dependency with delayed

influence.
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