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Abstract A process-based simulation model for the
grapevine-downy mildew pathosystem was devel-
oped in order to quantitatively synthesize the litera-
ture available and to provide a tool to guide strategic
decisions for disease management. The model in-
cludes: 1) the main processes involved in the disease
dual epidemics on leaves and clusters, from inoculum
mobilisation to disease multiplication on foliage, and
to infection of clusters; and ii) host dynamics, i.e.
crop development, growth, and physiological and
disease-induced senescence. A numerical evaluation
was performed to investigate the response of the
model to changes of the main epidemiological pa-
rameters, i.e. the basic infection rate corrected for the
removals (R.OPT), the duration of latency period
(LP), the duration of infectious period (IP), and the
rate of primary infections (P). Increasing values of
R.OPT and IP, and decreasing values of LP resulted
in a faster increase of the epidemic on both foliage
and clusters, while decreasing values of P delayed
epidemics. The simulated dynamics of epidemics on
foliage and clusters conformed to patterns of dual
epidemics observed for downy mildew. The model
can be useful for investigating the effect of strategic
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disease management tools such as the use of resistant
varieties or to investigate the behaviour of the
pathosystem under scenarios of climate change.

Keywords Modelling framework - Plasmopara
viticola - Simulation modelling - Systems analysis - Vitis
vinifera

Introduction

Downy mildew (DM), caused by the Oomycete
Plasmopara viticola (Berk. & Curt.) Berl. & de Toni,
is one of the most important grapevine diseases world-
wide (Gessler et al. 2011). Plasmopara viticola affects
both leaves and clusters, and causes yield and quality
losses. DM is a polycyclic disease in which sexual and
asexual spores cause primary and secondary infections,
respectively (Gobbin et al. 2001, Gobbin et al. 2003).
Many studies have been conducted on the epidemio-
logical processes leading to grapevine DM epidemics,
and on the many factors influencing them. These pro-
cesses operate within a hierarchy (Zadoks and Schein
1979) and concern different levels of integration
(Rabbinge and de Wit 1989), such as spore germination
and infection (respectively at the levels of the pathogen
spore and of the host plant site), lesion development (at
the leaf or grape cluster levels), and disease progress (at
the whole plant and vineyard levels). These levels of
integration differ in their physical scales, and also in
their temporal characteristics, from minutes (e.g., spore
germination) to months (e.g., an epidemic).

@ Springer


http://crossmark.crossref.org/dialog/?doi=10.1007/s10658-020-01974-2&domain=pdf
https://orcid.org/0000-0001-7635-7696
https://orcid.org/0000-0001-7232-0431
https://orcid.org/0000-0003-4090-6117

252

Eur J Plant Pathol (2020) 157:251-268

Simulation models are developed with the main ob-
jectives of synthesizing the current knowledge on pro-
cesses and interactions involved in a given system,
better understanding the system behaviour, and identi-
fying knowledge gaps. Simulation models have further
been used to guide tactical or strategic decisions to
manage the system of interest (Shoemaker 1981).
Models designed to produce a quantitative synthesis of
the available knowledge of crop disease epidemics have,
for example, been described for hop downy mildew
(Royle 1973), apple scab (Kranz 1979), apple powdery
mildew (Jeger 1984), groundnut rust (Savary et al.
1990), bean angular leafspot (Allorent et al. 2005;
Allorent and Savary 2005), rice sheath blight (Savary
etal. 2012), Septoria tritici blotch of wheat (Savary et al.
2015), and coffee diseases (Avelino et al. 2018). The
model developed by Rossi et al. (2009) for grapevine
DM simulates epidemics to understand the role of pri-
mary and secondary infections on the epidemic devel-
opment. This model however does not consider other
features of DM epidemics such as, for instance, the dual
nature of DM epidemics (Savary et al. 2009) on both
leaves and clusters.

In the field of disease management, tactical models
aim to provide short-term and field-scale predictions
(Zadoks and Rabbinge 1985) of disease dynamics and
their impact on harvests in order to guide decisions (e.g.,
fungicide applications, Kranz and Hau 1980). Some
tactical models have been developed for grapevine
DM (Gessler etal. 2011), focusing on primary infections
(Hill 1990, 2000; Park et al. 1997; Rossi et al. 2005;
Rossi et al. 2008) or dealing with the development of
secondary infections through the simulation of one or
more processes of the biological cycle of P. viticola
(Blaise et al. 1999; Ellis et al. 1994; Kassemeyer 1994;
Lalancette et al. 1988; Magarey et al. 1991; Orlandini
etal. 1993). The model developed by Leroy et al. (2013)
simulates DM epidemics on both leaves and clusters
resulting from both primary and secondary infections,
and incorporates yield losses and grower’s income, as
influenced by weather conditions and fungicide appli-
cations. All these tactical models have been designed for
application in specific conditions, and require specific
environmental input data, and a number of parameters
that make them site- and vineyard-specific. Strategic
models have a main purpose of identifying the impor-
tance of a particular component involved in the system,
and to quantify the consequences of disease manage-
ment actions in general, including long-term decisions,
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such as the choice of a (resistant) variety. Such models
have not been developed for DM.

The objective of this work is to develop a generic
modelling structure for grapevine DM epidemics, which
encompasses the main phases of the disease epidemio-
logical processes, from inoculum mobilisation to dis-
ease multiplication on the foliage, and to infection of
clusters. This structure is meant to capture some of the
main features of the disease, and to mobilize available
data from the literature. This structure is also meant to be
used to analyse the respective contributions of different
phases of the disease (i.e., primary infections vs. sec-
ondary infections), the linkages between disease pro-
cesses (e.g., disecase on foliage relative to disease on
clusters, an element that is missing in most of the pre-
viously mentioned models), and the effects of host dy-
namics (growth and senescence) on disease
development.

Materials and methods

This section describes the main specifications of the
model, the model blueprint and structure, as well as
the approach used for a numerical evaluation of the
model. The resulting model is described in the Results
section.

Specifications of the model

We developed a model structure using the following
specifications: (1) consideration of a few, but critical
disease epidemiological processes; (2) inclusion of the
main host crop processes, i.e., crop growth and senes-
cence, as well as crop development and fruit (cluster)
formation; (3) consideration of a suitable system size,
that is to say, large enough to include a series of plant
and pathogen associated elements, which encapsulate
the key components of a DM epidemic, i.e., foliage,
clusters, primary inoculum, lesions, and secondary in-
oculum; (4) responses to key environmental variables
represented by driving functions for both the physical
environment and for crop management actions; (5) con-
sideration of a suitable time frame, that is to say, a time
duration enabling to address the annual dynamics of a
DM epidemic on a growing grapevine; (6) use of a time
step that accounts for weather variability and rhythm, so
that disease (specification 1) and crop (specification 2)
are modelled as continuous processes.
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Model blueprint

The DM-grapevine pathosystem involves a large num-
ber of interactions occurring at different levels of hier-
archy. The design of a system model implies simplifi-
cations that are incorporated into the model as assump-
tions. These assumptions are meant to enable the design
of the model, which is envisioned as a simplification of
the reality (Forrester 1997; Zadoks 1971). A number of
these assumptions—simplifications are described in the
following blueprint, according to the model specifica-
tions; their rationale is addressed in the discussion
section.

Key disease epidemiological processes

The model elaborates on the foundations established by
Vanderplank (1963) with the processes of infection,
latency, and infectiousness, summarized in:

dx;/d; = R (xt_p—xt_i_p) (1=xy) (1)

where: x, is the proportion of infected tissue at time t, R,
is the basic infection rate corrected for the removals (i.e.
tissue removed from the infectious process), p is the
latency period, and i is the infectious period.

The latency period (p) is the delay, in days, within
which newly infected tissue becomes infectious. The
infectious period (i) is the time interval, in days, during
which a lesion produces new spores and is able to
generate new infections. A lesion that no longer pro-
duces spores is removed from the epidemic process
(Zadoks and Schein 1979).

In eq. (1), the term (X, — Xip) corresponds to the
infectious fraction of x,. This term is multiplied by R,
which represents the number of daughter lesions per
mother lesion per unit time with the dimension
[Nies-Nies .T']. R, corresponds to the effective dis-
persal unit per infection unit per unit time. R, is the
product of the relative rate of spore production (N) in
number of spores per lesion per day, with dimension
[N.N " T ']=[T "], and of the effectiveness (E) of each
pathogen propagule in causing new infection, with di-
mension [N.N '] =[1] (Zadoks and Schein 1979); there-
fore:

R.=NxE (2)

In eq. (1), the infectious fraction of x; is also multi-
plied by the “correction factor” (1-x,) (Zadoks 1971),

which is the proportion of healthy tissue that is still
available for infection. The correction factor is bound
between 0 and 1, where 1 corresponds to the carrying
capacity of the system.

The concepts established by Vanderplank have been
translated into botanical epidemiology by Zadoks
(1971). The host crop consists of a number of sites,
which may be partitioned in several, non-overlapping
categories: (1) healthy sites (HS); (2) sites which have
been infected but are not yet infectious, and therefore are
latent (L); (3) sites that are infectious and are generating
secondary infections (I); and (4) sites that are no longer
infectious and thus are removed from the infectious sites
(R). The notion of site refers to a portion of plant tissues
that can sustain a given infection and potentially give
raise to new ones (Vanderplank 1963). In the case of
grapevine downy mildew, a site corresponds to a tissue
that can sustain a lesion.

The present model addresses disease progress both
on leaves and clusters. Inclusion in the model of the
infection process on clusters is important to understand
the linkage between components of dual epidemics. In
the case of DM, a nonlinear relationship links foliage
and clusters (Savary etal. 2009). Clusters are considered
in two possible states only: healthy or infected.

Main host processes

The model includes crop growth and senescence in the
simplest possible way. Crop growth and senescence are
major causes for epidemiological variability (Zadoks
and Schein 1979), with strong effects of host dynamics
on disease development (Campbell and Madden 1990;
Vanderplank 1963; Zadoks and Schein 1979).

Crop growth is represented as the progressive in-
crease in healthy sites during the crop cycle, and is
reflected by a logistic increase for foliage growth. Se-
nescence is represented as the physiological process that
leads to fewer sites being available for infection as the
foliage ages. The model considers both physiological
and disease-induced senescence on the foliage, the latter
being caused by a reduction of photosynthesis and an
alteration of the carbon balance of the host crop caused
by the disease (Caffi et al. 2010; Farrar 1992; Giuntoli
and Orlandini 2000).

Crop development and age are also included into the
model, in order to account for changes in host suscepti-
bility, both for leaves and clusters (Kennelly et al. 2005;
Reuveni 1998). Crop development is the passing of the
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crop through successive, physiologically different
stages (Zadoks and Schein 1979). The change in host
susceptibility with crop age is known as ontogenic re-
sistance (Develey-Riviére and Galiana 2007; Ficke et al.
2002; Kennelly et al. 2005).

System size

A system is a well-defined segment of reality, separated
from the outside environment by clear boundaries
(Zadoks 1971). The system under consideration is a
single grapevine plant surrounded by similar grapevine
plants in term of size, physiology and development, and
disease.

The size of the system is defined by LA, the maxi-
mum leaf area deployed by the considered reference
grapevine plant of the system, and by NC, the number
of clusters borne by this plant. LA further enables the
calculation of the maximum number of sites present in
the system, as: Smax = LA/LS, where LS is the area of
each individual DM lesion, i.e., the size of a [foliage]
site. At the beginning of each simulation, the size of the
foliage component is set to 100 healthy sites.

Driving functions

Driving functions represent the environmental factors
that may influence the functioning of the considered
system (weather, soil, but also crop management)
(Rabbinge and de Wit 1989; Savary and Willocquet
2014). Environmental factors may be considered, as
here, in a scenario approach. We consider weather var-
iables, which are represented in sets of environmental
scenarios, by fixed levels of temperature and moisture
(which includes both rainfall and leaf wetness duration)
throughout a run duration over the time frame of a
growing season (i.e., 200 days). Using this approach,
each environmental scenario corresponds to sets of as-
sociated values for epidemiological parameters involved
in both primary (inflow of primary infections, onset date
of primary infections, period of primary inoculum mo-
bilization) and secondary infections (latency and infec-
tious periods, modifiers of the corrected basic infection
rate for temperature and moisture). In each run, which is
performed along a given environmental scenario, these
epidemiological parameters are fixed.

In the present work, we considered only one envi-
ronmental scenario, which is highly conducive to dis-
ease. Several runs of the model in different climatic
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scenarios that are more or less conductive for the disease
development are reported in Bove (2018; Bove et al.
Submitted).

Epidemic time frame

Epidemics are simulated over a 200-day period, cover-
ing the growing season from bud break until leaf-fall.
Bud break (stage 07 of Lorenz et al. 1995) is assumed to
occur on April 1st (day of year, DOY 90) with northern
Italy as the reference environment (Poni et al. 2006).
The simulation ends on October 17th (DOY 289), which
approximately corresponds to the end of leaf-fall (stage
97) in northern Italy (Poni et al. 2006).

Time step

The operational definition for a time step is a small
fraction of the time frame in which the rates in the
considered system are not likely to change strongly
(i.e., change by more than 50% of their value; Rabbinge
and de Wit 1989; Savary and Willocquet 2014; Zadoks
1971). In this work, epidemics are simulated on a daily
time step, which is sufficient to capture the main features
of disease processes and plant growth.

Model structure: Main components and their
relationships

The general structure of the model consists of five main
components: 1) primary infections; 2) lesions on foliage
(resulting from both primary and secondary infections);
3) secondary infections; 4) lesions on clusters; and 5)
crop growth and development. Relationships between
these model components are summarized in Fig. 1. Pri-
mary infections increment the number of lesions on
leaves; lesions on leaves generate secondary infections
on leaves and on clusters. Infections on clusters are
assumed to not give rise to new infections neither on
leaves or clusters. The number of sites on leaves is
dynamic during the season, and is influenced by crop
growth and senescence. Leaves may vary in their sus-
ceptibility with age, which depends on crop develop-
ment. Crop development plays also an important role on
disease dynamics on clusters, by determining the period
during which clusters are susceptible to infection.
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Lesions on
foliage

infections

Primary
infections

Crop growth and
development

Clusters

Fig. 1 Relationships among the main elements of the grape
downy mildew model. Primary infections increment the number
of lesions on leaves. Lesions on leaves produce secondary infec-
tions on leaves and infections on clusters. Infections on clusters are
not assumed to give rise to new infections on leaves or clusters.
Variation in the number of sites on leaves is dynamic during the

Primary infections

Primary infections are assumed to only occur on leaves.
The inflow of primary infections into the system is
represented by the rate of primary infections (RPI).
RPI is a function of three components: the epidemic
onset date, OD; the duration of primary inoculum mo-
bilization, PD; and the inflow (i.e., the rate) of primary
infections occurring per time step, P. Dimensions of
RPI, OD, PD and P, and of all the other coefficients,
parameters, rates, and variables used in the model are
shown in Table 1.

Epidemic on foliage

The model represents the epidemic process on foliage as
a flow of sites through successive states. State variables
store the number of sites in these states: healthy (HS),
latent (L), infectious (I), and removed (R). At the begin-
ning of the simulation, all the 100 initial sites are healthy
and are stored in state variable H. In the course of the

season, and is influenced by crop growth and senescence. Sites on
leaves may vary in their susceptibility with age, which is made a
function of crop development. Crop development determines (1)
cluster appearance (after flowering) and (2) the period during
which clusters are susceptible

simulation, infections on foliage, both primary and sec-
ondary, occur on available healthy sites. The rate of
infection (RI) is expressed as:

RI = RPI + R, x I x COFR (3)

where: RPI is the rate of primary infection, R, is the
basic infection rate corrected for removals (eq. 2), and
COFR is the correction factor. COFR ranges from 0 to 1
and is calculated as:

COFR = 1—(D/(D + HS)) (4)

where: D is the sum of diseased sites: D = (L + 1+ R).

Once infected, sites become latent and thus flow from
the healthy (HS), to the latent (L) and later on to the
infectious (I) state. Sites remain in the latency and
infectious stages for specified time durations, i.e., the
latency period (LP) and infectious period (IP), respec-
tively. Both LP and IP are set to fixed values in the
course of the epidemic in the present version of the
model.
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Table 1 List of state variables, rates and parameters used in the model, together with their respective dimension

Symbol Meaning of symbol Dimension®

CCS Coefficient for clusters susceptibility [1

CCSmax Coefficient for clusters maximum susceptibility [1

COFR Correction factor for leaves [1

COFRC Correction factor for clusters [1

D Total number of diseased sites on foliage [Nsite]

Daily T Daily temperature [K]

DC Number of diseased clusters [Netusters]

DVS Development stage [1]

HC Number of healthy clusters [Netusters)

HS Number of healthy sites [Nsite]

1 Number of infectious sites [Niite]

P Infectious period duration [T]

L Number of latent sites [Ngite]

LP Latency period duration [T]

OD Onset date for primary infections [T]

P Daily inflow of primary infections NT

PD Duration of mobilization of primary inoculum [T]

R Number of removed sites [Nites]

Re Number of daughter lesions per mother lesion per unit time (corrected basic infection rate) [Njes.N los | .Tﬁl]

RA Modifier for R, related to leaf ageing [1

R.OPT Optimum R, [Nies.-Nis T 1]

R.T Modifier of R, for temperature [1]

RV Modifier of R, for variety [1

RW Modifier of R, for moisture [1

RG Rate of (foliage) growth Ngie T']

RPI Rate of primary infection INT "

RRDS Relative rate of disease-induced senescence [NN'T]

RRG Relative rate of growth [NN'T]

RRS Relative rate of senescence INN'T]

RRSmax Maximum relative rate of senescence [NN'T]

RSEN Rate of senescence of healthy sites [Nsne,T*l]

RSENR Rate of senescence of removed sites INT

RSumT Rate of accumulation of daily temperature KT

SEN Number of healthy senesced sites [Nsite]

SENR Number of removed senesced sites [Nite]

Smax Maximum number of (foliage)sites [N]

SumT Sum of temperature [K]

Tbase Base temperature for grapevine development [K]

TC Foliage — cluster disease transmission coefficient [NclusmrNsim;' .TI]

TOTSITES Total number of (foliage) sites present in the system [N]
Sporulating sites on leaves (I) generate secondary per mother lesion per time step is the basic infection rate

infections on leaves for the duration of their infectious corrected for removals, R.. R, is expressed in the model

period (IP). The number of daughter lesions generated as the product of an optimum value, R.OPT, with a

@ Springer



Eur J Plant Pathol (2020) 157:251-268

257

series of modifiers (Loomis and Adams 1983; Savary
et al. 2012, 2015), each modifier corresponding to the
effects of four factors on R.: mean temperature, mois-
ture, leaf age and plant development stage, and varietal
susceptibility. We therefore write:

R, = R.OPT x R.T x ReW x R.A x R,V (5)

where R T, R.W, R A, and R_V are modifiers of R.OPT
for temperature, moisture, leaf age and plant develop-
ment stage, and variety, respectively. All modifiers are
bound between 0 and 1, and may therefore lead to
values of R which are lower than R.OPT.

Infections on clusters

Sporulating (i.e., infectious) sites on leaves (I) also
generate infection on clusters, by means of a transmis-
sion coefficient (TC) (Savary et al. 2009). The rate of
cluster infections (RCI) is calculated as:

RCI = TC x I x COFRC x CCS (6)

where: COFRC is the correction factor for infection on
clusters, representing the proportion of healthy clusters
still available for new infection; and CCS is the coeffi-
cient of cluster susceptibility. COFRC is bound between
0 and 1 and is calculated as:

COFRC = 1—(DC/(DC + HC)) (7)

where: DC and HC represent the numbers of diseased
and healthy clusters, respectively.

CCS represents the development-dependent variation
of cluster susceptibility, varying between 0 and 1 as a
function of the development stage: CCS is 0 when
DVS=0; 1 when DVS=1; and 0.1 when DVS is 2
(Kennelly et al. 2005).

Crop development and growth

The model considers three broad grapevine develop-
ment stages (DVS): from bud break till flowering
(DVS =0); from flowering to veraison (DVS =1); and
after veraison till leaf-fall (DVS = 2). DVS values are set
according to the running sum of daily temperatures
(SumT) above the temperature threshold for grapevine
development (Tbase). The rate of increase of SumT is
RSumT, and is computed at each time step (see para-
graph 2.6.) as:

RSumT = DailyT—Tbase

where: DailyT is assumed to be equal to 15 °C in the
present work and Tbase is equal to 10 °C (Gutierrez
et al. 1985; Winkler et al. 1974). DVS is then computed
using two successive thresholds of temperature sum, as
follows: DVS = 0if SumT <300; DVS = 1if300 <SumT
<700; DVS is 2: if SumT >700.

The growth of the number of host sites on the foliage
follows a logistic shape. The rate of foliage growth (RG)
is a function of the relative rate of growth (RRG), the
number of healthy sites (HS), the fraction of the current
total number of sites (TOSTSITES), and the maximum
number of sites supported by the system (Smax), as
follows:

RG = RRG x HS x (1-(TOTSITES/Smax))  (8)

where: TOTSITES is the sum of healthy (H), diseased
(D) and senesced-removed sites (SENR), i.c.,
TOTSITES =H + D + SENR. When TOTSITES ap-
proaches Smax, the system approaches its carrying ca-
pacity and, thus, RG approaches 0. Note that eq. (8)
assumes that only healthy sites (H) contribute to foliage
growth.

Physiological senescence is represented by a rate of
loss of healthy sites (RSEN) occurring between veraison
and leaf-fall (i.e., when DVS = 2). RSEN represents the
process whereby the number of (physiologically)
senesced sites (SEN) increases proportionally with the
number of healthy sites with a relative rate of senescence
(RRS):

RSEN = RRS x HS (9)

The model also considers disease-induced senes-
cence. The relative rate for disease-induced senescence,
RRDS, is assumed to be greater than the relative rate for
physiological senescence (RRS) (Goidanich 1959). Se-
nescence in diseased tissues starts with the occurrence of
disease and is independent from DVS. The process is
considered to only affect the infected-removed, i.e.,
post-infectious (R), sites while the latent (L) and infec-
tious (I) sites are not affected by disease-induced senes-
cence, being in short transitory stages compared to the
duration of a growing season. The number of removed-
senesced sites (SENR) increases proportionally to the
amount of removed sites (R) with a rate of senescence
for the removed, RSENR, equal to:

RSENR = (RRS + RRDS) x R (10)
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Initial evaluation

A numerical evaluation was conducted in order to verify
whether the response of the model to variation of its
main epidemiological parameters follows the expecta-
tions based on the blueprint we developed.

The parameters of the “epidemiological quintuplet”
discussed by Zadoks and Schein, 1979) were consid-
ered: 1) o, the daily production of effective propagules;
2) E, the infection efficiency of propagules; 3) p, the
duration of the latency period; 4) i, the duration of the
infectious period; and 5) x,, the size of the primary
inoculum.

The first and second parameters (N and F) are incor-
porated in the model as their product, R.OPT (eq. 2;
Zadoks 1971). Three values of R.OPT were used for the
numerical evaluation: 0.25, 0.30, and 0.35. The third
and fourth parameters, p and 7, correspond to LP and IP
in the model; and two values were tested for each
parameter: 4.8 and 7.2 for LP, and 12 and 18 for IP,
which correspond to their default values, 6 and 15,
respectively, increased or decreased by 20%. The fifth
parameter, X, is the daily flow of primary infections, P;
three values of P were tested: 0.05, 0.1 and 0.2.

A total of 48 runs were performed, resulting from the
combination of the three values of R.OPT, two of LP
and IP, and three of P. To understand the effect of
changes in each parameter, disease progress was calcu-
lated as the average of runs in which the parameter
remains constant. For instance, disease progress curve
for RCOPT =0.25 was the average of the 12 runs in
which R.OPT=0.25, LP=4.8 and 7.2, IP=12 and 18,
and P=0.05, 0.10 and 0.20. The area under disease
progress curve (AUDPC) was finally calculated for each
model run, following Campbell and Madden (1990),
and the final value of disease incidence on the clusters
was computed for each run.

Results

The relational diagram of the model corresponding to its
specifications, assumptions and requirements is shown
in Fig. 2. The diagram was drawn following the systems
representation of (Forrester 1997) as used in STELLA®
(abbreviation of Systems Thinking, Experimental
Learning Laboratory with Animation), a visual pro-
gramming language for system dynamics modelling.
The diagram combines: state variables (rectangles),
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flows (solid arrows), rates (valves), parameters and co-
efficients (circles), and numerical relationships (dashed
arrows). Acronyms of state variables, rates and param-
eters are listed in Table 1.

State variables

State variables consist of the sites present on leaves and
of clusters. The sites on foliage are split in six dynamic,
non-overlapping categories: healthy sites available for
infection (HS); healthy but senesced sites not available
for infection (SEN); diseased sites being latent (L),
infectious (I), or removed (R), and removed senesced
sites (SENR). Grape clusters are represented by two
state variables: healthy (HC) or diseased (DC). A key
element of the model is the feedback from the infectious
sites (I) to the rate of infection (RI) on the foliage; this
feedback accounts for the polycyclic disease increase on
foliage.

Two additional variables were added to the model
structure to enable (daily) computations of: SumT, sum
of daily temperature and AUDPC, the area under dis-
ease progress curve on foliage, with a rate of increase
computed as the (daily) sum of diseased sites: D=L +
I+R.

Flows

Flows enable the increase or decrease of state variables.
On foliage, the increase in healthy sites occurs because
of host growth; its decrease occurs because of infection
or senescence. The flow leaving the removals (R) rep-
resents a decrease of removed sites resulting from
disease-induced senescence. The flow from healthy
(HC) to diseased (DC) clusters represents the depletion
of healthy clusters resulting from infection of clusters.

Rates

Rates regulate flows and are represented in the flowchart
as valves (Fig. 2) RG is the rate of crop (foliage) growth
(eq. 8) and regulates the increase in number of healthy
sites (HS) on foliage. Rl is the rate of foliage infection
(eq- 3), i.e., the number of sites changing from healthy
(HS) into latent (L) during a given time step. Rtrans is
the rate of transfer of sites from latent to infectious, i.e.,
the number of sites transferred from latent (L) to infec-
tious (I). Rrem is the rate of removal from infectious,
i.e., the number of sites transferred from infectious (I) to
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Fig.2 Flowchart of the grape downy mildew model. Flows of leaf
sites and clusters in a simulation model for grape downy mildew.
The diagram makes use of the symbols developed by Forrester
(1961). The core of the structure of the model is based on Zadoks
(1971), with sites on foliage evolving from healthy (HS) to latent
(L), infectious (I) and removed (R). The rate of infection of leaves
(RI) depends on primary (P) and secondary infections (R, and I).
Infectious sites on the foliage (I) are the only source of infection of

COFRC

clusters and the rate of cluster infections (RCI) is regulated by the
leaf-to-cluster disease transmission coefficient (TC). The structure
incorporates host (canopy) growth (RG), physiological senescence
(RSEN), and physiological senescence compounded by disease-
induced senescence (RSENR). Development is modelled with
development stages (DVS) increasing with daily temperature ac-
cumulation. Symbols for state variables, rate and parameters are
listed in Table 1
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removed (R). RSEN is the rate of leaf senescence (eq.
9), i.e., the number of sites transferred from healthy and
available for infection (HS) to senescent (SEN). RSENR
is the rate of senescence for the removed sites on foliage
(eq. 10), i.e., the number of sites transferred from re-
moved (R) to senescent and removed (SENR). RCI is
the rate of clusters infection (eq. 6) and corresponds to
the number of clusters changing from healthy (HC) into
diseased (DC) during a time step.

Parameters and coefficients

Numerical values of parameters and coefficients were
derived from the literature, and represent a quantitative
synthesis of the available knowledge on grapevine
downy mildew epidemiology.

The maximum leaf area (LA) of a grapevine plant is
set to 3 m* and the number of clusters per vine is set to
20, according to values reported by Bernizzoni et al.
(2009) on Vitis vinifera L. cv. Barbera, planted at 2.5 m
inter-row and at 0.9 m within-row spacing in a single
Guyot system. The dimension of a single site on leaves
corresponds to the dimension of a single downy mildew
lesion (LS), which is approximately 20 mm in diameter
(Galet 1977); therefore, the average size of a site is
314.16 mm®. The maximum number of sites on leaves
(Smax) is then computed as follows:

Smax = LA/LS = (3 % 106 /7t x (10)2) — 9549.3

Smax was rounded to 10,000 for the sake of simplic-
ity. The relative rate of host growth, RRG, is set to 0.1
[N.N"'.T"'], implying that the photosynthetic activity of
each healthy site contributes to the production of 0.1
new sites at each time step (Savary and Willocquet
2014). Both Smax and RRG are linked to the rate of
growth (RG) as described in eq. (8). The relative rate of
foliage senescence, RRS is set to 0 when DVS=0 or
DVS=1, and to 0.01 [N.N"".T"'] (represented as
RRSmax in Fig. 2) when DVS =2 (Wermelinger and
Koblet 1990). The relative rate of diseased-induced
senescence, RRDS, is set to 0.02 [N.Nfl.Tfl], assuming
that diseased sites senesce at a rate twice that of healthy
ones.

R OPT is the optimum value of R, (eq. 5), i.e., the R,
under optimal, non-limiting conditions for DM; the
value of R.OPT was set to 0.3; therefore assuming that
0.3 daughter lesions are produced per mother lesion per
unit time [Njes.Njes .T ']. The value of R, was
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calculated from data in Gessler and Blaise (1992),
Jermini et al. (2000), Dagostin et al. (2011), and Carisse
(2016), using the approach proposed by Sun and Zeng
(1994). Modifiers of R.OPT are linked to R, according
to eq. (5). The modifiers for temperature and moisture
(R.T and R W) are set to 1, assuming optimal temper-
ature and moisture conditions for the disease. The mod-
ifier for the variety, R.V, is also set to 1, meaning that the
host plant is fully susceptible to DM. The modifier for
crop age (R.A) was set as follows: R.LA=1if DVS=0;
R.A=0.56 if DVS=1; R.A=0.39 if DVS =2, mean-
ing that the susceptibility of the foliage to DM is max-
imum between bud break and flowering, and then de-
creases when crop ages (Reuveni 1998).

The duration of latency (LP) and infectious (IP)
periods is set at 6 (Goidanich 1959; Miiller and
Sleumer 1934) and 15 days (Caffi et al. 2013;
Kennelly et al. 2007), respectively, under the assump-
tion of optimal temperature and moisture conditions.

The daily inflow of primary infections (P) is set to 0.2
[N.T'] (Gobbin et al. 2005; Rumbou and Gessler
2004), the time of epidemic onset (OD, i.c., the day of
the first seasonal infection) is fixed at DOY 120
(May 1st), i.e., OD=30 (Rossi et al. 2008), and the
duration of primary inoculum mobilization (PD, i.e.,
the duration over which primary infections contribute
to the epidemic) is set to 60 days (Gobbin et al. 2005;
Rossi et al. 2009; Rumbou and Gessler 2004).

The foliage-cluster disease transmission coefficient
(TC) is set to 0.01 [Nge.Ngs T '], according to Savary
et al. (2009), meaning that each infectious site [Nys] on
foliage (I) generates 0.01 diseased cluster [Ng.] per time
step. TC contributes to the rate of cluster infection, RCI,
according to eq. (6), and thus, is modulated by the
coefficient of cluster susceptibility, CCS, which makes
cluster susceptibility vary from 0 (susceptibility is nil) to
1 (i.e., CCSmax, full susceptibility).

Evaluation of the model

Responses of the model to varying values of R.OPT, LP,
IP, and P are shown in Fig. 3, considering two outputs:
the number of diseased sites on foliage (Fig. 3S; left
panel) and the number of diseased clusters (Fig. 3C;
right panel).

The dynamics of diseased sites on foliage (Fig. 3S)
reflect the increase caused by infection and the growth
of foliage, as well as the decrease resulting from the
progressive reduction of the foliage growth rate and the
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increase of senescence. The highest number of diseased

sites in the different simulation runs ranges from 100 to
8,000, i.e., never reaches the carrying capacity of the
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Fig. 4 Numerical evaluation: AUDPC on foliage and disease on
clusters. Sensitivity analyses of variation in four parameters: a)
optimum basic infection rate corrected for the removals (R.OPT),
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of primary infections per day (P). The output of each run is shown
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epidemiological parameters have effects, which are
measured as changes in the AUDPC, as shown in Fig. 4.

Figure 3 S1, S2, S3, and S4 show disease progress
when one of the four epidemiological parameters is
changed in turn. A reduction in values of R.OPT from
0.35 t0 0.30, and to 0.25 (Fig. 3 S1), results in a strong
reduction in the slope of the epidemic and, consequent-
ly, in the total disease on foliage. A 50% increase in the
duration of latency (LP = 4.8 to 7.2 days; Fig. 3 S2) and
decrease of infectious (LP =12 to 18 days; Fig. 3 S3)
periods result in reduced slope of the disease progress
curve and number of diseased sites, which is more
apparent for IP than for LP. A reduction in the daily
inflow of primary infections (P; Fig. 3 S4) delays the
duration of the initial phase of disease progress. The
concomitant effect on the slope of the curve depends on
the change in the availability of healthy sites linked to
crop growth and senescence

The dynamics of the number of diseased clusters
(DC) is described by S-shaped curves (Fig. 3C). In most
parameter combinations, the final number of diseased
clusters reaches the carrying capacity of the system, 20
clusters per plant. Some combinations of parameter
values, however, result in a slight reduction in the final
number of diseased clusters. Specifically, the final num-
ber of diseased clusters is smaller for the smallest values
of R.OPT, IP, and P, in combination with the largest
value of LP (Fig. 4). Change in value of any of the
epidemiological parameters, however, results in a visi-
ble change of the slope of the disease progress curve for
clusters (Fig. 3 C1, C2, C3, and C4).

Discussion

The objective of this work was to develop a modelling
structure enabling us to: 1) encompass the main phases
of the grapevine DM epidemic, and 2) mobilize the
available quantitative information on the epidemiology
of DM on grapevine. The model involves hypotheses,
assumptions and simplifications (Vanderplank 1963;
Zadoks 1971). The structure of the resulting model is
congruent with the initial specifications and is construct-
ed according to our blueprint.

The model structure considers few but critical
processes (specification 1). Epidemics start when a
downy mildew primary infection occurs at a given
onset date (OD), on a disecase-free and healthy
(susceptible) site (HS). After a latency period of LP

days spores are produced on the infected site and
continue to be produced during an infectious period
of IP days. During the infectious period, R, effective
spores per day are produced on the infectious site.
Each effective spore, in turn, generates a new infec-
tion, which after LP days starts producing R. new
effective spores per day for IP days, and so on. Over
the period of mobilization of primary inoculum (PD),
primary infections also continue to contribute to the
epidemic. These processes lead to an increase in the
total number of downy mildew lesions on the foliage,
which is governed by the system size, host foliage
(crop) growth, physiological and disease-induced se-
nescence, susceptibility of plant organs, age of or-
gans, and environmental factors. The infection of
clusters mirrors the foliage epidemic and is intro-
duced in the model as a simple set of relationships.
These processes make the overall structure of the
model relatively simple, transparent and generic, so
that it can be shared and used for several purposes.
The structure of the model can be easily modified and
adapted to other pathosystems with similar character-
istics, e.g., some scab diseases, some powdery mil-
dews and others originating polycyclic, dual epi-
demics (Savary et al. 2009) developing on two pop-
ulations of organs.

Despite its simplicity, the model accounts for the
complexity of the pathosystem under consideration.
This complexity first originates from the life cycle of
P, viticola itself, with its dimorphism in the primary and
secondary inoculum, resulting in three phases of the
epidemic driven by primary spores (macrosporangia),
by both primary and secondary (sporangia) spores, and
by secondary spores only, respectively (Rossi et al.
2009; Rossi et al. 2013). A second element of complex-
ity is the dual character of the epidemic, since P. viticola
infects both leaves and clusters. Third, DM epidemics
last a very long period of time every season, potentially
running from early spring, when the first seasonal leaf is
unfolded and has functional stomata (Emmett et al.
1992), to fall, when the foliage is fully senescent and
no living tissue is available for supporting the obligate
growth of the pathogen (Griinzel 1961). A fourth ele-
ment is the ontogenic resistance of the host tissue, which
encompasses both leaves and bunches (Ficke et al.
2002; Gadoury 2015; Kennelly et al. 2005). A last
element of complexity is associated with the genetic
resistance of the grapevine, which may affect different
epidemiological components and acts on the disease
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throughout a season and over the entire epidemic (Jeger
et al. 1983; Parlevliet 1979; Zadoks 1977).

The previous published models on grape downy
mildew did not incorporate all this complexity, many
of them focusing on some particular phases of the epi-
demic only. For instance, the models developed by
Rossi et al. (2008), Hill (2000), and Park et al. (1997)
consider primary infections. Other models only account
for secondary infections (Blaise et al. 1999; Ellis et al.
1994; Kassemeyer 1994; Lalancette et al. 1988;
Magarey et al. 1991; Orlandini et al. 1993). The model
of Rossi et al. (2009) incorporates quantitative aspects
of both primary and secondary infections, but does not
consider the dual nature of the epidemics.

The model structure developed in this work incor-
porates the main host crop processes (specification 2),
in particular: 1) crop growth and senescence, which
influence the dynamics of healthy sites available for
new infections, and ii) physiological development
(age) of grapevine organs in a growing seasons, which
influences the susceptibility of both the foliage and
clusters. The modelled system consists of a single
grapevine plant, that is, a suitable system size to
account for all the plant organs involved in the DM
epidemic, i.e. foliage and clusters, and for the main
disease processes, i.e. primary and secondary infec-
tions (specification 3).

In this paper, crop variables (leaf area, number of
clusters per plant), crop physiology and development
(DVS) are defined with reference to northern Italy (cul-
tivar, training system, inter- and within-row spacing).
However, the model structure is generic enough to en-
able parameterisation in any conditions under which
grapevine is grown in the world. The approach followed
in the present work involves simplifications, which cor-
respond to a “mean field” hypothesis (Levin etal. 1997).
A typical version of the mean field hypothesis is made
over space: our model considers a single grapevine plant
surrounded by similar systems (plants) in a steady state,
that is, the plant structure and the microclimatic condi-
tions are the same in the modelled system and in the
similar surrounding systems, and there is a dynamic
equilibrium in flows of spores entering and exiting the
system. One implication of this hypothesis is that the
probability of infection of any host site is everywhere
the same within the system. The mean field hypothesis
over space is a strong hypothesis, but yet is shared by
many epidemiological models, which have proven to be
useful research tools (Zadoks and Schein 1979).

@ Springer

The model considers clusters under only two catego-
ries, healthy or diseased, and this refers to disease inci-
dence (Madden et al. 2007). At a different level of
hierarchy (Willocquet and Savary 2004), clusters can
be considered as composed by a number of berries, and
berries can be considered healthy or diseased; this may
improve the resolution of the model in explaining the
dynamics of epidemics on clusters. However, consider-
ing single berries is only possible for a short period of
the epidemic (Chellemi and Marois 1992; Gadoury et al.
2003; Galet 1977; Gobbin et al. 2005; Kennelly et al.
2005), i.e., from the fruit set (when berries shape) stage
until the pea-sized berries stage (when stomata on the
berry surface lose function and direct penetration of
P, viticola is no longer possible; Gessler et al. 2011,
Kennelly et al. 2005). Before fruit set, young clusters
rapidly develop necrosis once infected, display epinasty
and the entire inflorescence may die (Kennelly et al.
2007). Developing berries turn light brown to purple
when infected, and shrivels, resulting in quality losses
so that a lower price is paid to the grower if the clusters
show even few DM symptoms. Considering these as-
pects, a model structure accounting for cluster incidence
provides a simple but reasonable way for the purpose of
the model.

The model makes additional simplification
concerning the cluster infection. In reality, infection of
grapevine clusters may take place through three differ-
ent processes: 1) primary inoculum splashing from soil
in the early epidemic stage; ii) secondary inoculum
produced on leaves by asexual reproduction and dis-
persed onto clusters in the course of the epidemic; and
iii) infection between clusters, that is, secondary infec-
tion of clusters produced by lesions present on clusters.
The current model structure only accounts for the sec-
ond process, and this may lead to an underestimation of
the disease on clusters. There are two main reasons for
this simplification. First, there is no information in the
literature about the contribution of primary inoculum to
overall cluster infection (Gobbin et al. 2001). A second
reason is that diseased berries produce sporangia for a
very short period (Kennelly et al. 2005) and the conver-
sion of stomata to lenticels after infection may prevent
sporulation (Kennelly et al. 2007); therefore, the contri-
bution of the third process may be negligible compared
to the second. Furthermore, the transmission rate of the
disease from leaves to clusters used into the model
Savary etal. (2009) is derived from disease transmission
equations from leaves to clusters based on actual field
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assessments of disease on leaves and clusters. These
equations, and therefore our transmission parameter,
implicitly include all three processes.

The model is conceived to respond to the main envi-
ronmental variables that influence the functioning of the
system (specification 4). Specifically, modifiers R T and
R.W respectively account for the effect of temperature
and moisture on R.. Additional modifiers can easily be
introduced into the model structure, accounting for the
effect of weather conditions on other epidemiological
parameters such as, for instance, the effect of tempera-
ture and moisture on the duration of mobilization of
primary inoculum (PD; Rossi et al. 2008), of rain on
the daily inflow of primary infections (P; Rossi and
Caffi 2012), and of temperature on latency or infectious
periods (LP or IP; Goidanich 1959; Hill 1989; Rossi
et al. 2002). In this work, setting these parameters at
fixed values is a simplification referring to the mean
field hypothesis over time (Levin et al. 1997).

The system is modelled within a time frame of
200 days, which is sufficient to address all downy mil-
dew processes during a grapevine-growing season (spec-
ification 5). The model runs with a time step of one day,
allowing simulating disease and crop processes in a
continuous way (specification 6). The choice of a daily
time step leads to collapsing those epidemiological pro-
cesses that take place in quite smaller time constants
(Savary et al. 2018; Zadoks 1971). For instance, the
stages leading to primary infections include: oospore
germination, formation of primary zoosporangia
(macrosporangia), release of zoospores from
macrosporangia, dispersal of zoospores by rain splashes
from the soil to the canopy, deposition of zoospores onto
leaves, swimming of the zoospores to stomata, germina-
tion and penetration trough stomata (Rossi et al. 2009).
The choice of a one-day time step then implies the
assumption that all these processes occurring in a time
period shorter than one day are collapsed. This assump-
tion is in line with many epidemiological studies (Savary
et al. 2018), and in agreement with the overall objectives
of the model.

The numerical evaluation shows that the model per-
forms according to expectations. The overall behaviour
of the model, the flexibility of responses to four
interacting parameters shown in Fig. 3 conform to the
hypotheses associated with its development. As expect-
ed, increasing the basic infection rate under optimal
conditions (R.OPT), increasing the duration of infec-
tious period (IP), and decreasing the duration of the

latency period (LP) all result in a faster increase of the
epidemic on both foliage and clusters, as described by
eq. (1). Decreasing the number of primary infections on
foliage delays epidemics on foliage and on clusters.
These results then conform to theory (Vanderplank
1963; Zadoks 1971; Zadoks and Schein 1979). We note,
however, the strong effect of (increasing) IP on the
shape of disease progress curve (Fig. 3). Compared to
other modelling structures (Savary et al. 2018; Zadoks
1971; Zadoks and Schein 1979) this response is partic-
ularly strong and reflects the interplay of IP with other
parameters of the model related to crop growth and
senescence.

In conclusion, this work reports a generic/conceptual
simulation model that can be used for understanding: 1)
the effect of strategic disease management as, for in-
stance, the use of grape varieties with different levels of
partial resistance to DM or the transition of vineyard
management from conventional to organic; ii) the be-
haviour of the pathosystem under different environmen-
tal conditions or under climate change; iii) the effect of
tactical management of vineyards such as canopy man-
agement and fungicide applications strategy. The model
can also be useful for the identification of knowledge

gaps.
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