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Abstract Net reclassification improvement (NRI) has

received much attention for comparing risk prediction

models, and might be preferable over the area under the

receiver operating characteristics (ROC) curve to indicate

changes in predictive ability. We investigated the influence

of the choice of risk cut-offs and number of risk categories

on the NRI. Using data of the European Prospective

Investigation into Cancer and Nutrition-Potsdam study,

three diabetes prediction models were compared according

to ROC area and NRI with varying cut-offs for two and

three risk categories and varying numbers of risk catego-

ries. When compared with a basic model, including age,

anthropometry, and hypertension status, a model extension

by waist circumference improved discrimination from

0.720 to 0.831 (0.111 [0.097–0.125]) while increase in

ROC-AUC from 0.831 to 0.836 (0.006 [0.002–0.009])

indicated moderate improvement when additionally con-

sidering diet and physical activity. However, NRI based on

these two model comparisons varied with varying cut-offs

for two (range: 5.59–23.20 %; -0.79 to 4.09 %) and three

risk categories (20.37–40.15 %; 1.22–4.34 %). This vari-

ation was more pronounced in the model extension show-

ing a larger difference in ROC-AUC. NRI increased with

increasing numbers of categories from minimum NRIs of

18.41 and 0.46 % to approximately category-free NRIs of

79.61 and 19.22 %, but not monotonically. There was a

similar pattern for this increase in both model comparisons.

In conclusion, the choice of risk cut-offs and number of

categories has a substantial impact on NRI. A limited

number of categories should only be used if categories

have strong clinical importance.
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Background

Models for risk prediction are widely used in clinical

practice to stratify risk and assign treatment or prevention

strategies [1–5]. Whether new risk factors can contribute to

existing prediction equations in terms of clinical utility is a

question that has received growing attention in epidemio-

logical research. Traditionally, in particular, the area under

the receiver operating characteristics curve (ROC-AUC)

has been used as a measure of discrimination for assessing

the improvement of prediction models when new risk

factors are added. However, ROC analyses have been

criticized for being too conservative for a meaningful

improvement in prediction, because increases can only be
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seen for variables that carry a very high relative risk for the

disease of interest [6, 7].

The net reclassification improvement (NRI) proposed by

Pencina et al. [8, 9] assesses improvement in the classification

of participants into categories of absolute risk, if new risk

factors are added to a risk prediction model. In other words,

the NRI reflects the net proportion of people reclassified into

the correct direction among cases and non-cases. While the

NRI has increasingly been used to evaluate extensions of risk

prediction models, its application is not without limitations.

Tzoulaki et al. [10] highlighted in their overview of studies

published until 2010 that varying cut-offs, number of cate-

gories and follow-up durations were used for evaluation of

reclassification and it has been reported that the value of the

NRI may depend on the choice of cut-off for identifying the

high-risk category in a binary risk stratification [8, 11]. In

addition, in the case where the estimated absolute risk is

categorized into more than two categories, previous reports

have indicated that the choice of the number of risk categories

may also influence the NRI [8, 12]. Nevertheless, a systematic

investigation of the impact of both varying cut-offs for two

and more categories and varying number of risk categories on

the NRI is lacking. The aim of this study was to evaluate the

influence of the choice of cut-off values and number of risk

categories on the NRI using a large prospective cohort study

on incidence of type 2 diabetes.

Materials and methods

Study setting

Data from the European Prospective Investigation into

Cancer and Nutrition (EPIC)-Potsdam study were used for

the analyses. The EPIC-Potsdam study is a prospective

cohort study comprising 27,548 participants within the age

range of 35–65 years from the general population of

Potsdam, recruited between 1994 and 1998 [13]. Partici-

pants were followed-up every 2–3 years with question-

naires. Response rates for follow-up rounds 1, 2, 3 and 4

were 96, 95, 91 and 90 % (by 31 August 2005). After

exclusion of prevalent self-reported diabetes cases, missing

follow-up information, and missing information on

important covariates, the study sample consisted of 25,167

participants. Within a mean follow-up period of 7 years,

849 incident diabetes cases were detected [14].

Statistical analysis

Diabetes prediction models

The diabetes prediction models used in the current analysis

are based on the German Diabetes Risk Score, a prediction

equation developed in this cohort and validated in an

external cohort [14]. The German Diabetes Risk Score

consists of the following risk factors used to estimate the

5-year absolute risk for type 2 diabetes: age (continuous

per year), height (cont. per cm), waist circumference (cont.

per cm), prevalent hypertension (yes vs. no), physical

activity (cont. per h/week), smoking (currently smoking

C20 cig./day, ex-smoking vs. never smoker or currently

smoking \ 20 cig./day), alcohol intake (moderate con-

sumption [10–40 g/day] vs. low or high consumption),

intake of red meat (cont. per 150 g/day), intake of whole-

grain bread (cont. per 50 g/day) and coffee consumption

(cont. per 150 g/day). Using these variables, three different

risk prediction models were created for this study. Model 1

contained age, height and hypertension status. Model 2

included age, height, hypertension status and additionally

waist circumference. Model 3 included all variables of

model 2 as well as dietary and lifestyle components of the

German Diabetes Risk Score (red meat, wholegrain bread,

coffee, alcohol consumption, smoking status and physical

activity). Model 1 and model 2 were refitted to EPIC-

Potsdam study data while for model 3 published coeffi-

cients of the German Diabetes Risk Score were used. The

5-year risk for incidence of type 2 diabetes was estimated

with Cox proportional hazards regression analysis for all

the models.

Measures of discrimination and reclassification

We compared model 2 with model 1 as well as model 3

with model 2 to evaluate model extensions in terms of

improvement in discrimination and risk classification. ROC

analysis was used for evaluating the ability to discriminate

between incident diabetes cases and non-cases with the

corresponding estimate and 95 %-confidence interval

(95%-CI) for the difference in the ROC-AUCs between

models calculated using the method by DeLong et al. [15].

We did not use the method by DeLong to test for signifi-

cance because a recent publication showed that this test is

invalid and overly conservative for nested models [16].

Improvement in risk classification was determined by

reclassification analysis with the NRI estimated separately

among cases and non-cases [17]. The NRI among cases

was calculated as the proportion of cases moving up in a

risk category minus that moving down in a risk category.

The NRI among non-cases was calculated as the proportion

of non-cases moving down in a risk category minus that of

non-cases moving up in a risk category [8, 17]. In other

words, the NRI among cases determines the net proportion

of more correctly reclassified cases (i.e. moving up to a

higher risk category) and that among non-cases provides

the net proportion of more correctly reclassified non-cases

(i.e. moving down to a lower risk category). The sum of the
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two individual components is the overall NRI. We initially

evaluated NRI using as an example five risk categories

with cut-offs at 0.88, 2.37, 6.30, and 16.21 % 5-year risk,

which is according to the current use of the German Dia-

betes Risk Score. These five risk categories include specific

practical implications but have not been based on cost-

benefit-analyses.

Evaluation of risk cut-offs

The simplest way of classifying individuals based on their

predicted risks from a risk prediction model is to use a single

cut-off creating two risk categories (i.e. low risk vs. high

risk). The impact of the choice of cut-off values on the NRI

was calculated for risk cut-offs varying from 1 to 0.20 %

increments. Furthermore, we evaluated the impact of varying

cut-offs on NRI using three risk categories Cut-offs were

based on deciles of the distribution of absolute risks.

Evaluation of the number of risk categories

To investigate the influence of the number of risk catego-

ries of the risk prediction model [12] on the value of the

NRI, we used varying numbers of categories, ranging from

2 up to 50. Category cut-offs were based on quantiles of the

distribution of absolute risk, so that the study population

was equally distributed across the risk categories. We

calculated the ‘‘category-free NRI’’ (or continuous NRI) as

a reference, which takes into account each upward or

downward movement in the estimated risks from the

shorter prediction model to the extended model based on

the case/non-case status [9].

All statistical analyses were performed with SAS (Ver-

sion 9.2, Enterprise Guide 4.3, SAS Institute Inc., Cary, NC,

USA). For the calculation of the NRI, we used a published

SAS macro [18] modified for our purposes. The significance

level was defined with a two-tailed p value of\0.05.

Results

We first evaluated the impact of adding waist circumference

to age, height and hypertension status (model 2 vs. model 1)

using five categories of risk. This led to 9433 (38.79 %)

non-cases being reclassified into a lower risk category and

3302 (13.58 %) being reclassified into a higher risk cate-

gory (Table 1), yielding an NRI of 25.21 % among the non-

cases. Among the cases, 380 (44.76 %) moved up a risk

Table 1 Reclassification table comparing 5-year risk strata for models that include risk factors for type 2 diabetes in the EPIC-Potsdam study

with and without waist circumference

2ledoM b 

Model 1a low still low increased high very high Total 

Cases 

lowc 12 (1.41) 7 (0.82) 9 (1.06) 2 (0.24) 0 (0) 30 (3.53)

still low 17 (2.00) 90 (10.60) 92 (10.84) 41 (4.83) 8 (0.94) 248 (29.21)

increased 2 (0.24) 57 (6.71) 170 (20.02) 142 (16.73) 49 (5.77) 420 (49.47)

high 0 (0) 3 (0.35) 51 (6.01) 67 (7.89) 30 (3.53) 151 (17.79)

very high 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0)

Total 31 (3.65) 157 (18.49) 322 (37.93) 252 (29.68) 87 (10.25) 849 (100)

Non-Cases 

low 4,512 (18.55) 515 (2.12) 94 (0.39) 18 (0.07) 3 (0.01) 5,142 (21.14)

still low 4,978 (20.47) 3,984 (16.38) 1,373 (5.65) 201 (0.83) 32 (0.13) 10,568 (43.46)

increased 814 (3.35) 2,695 (11.08) 2,598 (10.68) 854 (3.51) 120 (0.49) 7,081 (29.12)

high 16 (0.07) 241 (0.99) 689 (2.83) 489 (2.01) 92 (0.38) 1,527 (6.28)

very high 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0)

Total 10,320 (42.44) 7,435 (30.57) 4,754 (19.55) 1,562 (6.42) 247 (1.02) 24,318 (100)

a Model 1 includes age (years), height (cm) and prevalent hypertension (no/yes) 
b Model 2 includes age (years), height (cm), prevalent hypertension (no/yes) and waist circumference (cm) 
c Risk categories were created according to score points of the German Diabetes Risk Score: Low risk: <410 points (5-year risk <0.88%); still low: 
410–<510 (0.88–<2.37%); increased risk: 510–<610 (2.37–<6.30%); high risk: 610–<710 (6.30–<16.21%); very high risk: ≥710 (≥16.21%). 
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category (correct assignment) and 130 (15.31 %) moved

down a risk category, resulting in an NRI of 29.45 %. The

overall NRI was thus 54.66 % (p \ 0.0001) and ROC-AUC

(95 % CI) increased from 0.720 (0.704–0.735) to 0.831

(0.819–0.843) by 0.111 (0.009–0.125).

Table 2 shows the reclassification comparing model 3

with model 2. After the addition of diet, physical activity,

alcohol consumption, and smoking to age, height, hyper-

tension status and waist circumference, 2007 (8.25 %) and

1501 (6.17 %) non-cases were reclassified to a lower risk

and higher risk category, respectively, yielding an NRI of

2.08 % for the non-cases. Furthermore, 90 (10.60 %) and

78 (9.18 %) cases were reclassified to a higher risk and

lower risk category, respectively. This resulted in an

NRI of 1.42 % for the cases. The overall NRI was 3.50 %

(p: 0.024). The ROC-AUCs (95 % CI) were 0.831

(0.819–0.843) for model 2 and 0.836 (0.824–0.848) for

model 3 with increase by 0.006 (0.002–0.009).

To illustrate the location of the analyzed cut-off values

in the risk distribution of this study population, Fig. 1

shows absolute risks derived from Cox proportional haz-

ards regression for model 3.

Risk cut-offs and NRI

Figure 2 shows the NRI (%) comparing model 2 with

model 1 and model 3 with model 2 based on two risk

categories for cut-off values of absolute risk ranging from 1

to 20 %. The NRI varied with varying cut-off values,

however, the two model comparisons resulted in NRI dis-

tributions with different patterns. NRI values were higher

and their variation was more pronounced for the compar-

ison of model 2 with model 1 (minimum NRI: 5.59 %,

maximum NRI: 23.2 %) compared to the comparison of

model 3 with model 2 (-0.79 and 4.09 %, respectively).

Also, the minimum and maximum NRI values were at

different cut-offs. While there was no clear trend for the

value of the NRI with cut-offs below or above those with

maximum NRI for both model comparisons, the NRI

steadily decreased above the cut-off of 6.8 %-risk for the

comparison of model 2 with model 1.

We subsequently evaluated the dependence of the NRI

on cut-offs using three categories of absolute risk (Fig. 3)

using different decile combinations to define risk catego-

ries. Again, the patterns of NRI for the two model

Table 2 Reclassification table comparing 5-year risk strata for models that include risk factors for type 2 diabetes in the EPIC-Potsdam study

with and without lifestyle risk factors

3ledoM b 

Model 2a low still low increased high very high Total 

Cases 

lowc 25 (2.94) 6 (0.71) 0 (0) 0 (0) 0 (0) 31 (3.65)

still low 8 (0.94) 124 (14.61) 25 (2.94) 0 (0) 0 (0) 157 (18.49)

increased 0 (0) 26 (3.06) 258 (30.39) 38 (4.48) 0 (0) 322 (37.93)

high 0 (0) 0 (0) 28 (3.30) 203 (23.91) 21 (2.47) 252 (29.68)

very high 0 (0) 0 (0) 0 (0) 16 (1.88) 71 (8.36) 87 (10.25)

Total 33 (3.89) 156 (18.37) 311 (36.63) 257 (30.27) 92 (10.84) 849 (100)

Non-Cases 

low 9,723 (39.98) 596 (2.45) 1 (<0.01) 0 (0) 0 (0) 10,320 (42.44)

still low 924 (3.80) 5,943 (24.44) 568 (2.34) 0 (0) 0 (0) 7,435 (30.57)

increased 0 (0) 718 (2.95) 3,761 (15.47) 275 (1.13) 0 (0) 4,754 (19.55)

high 0 (0) 0 (0) 321 (1.32) 1,180 (4.85) 61 (0.25) 1,562 (6.42)

very high 0 (0) 0 (0) 0 (0) 44 (0.18) 203 (0.83) 247 (1.02)

Total 10,647 (43.8) 7,257 (29.8) 4,651 (19.1) 1,499 (6.2) 264 (1.1) 24,318 (100)
a Model 2 includes age (years), height (cm), prevalent hypertension (no/yes) and waist circumference (cm) 
b Model 3 includes age (years), height (cm), prevalent hypertension (no/yes), waist circumference (cm), physical activity (h/week), current smoker  
(≥20 cig./d) (no/yes), ex-smoker, moderate alcohol consumption (10-40 g/d,)(yes/no), intake of red meat (150 g/d), intake of wholegrain bread  
(50 g/d) and coffee consumption (150 g/d) 
c Risk categories were created according to score points of the German Diabetes Risk Score: Low risk: <410 points (5-year risk <0.88%); still low: 
410–<510 (0.88–<2.37%); increased risk: 510–<610 (2.37–<6.30%); high risk: 610–<710 (6.30–<16.21%); very high risk: ≥710 (≥16.21%). 
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comparisons were different and variation was stronger for

the comparison of model 2 with model 1. Widening the

middle risk category around, below or above the median

population risk, all resulted in considerably different NRI

values here (min 20.37 %, max 40.15 %). NRI tended to

increase with a wider middle risk category, except when

the middle risk category spanned into the second risk

decile. Variation seemed also more pronounced when the

middle risk category was located below the median popu-

lation risk (NRI when middle risk category spanned 1, 2, 3,

or 4 deciles: 25.9, 33.4, 36.5, and 20.4 %). In contrast, the

comparison of model 3 with model 2 revealed only little

difference in the NRI values, ranging between 1.22 and

4.34 %.

Number of risk categories and NRI

Figure 4 shows the NRI values (comparing model 2 with

model 1 and model 3 with model 2) according to increasing

numbers of equally distributed risk categories from 2 up to 50.

The minimum NRI values were observed for the two-and

three-category risk classifications (18.41 % for comparison of

model 2 with model 1, 0.46 % for comparison of model 3 with

model 2). Although the NRI increased with the increasing

number of risk categories converging to the category-free NRI

(79.61 and 19.22 %) for both model comparisons, this

increase was not monotonic. Also, the increase in NRI was

steeper and became stable at the category-free NRI much

earlier for the comparison of model 2 with model 1 than for the

comparison of model 3 with model 2.

Discussion

We have demonstrated that the improvement in risk clas-

sification assessed with the NRI may strongly depend on

the choice of cut-offs to categorize risk as well as on the

number of risk categories. We observed substantial

improvement in the prediction of type 2 diabetes risk when

waist circumference was added to a model including age,

height and hypertension. A weak improvement was

observed when lifestyle variables (smoking, alcohol,

physical activity, diet) were added to the model including

waist circumference, both based on NRI and ROC-AUC.

However, the impact of cut-off choice on NRI was stronger

for the model extension resulting in larger differences in

ROC-AUC.

Our finding that the NRI strongly depended on the

choice of cut-offs is in agreement with previous observa-

tions. Steyerberg et al. compared two different cut-offs for

the evaluation of model extensions with the NRI based on

two risk categories. One cut-off led to the maximum of the

sum of sensitivity and specificity (a 5.6 % threshold for

10-year risk) and the other was a commonly used cut-off

for cardiovascular risk prediction models (20 % for ten-

year risk) [19]. The difference in NRI between the two cut-

offs was 1.2 % points. In our study, the range of NRI

values observed with varying cut-offs was larger, espe-

cially up to the cut-off of 20 % 5-year risk—a range con-

taining the vast majority of participants in our study

(*90 %). Similarly, Mihaescu et al. [11] reported that the

NRI for two categories varied substantially within the

range of most frequently predicted risk. Furthermore, we

observed that the variation in NRI was related to the dif-

ference in ROC-AUC. This has also been observed in a

simulation study [11]. In our study, even for the second

model extension from model 2 to model 3 which led to a

difference in ROC-AUC of only 0.006, we could observe a

significant NRI based on five risk categories (3.5 %) or

category-free (around 20 %). This might raise the question

whether lifestyle variables are useful to be included in the

prediction model. However, there is no general agreement

on how to judge improvements reflected by delta ROC-

AUC or the NRI in terms of their clinical or public health

relevance. In case of the German Diabetes Risk Score, only

statistically significant risk factors have been included in

the model including lifestyle factors [14]. Because its

application is relatively simple, the information gained by

including lifestyle risk factors likely outweighs the addi-

tional effort needed to collect these data. While the NRI

might be useful to reflect the benefits of reclassification at

the population level and may thus be more helpful for the

interpretation of relevant or meaningful improvements,

NRI values varied with varying cut-offs. We could even

observe negative values indicating worsening in reclassi-

fication by model extension. Steyerberg et al. [19] stated

that the maximum NRI when two risk classes are used

could be expected at the population incidence as a cut-off.

Fig. 1 Distribution of absolute risks derived from Cox-regression for

the German Diabetes Risk Score from 1 to 30 % of absolute risk for,

EPIC-Potsdam study. Absolute risk: 5-year risk for type 2 diabetes

ranging from 0.05 to 91.26 % in the EPIC-Potsdam population;

median risk is 1.26 %; and the 99% percentile is 20.42 % absolute risk

Risk categories, cut-offs and NRI 29
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However, this was not the case in our data, which might be

explained by the low median risk and small range of the

risk distribution. Also, the calibration of the GDRS was not

perfect when analyzing the five predefined risk categories

(p Hosmer–Lemeshow-Test: 0.0016, Supplementary

Fig. 1). Especially for the highest risk group, the average

Fig. 2 Net reclassification improvement (NRI) according to cut-off

values from 1 to 20 % of absolute risk for two risk categories, EPIC-

Potsdam study. NRI was calculated by comparing (1) a model

including age, height, prevalent hypertension and waist circumference

(model 2) (dashed line) with a model including age, height and

prevalent hypertension (model 1), and (2) a model including age,

height, prevalent hypertension, waist circumference and lifestyle

factors (alcohol consumption, smoking, diet, and physical activity)

(model 3) with a model that including age, height, prevalent

hypertension and waist circumference (model 2) (solid line); absolute

risk: 5-year risk for type 2 diabetes ranging from 0.05 to 92 % in the

EPIC-Potsdam population; median risk is 1.26 %; and the 99 %

percentile is 20.42 %

Deciles of 5-Year Risk NRI (%) NRI (%)

1 2 3 4 5 6 7 8 9 10
Model 2 vs. 

model 1
Model 3 vs.

model 2

31.59 1.96

39.42 2.06

40.15 4.34

32.28 2.48

24.14 1.22

29.90 1.26

34.77 3.63

38.94 1.71

25.90 1.62

33.44 1.76

36.47 1.64

20.37 1.75

low risk category middle risk category high risk category

Fig. 3 Net reclassification improvement (NRI) according to varying

decile cut-off values of absolute risk for three risk categories

determined with two model extensions. NRI was calculated by

comparing (1) a model including age, height, prevalent hypertension

and waist circumference (model 2) with a model including age, height

and prevalent hypertension (model 1), and (2) a model including age,

height, prevalent hypertension, waist circumference and lifestyle

factors (alcohol consumption, smoking, diet, and physical activity)

(model 3) with a model that including age, height, prevalent

hypertension and waist circumference (model 2); absolute risk:

5-year risk for type 2 diabetes with decile cut-offs: 0.27, 0.43, 0.64,

0.91, 1.26 (median), 1.73, 2.44, 3.69, and 6.26 %
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predicted risk overestimated the observed incidence. This

might be due at least in part to outliers and the overall

much larger variability of predicted risks in this category as

well as the small number of individuals. While we cannot

rule out that lack of calibration might have affected our

reclassification evaluation for risk categories using cut-offs

from the upper end of the risk distribution (e.g.[16 %), it

remains unclear if it also affected NRI analyses with lower

risk cut-offs given that calibration over a large range of

absolute risk was quite acceptable.

We also observed substantial differences in NRI

depending on the cut-offs when we analyzed the reclassi-

fication based on three risk categories. Mealiffe et al. [20]

reported that the NRI increased with increasing distance

between two cut-offs. This was not observable in our study

for the model extension resulting in only a small difference

in ROC-AUC. Also, even with considerable difference in

ROC-AUC (comparison of model 2 with model 1) a larger

distance between two cutoffs resulted in decreasing NRI in

case that the middle risk category was extended to lower

risk deciles. In comparison to Mealiffe et al., we only

analyzed a limited set of cut-off values and our results may

not reflect a general trend.

The number of risk categories also had substantial

influence on the NRI, with higher NRI values observed with

higher numbers of risk categories. The trend was not

monotonic, especially for smaller delta AUC, which sup-

ports the hypothesis of Pencina et al. [9] that not each

increase in risk categories should result in an increase in

NRI in empirical data. In two recent reports, a higher

number of risk categories resulted in increasing NRI values

[12, 20]. However, the authors investigated only a limited

number of possible risk categories, which might have

masked the full variation in NRI. For both model compar-

isons the pattern of NRI changes with increasing numbers of

risk categories was comparable, but at a higher level for the

model comparison with larger difference in ROC-AUC.

Another interesting aspect of our results was the link

between the NRI with categories and the category-free

NRI. The category-free NRI includes each change in the

predicted risks from the basic to the extended model, which

is more objective [9], but may take on substantially larger

values than category-based NRIs [12]. In our study, NRI

values converged to the category-free NRI for high num-

bers of categories and this was achieved at a lower number

of risk categories for the model extension resulting in a

larger difference in ROC-AUC. Furthermore, the category-

free NRI did not always show a higher value than the NRI

for categories and differences to the category-free NRI

were relatively small when using a large number of risk

categories. This observation is somewhat in contrast to

previous reports [12, 19, 21]; however, these studies

evaluated only a limited number of risk strata. Moreover,

Cook and Paynter [22] reported even negative values for

the category-free NRI and higher values for the NRI based

on limited numbers of risk categories.

It should be noted that the derivation of prediction

models would usually require a validation of model per-

formance, preferably in independent cohorts. Such data

have previously been reported for the full model used in

Fig. 4 Net reclassification improvement (NRI) according to different

numbers of risk categories (2–50), EPIC-Potsdam study. NRI for 2 up

to 50 risk categories was calculated comparing model 2 (age, height,

prevalent hypertension and waist circumference) with model 1 (age,

height and prevalent hypertension) (black solid line) and comparing

model 3 (age, height, prevalent hypertension, waist circumference,

alcohol consumption, smoking, diet and physical activity) with model

2 (age, height, prevalent hypertension and waist circumference) (grey

solid line). As reference line the category-free (continuous) NRI was

calculated comparing model 2 (age, height, prevalent hypertension

and waist circumference) with model 1 (age, height and prevalent

hypertension) (dashed line) and model 3 (age, height, prevalent

hypertension, waist circumference, alcohol consumption, smoking,

diet and physical activity) with model 2 (age, height, prevalent

hypertension and waist circumference) (dotted line)
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our analyses [14]. However, the focus in the current study

was to evaluate the performance of the NRI under different

assumptions based on an empirical sample, and not to

develop a prediction model.

While our results highlight the dependence of the NRI

on risk cut-offs, numbers of categories, and also the dif-

ference in ROC-AUC at the same time in empirical data,

the NRI has also been shown to be influenced by the ROC-

AUC of the reference model [11] and to be related to the inci-

dence of the disease of interest [11, 21]. This strongly supports

the recommendation by Pencina et al. that the evaluation of NRI

should be based on a priori and clinically meaningful risk cat-

egories. For treatment and prevention strategies in cardiovas-

cular diseases such meaningful risk categories have already

been established with the Framingham Risk Score. The Adult

Treatment Panel III (ATP III) guidelines recommend the use of

these categories (\10, 10–20 and [20 % 10-year risk) in

addition to main risk factors which results in different conse-

quences for therapy [23, 24]. Unfortunately, categories of risk

with different clinical indications have not been established for

type 2 diabetes so far and varying cut-offs, number of categories

and follow-up durations were used to evaluate reclassification

for diabetes prediction models, thus introduces subjectivity in

this area [10]. The category-free (continuous) NRI is indepen-

dent of cut-offs and categories and even of calibration [25] and

could therefore be an objective alternative.

Mihaescu et al. [11] observed a bimodal distribution of the

NRI with varying cut-offs for a single risk threshold. The two

peaks observed corresponded to the maximum net improve-

ment for cases and non-cases. A risk threshold at the disease

risk, as suggested before was sub-optimal. Improvements

among cases (or non-cases) generally outweigh the worsening

of risk classification among the non-cases (or cases, respec-

tively) [26]. Setting the risk threshold should be driven by

risk–benefit analysis in the sense that improvement among

non-cases is considered more or less important than that

among cases [27, 28]. The study by Mihaescu et al. suggests

that the risk threshold should be set to a lower level than the

disease risk if improvement among non-cases is more

important. This approach seems counterintuitive considering

that a lower threshold would generally lead to larger pro-

portions of false-positive screens. Higher net improvement for

the non-cases is only achievable at the cost of decreasing

sensitivity. Other performance measures reflect the sum of the

improvements in sensitivity (more true positives) and speci-

ficity (less false positives), such as the Net Benefit [28, 29].

The NRI weighs the net improvements in cases and non-

cases equally and with that it assigns a weight to the cases

with 1/incidence and to non-cases with 1/(1 - incidence)

based on the frequency of the outcome observed [27, 30]. The

weighted NRI [9, 17, 21] allows to weigh net improvements

among cases and non-cases differently for the calculation of

the overall NRI. This is a meaningful alternative from a

decision-analytic perspective, because improvements are sel-

dom equally important in cases as in non-cases [31].

In conclusion, our study supports that the choice of risk

cut-offs and number of risk categories might play a major

role in the evaluation of model improvements by reclassi-

fication. To avoid subjectivity, evaluation of reclassifica-

tion should be based on well-established clinical risk

categories and cut-offs as has already been recommended

by Pencina et al. [8] when introducing the NRI. The cat-

egory-free (continuous) NRI might be an alternative in the

absence of established risk categories.
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