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Abstract. Quality assurance and quality control are
important for the reliability of case–control studies.
Here we describe the procedures used in a previously
published study, with emphasis on interviewer vari-
ability. To evaluate risk factors for acute pancreatitis,
information including previous diagnoses and medi-
cation was collected from medical records and by
telephone interviews from 462 cases and 1781 con-
trols. Quality assurance procedures included educa-
tion and training of interviewers and data validity
checks. Quality control included a classification test,
annual test interviews, expert case validation, and
database validation. We found pronounced variations
between interviewers. The maximal number of inter-
views per day varied from 3 to 9. The adjusted average
(95% CI) number of diagnoses captured per interview

of cases was 4.1 (3.8–4.3) and of controls 3.5 (3.4–3.7)
(excluding one deviating interviewer). For drugs, the
average (95% CI) number per interview was 3.9 (3.7–
4.1) for cases and 3.3 (3.2–3.4) for controls (excluding
one deviating interviewer). One of the fourteen inter-
viewers deviated significantly from the others, and
more so for controls than for cases. This interviewer’s
data ‘were excluded. Nonetheless, data concerning
controls more frequently needed correction and sup-
plementation than for cases. Erroneous coding of
diagnoses and medication was also more frequent
among controls. Thus, a system for quality control of
coding practices is crucial. Variability in interviewers’
ability to ascertain information is a possible source of
bias in interview-based case–control studies when
‘‘blinding’’ cannot be achieved.
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Introduction

Quality assurance and quality control are crucial for
the validity of a study. Such procedures have been
formalized and are well described for clinical trials of
medicinal products [1–15]. For epidemiological
studies, quality assurance and control is important
and of continuous interest especially in epidemio-
logical field studies. Correa et al. [16] reviewed pub-
lished population-based case–control studies with
focus on exposure measurement. They found limited
documentation concerning standardization of data

collection methods, including how to ascertain
exposure.

Quality assurance comprises activities that take
place prior to data collection; it includes designing
the study, writing the study protocol, developing data
collection instruments such as questionnaires, and a
manual for data collection, as well as educating and
training study monitors [16–22].

Quality control pertains to activities that take place
during and after data collection and is a follow-up of
quality assurance. Quality control identifies errors in
the data during and after data collection [16].
Checking participant eligibility, completeness of data,
adherence to protocol, and conformity of data col-
lection performance are typical quality control activ-
ities, as are preparing monthly statistical reports and
giving regular feedback on quality control results.

Recommendations on how to prevent interviewer-
related bias by standardized education and training
of interviewers, random call-backs of interview sub-
jects, and by observing interviewer performance have
been published [23–32]. We designed a nationwide
network for case–control studies of drug-induced
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morbidity. Results regarding drugs and pancreatitis
have been published [33, 34]. Here, we describe and
evaluate the quality assurance and control procedures
used in that study, with emphasis on variability
among the interviewers.

Material and methods

Study design and study base

A population-based, case–control study including
four areas in Sweden with 2.2 million inhabitants was
performed between January 1, 1995 and May 31,
1998. The study base consisted of individuals who
had telephone were between 20 and 85 years of age,
and spoke Swedish. The study base comprised
approximately 4.7 million person-years.

Subjects

Cases were patients hospitalized for their first attack
of acute pancreatitis at the eight participating hos-
pitals. Patients – even including those with unlisted
phone numbers – were identified and monitored from
four study sites in different geographical regions. A
total of 2453 potential cases were screened; of those,
835 were potentially eligible, 529 were interviewed
and 462 were finally included. Controls were drawn
quarterly as a random sample from a national pop-
ulation register but restricted to the study areas. The
case–control network was designed to study different
drug-induced diseases simultaneously with one
common pool of controls. Therefore we chose an
unmatched design and controls were interviewed
continuously. A total of 2245 controls were screened
and 1781 were included (Table 1). The central and
regional research ethics committees approved the
study.

Study interviewers (monitors)

All study interviewers belonged to the Swedish
decentralized pharmacovigilance system for which
the Medical Products Agency is responsible. In
addition to their ordinary duties, including evalua-
tion of suspected spontaneous adverse drug reactions
submitted to their centres, they collected all clinical
information and performed the interviews in this
study. Thus, they were aware that we searched for
drugs as possible cause for acute pancreatitis. Seven
interviewers participated from the start and seven
were added during the study to increase the capacity.
The mean age (range) of the interviewers was 42.3
(29–57) years. Two were males and 12 females. Some
had received education in epidemiology and research
methodology, while others had no such education.
One interviewer had a background as a pharmacist
and the others were nurses with experience from

different medical specialties. Three of the interviewers
had experience from at least one other epidemiologic
study and another three had experience from
randomized clinical studies.

Quality assurance

Development of study protocol and manual

The study protocol and the interview were developed
by the principle investigator (B-EW) in close collab-
oration with an epidemiologist (AS), the study
coordinator (KB), and most of the monitors, who all
contributed valuable input from their respective fields
of competence.

During the pilot phase several amendments to the
interview and study procedures were instituted based
on experiences gained.

Monitor meetings and telephone conferences

The study interviewers met with the management
group every six months. Between these personal
meetings, telephone conferences were held.

Table 1. Numbers and proportions of screened, potentially
eligible, interviewed and finally included cases and controls

Screened excluding monitor A Cases

2453

Controls

2245

N % N %

Potentially eligible for interviewa 835 2206
Reasons for non-participation

Failure to establish contact 67 8.0 129 5.8
Dementia 64 7.7 7 0.3
Refusal to participate 55 6.6 187 8.5
Administrative reasons* 94 11.3 1 0.0

Too ill for interview 15 1.8 21 1.0
Deceased 11 1.3 2 0.1

Interviewed subjectsa 529 63.4 1859 84.3
Excluded after interview
Previous gallstone 27 5.1 60 3.2

Previous pancreatitis 22 4.2 10 0.5
Cancer in GI tract or pancreas 1 0.2 1 0.1
ERCP pancreatitis 1 0.2

Other diagnoses than pancreatitis 5 1.0
Hospitalized past month 6 0.3
Administrative reasons** 8 1.5
Unreliable interview 3 0.6 1 0.1

Included subjectsa 462 87.3 1781 95.8

*Specifically: Erroneous exclusions (32 cases), missing
medical records (22 cases), transferral to other clinic (21

cases), no study monitor available (17 cases, 1 control) and
no permission from treating physician (2cases).
**Specifically: 7 cases interviewed >30 days after hospi-
talization; 1 case erroneously excluded.
aMonitor A excluded.
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Computer program and technical handling of data

The interviews were performed on (laptop) comput-
ers with a specially developed program that
dynamically displayed questions and stored answers
immediately into a database. Information on diseases
and drug names was entered and saved in two steps:
first, as free text during the interview, and then, after
the interview was completed, in a coded format
according to ICD-9 and WHO Drug Dictionary.
These procedures made it possible for the co-ordi-
nator to check the coding practice of the monitors.
Both code systems were available as drop down
menus in the computer.

Quality control

Data collection

Potential cases were identified by screening of in-
creased laboratory values of serum amylases, review
of the medical record, request to participate, a tele-
phone interview and finally inclusion by the experts.
Each potential case was given a study number, an
ascertainment form was filled out (Figure 1) and
medical records were screened by the study inter-
viewers. For potential cases with obvious exclusion
criteria (Table 1), the same information, except date
of discharge, was recorded. Remaining potential
cases were informed about the study and asked to
participate. If he or she agreed, a telephone interview
was scheduled within 30 days of hospital admission.
The controls were identified and interviewed by tele-
phone continuously during the study period. They
received an information letter about the study
including an invitation to participate. If they
accepted, an interview was scheduled and conducted.

All categorized information noted on the ascer-
tainment forms concerning dates and inclusion/
exclusion criteria was compared to the free-text nar-
rative extracted from the medical records. (Figure 1).
Completeness of the information recorded was also
checked. Corrections of incomplete and erroneous
entries were requested.

Each month the number of potential cases and
controls screened, interviews performed and planned,
and the reasons for primary exclusions and for non-
participation in the study were collected and distrib-
uted to the study centres.

Interview

Before the interview started, subjects were asked to
retrieve all current medicine containers
The interview included seven sections:
(1) clinical and diagnostic information,
(2) demographic data, and all previous hospitaliza-

tions,

(3) recent and previous infections,
(4) a detailed medical history, including treatments,
(5) knowledge and experiences of adverse drug

reactions,
(6) use of alcohol and tobacco,
(7) occupational and social data.

In the fourth section, 12 disease groups were in-
cluded, listed in order of frequency based on statistics
for outpatient diagnoses, with specific diseases as
subgroups. For each disease group, we asked ‘‘Do
you have or have you had?’’ followed by an enu-
meration of the specific diseases, e.g., hypertension or
diabetes mellitus. If the response was affirmative and
if the disease had been diagnosed by a physician,
details on, e.g., onset and duration of the disease were
recorded. The follow-up question was: ‘‘Have you
taken any medicines to treat this condition during the
past six months? If the response was ‘‘yes’’, the sub-
sequent questions were about drug name and indi-
cation, strength of the drug, dosage, duration of
treatment and date/time of the latest use (Figure 2).
Finally, as a reminder to the subject not to forget
additional drugs used for that condition, a repeat
question was posed concerning further drug intake
related to that disease group. At the end of the sec-
tion, there was a set of questions regarding drugs
used for varying indications such as pain relievers,
vitamins, vaccinations, and herbal remedies.

In Section 5, we asked whether the subjects knew
that medicines could cause acute pancreatitis and
whether they had been told that their present disease
might have been caused by one of their medicines.

The section on the use of alcohol and tobacco was
very detailed, see Figure 3.

Classification test

In the beginning of the study, a classification test was
conducted to test the interviewers’ ability to correctly
classify potential cases and to correctly fill out
ascertainment forms. Questionnaires with 12 con-
ceivable situations were sent to the interviewers. Each
situation had three possible solutions, one being
optimal. The results were discussed with the inter-
viewers and the optimal answers given afterwards.

Test interviews

All interviewers were tested yearly by conducting
an interview with a fictitious subject. The study
coordinator and the coordinator of a parallel study
participated in the interview, together with the
tested interviewer. One coordinator listened in,
acting as an observer, and the other played the role
of a fictitious case or control. These tests covered
the complete interview procedure, but were not
stringently documented. Directly after the test
interview, the coordinators discussed and summa-
rized their experiences and gave feedback to the
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interviewers. The feedback covered: the introduc-
tion of the study, performance speed, adherence to
the standardized questionnaire, tendency toward
‘‘leading questions’’, and penetration of incomplete
answers.

Evaluation of cases

Two experts in gastroenterology evaluated all pri-
marily included cases on six occasions during the

study. They were blinded to all drug exposure and the
present hospital in case. They received an abstracted
copy of the medical record, including laboratory
values and performed examinations together with an
extraction from the conducted interview regarding
alcohol habits and the history of recent and present
disorder from the gastrointestinal tract. They also
received the summary of symptoms leading to
admission obtained from the interview. Firstly, they
assessed every case individually and thereafter they

Figure 1. The National Pancreatitis Study in Sweden.
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met together with the co-ordinator for going through
their assessments, if their assessments differed, the
case was discussed and consensus reached. However,
rarely such a situation existed.

Validation of the database

Validation of the database was performed after the
study was closed. Reports were constructed for

control of plausibility and consistency of data
within each block in the interview. Incompletely
filled out fields regarding e.g. strength and duration
of use of medicines could be completed after dis-
cussions with the interviewers, and verifiable errors,
i.e. where the coding of e.g. diagnoses could be
corrected during the time of validation by com-
paring the free-text fields with the interviewers’
coding or interpretation

Figure 2. The screen from a disease question.
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Statistical methods

Unadjusted and adjusted average number of diag-
noses and drugs were calculated with 95% confidence
intervals; medians of the number of drugs and diag-
noses are presented with inter-quartile ranges (IQR),
i.e. the 25th and 75th percentile. The 95% confidence
intervals of differences between means were calcu-
lated using the t-test with unequal variances. The
statistical analyses were made in the statistical soft-
ware package Stata for Windows 8.0 (Stata Corpo-
ration, College Station, TX, USA).

Results

Interviewer A conducted 219 control interviews over
69 days, with a maximum of nine interviews in one

day (Table 2) – yielding an average of 3.2 control
interviews per day compared to the others who on
average interviewed 1.6 controls per day.

The average number of diagnoses and the average
number of drugs adjusted by age, sex, geographical
region and – in the case of average number of drugs –
number of diagnoses per interview among cases is
given in Table 3. The average number of diagnoses
and drugs captured per interview was significantly
lower for interviewer A: 3.1 (95% CI 2.5–3.8) and 3.0
(2.4–3.6) for diagnoses and drugs respectively, com-
pared to 4.1 (3.8–4.3) and 3.9 (3.7–4.1) for the other
interviewers. The differences between adjusted means
of interviewer A and the other interviewers were 1.0
(95% C.I. 0.3–1.7) for diagnoses, and 0.9 (0.3–1.5) for
drugs. The deviations were even more pronounced
for controls than for cases (Table 4). The adjusted
average number of diagnoses and drugs per control

Figure 3. Example from the alcohol consumption questions.
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interview was 1.5 (95% CI 1.0–2.0) and 1.6 (1.3; 1.9),
respectively, for interviewer A, compared to 3.5 (3.4–
3.7) and 3.3 (3.2–3.4) for the other interviewers. The
differences between means of interviewer A and the
other interviewers were 2.0 (95% C.I. 1.5–2.5) for
diagnoses, and 1.7 (1.4–2.0) for drugs. Thus, the ratio
between adjusted average number of diagnoses per
case and control was 2.1 (3.1/1.5) for interviewer A
compared to 1.2 (4.1/3.5) for the others. The ratio
between adjusted average number of drugs per case
and control was 1.9 (3.0/1.6) for interviewer A com-
pared to 1.2 (3.9/3.3) for the others. The median age
(IQR) of interviewer A was, 56.5 (51.2–66.8) and 53
(40.0–64.0) for cases and controls respectively. The
corresponding values for the other interviewers were
56.0 (44.2–70.0) and 53.0 (38.0–65.0). The proportion

(95% CI) of males for interviewer A was 56% (49.3–
62.8) and 44% (30.0–58.7), for the other interviewers
57% (51.6–60.9) and 49% (46.2–50.9), for cases and
controls respectively. Finally, as for geographic area,
the average (95% CI) number of diagnoses for sub-
jects from the southern region for interviewer A was
3.2 (2.5–3.9) and 1.8 (1.3–2.3) for cases and controls
respectively. For the other interviewers, the corre-
sponding averages for subjects from the same region
were 4.2 (3.5–4.8) and 3.2 (3.0–3.5), respectively.
Interviewer A also differed from the others regarding
‘‘control subjects who denied any use of alcohol’’:
45.7% compared to the overall 12.9%. Interviewer A
made an average of 3.2 control interviews per day
compared to the others who interviewed 1.6 controls
per day. Interviewer A conducted 219 control inter-

Table 2. Average numbers of control interviews per day among the monitors

Monitor Interviews
Days with
interviews

Average of
interviews/ day

Max number of
interviews in one day

A 219* 69* 3.2* 9*
B 57 24 2.4 6

C 48 27 1.8 5
D 264 180 1.5 5
E 44 31 1.4 5

F 212 116 1.8 7
G 99 50 2.0 7
H 136 96 1.4 4
I 115 59 1.9 6

J 261 151 1.7 6
K 171 130 1.3 3
L 83 64 1.3 4

M 89 53 1.7 6
N 202 162 1.2 3
Total 1781 1143 1.6

*Excluded.

Table 3. Number of diagnoses and drugs per interviewer among case interviews

Age N/Diagnoses N/Drugs

Interviewer* n/Int Mean (95% CI) Adjusted meana

(95% CI)
Median
(IQR)

Adjusted meanb

(95% CI)
Median
(IQR)

A 50 57.9 (54.3; 61.5) 3.1 (2.5; 3.8) 3 1; 4 3.0 (2.4; 3.6) 2 0.2; 3
D 63 56.2 (51.5; 60.9) 3.6 (3.0; 4.1) 3 2; 5 3.3 (2.9; 3.7) 2 1; 4
G 61 52.4 (48.6; 56.3) 4.0 (3.5; 4.6) 4 2; 5 3.7 (3.2; 4.2) 3 1.5; 5

J 65 56.6 (52.8; 60.5) 4.1 (3.5; 4.7) 4 2; 5.5 4.2 (3.6; 4.7) 4 2; 6
K 22 59.7 (53.4; 66.0) 3.9 (3.0; 4.8) 4 3; 5 4.0 (2.9; 5.1) 4 2; 5
L 46 58.1 (53.8; 62.4) 5.7 (4.8; 6.6) 6 3; 7 2.7 (2.0; 3.4) 3 2; 4.25
M 47 53.2 (48.1; 58.3) 4.2 (3.5; 4.8) 4 2; 6 4.4 (3.6; 5.3) 4 2; 6

N 155 57.3 (54.6; 59.9) 3.7 (3.4; 4.1) 3 2; 5 4.4 (4.0; 4.8) 4 2; 6
Total** 459 56.2 (54.7; 57.7) 4.1 (3.8; 4.3) 4 2; 6 3.9 (3.7; 4.1) 3 2; 5

*Three cases by interviewer F not specified.

**Excluding 50 cases by interviewer A.
aMeans adjusted by age, sex and geographical region.
bMeans adjusted by number of diagnoses, age, sex and geographical region.
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views over 69 days, with a maximum of nine inter-
views in one day (Table 2). All interviews performed
by interviewer A were excluded from the final anal-
ysis concerning etiology [33, 34].

Marked geographical differences regarding re-
ported number of drugs and diagnoses were also
noted (Table 5). Regarding the average number of
diagnoses, the central part of Sweden demonstrated
significantly higher number than those in the other
parts. Control subjects from the northern part of
Sweden reported an average number of drugs signif-
icantly lower than from the other regions, and con-
trols from the southern region reported the highest
average number of drugs used.

In the classification test, all interviewers made
correct classifications for three out of 12 fictitious
potential patients, regarding choice of primary
exclusion criterion (i.e. medical reasons) when also

secondary criteria (i.e. technical/administrative rea-
sons) were obtained for a case (see Figure 2).

Forty-six ascertainment forms, (1.9%) – based on
2454 potential cases – needed completions, 44 (96%)
during the first two years of the study and 2 during
the final 2 years. We also identified 33 erroneous
exclusions, 25 (76%) of which occurred during the
first two years and 8 during the remaining period.

Of all 529 interviewed potential cases, (interviewer
A excluded) 67 (13%) were excluded after the inter-
view. The experts screened 497 cases and excluded 35
(7%) of them; they also screened the 11 case patients
who died before an interview could be conducted.
One of these was excluded.

Overall, erroneous coding of drugs and diseases in
the main block of the interview was corrected in 7% of
all recorded items for cases and in 18% among the
controls. Coding of diseases within the main block in

Table 4. Number of drugs and diagnoses per interviewer among control interviews

Age N/Diagnoses N/Drugs

Interviewer n/Int Mean (95% CI) Adjusted meana

(95% CI)
Median
(IQR)

Adjusted meanb

(95% CI)
Median
(IQR)

A 219 52.8 (50.6; 55.2) 1.5 (1.0; 2.0) 0 (0; 2) 1.6 (1.3; 1.9) 0 (0; 2)
B 57 56.0 (51.9; 60.2) 4.6 (3.8; 5.3) 4 (2; 6) 3.0 (2.4; 3.5) 3 (2; 5)
C 48 54.3 (49.7; 59.0) 3.3 (2.5; 4.1) 3 (1; 5) 3.5 (2.8; 4.2) 3 (1; 5)

D 264 49.9 (48.9; 51.8) 3.1 (2.6; 3.6) 3 (1; 4) 2.6 (2.2; 3.1) 2 (1; 3.8)
E 44 53.3 (48.4; 58.1) 4.5 (3.5; 5.5) 4 (2; 7) 3.8 (2.7; 4.9) 4 (2; 6)
F 212 53.2 (50.9; 55.5) 4.0 (3.5; 4.5) 4 (2; 5) 3.6 (3.1; 4.1) 3 (2; 5)
G 99 54.8 (51.4; 58.2) 3.4 (2.5; 4.3) 4 (2; 5) 3.6 (2.8; 4.4) 3 (2; 5)

H 136 51.6 (48.9; 54.3) 3.5 (2.3; 4.7) 3 (2; 5) 3.2 (2.1; 4.2) 3 (2; 4)
I 115 53.2 (49.9; 56.5) 3.8 (3.1; 4.4) 3 (2; 6) 3.8 (3.2; 4.3) 4 (2; 5)
J 261 50.7 (48.6; 52.9) 3.7 (2.7; 4.7) 3 (1; 4) 3.5 (2.5; 4.5) 3 (1.5; 5)

K 171 54.4 (51.9; 56.9) 3.7 (3.1; 4.3) 3 (2; 5) 3.3 (2.7; 3.8) 2 (1; 4)
L 83 45.6 (41.8; 49.3) 5.0 (4.3; 5.6) 4 (3; 7) 2.8 (2.2; 3.4) 3 (1; 5)
M 89 56.5 (53.2; 59.8) 3.3 (2.7; 4.0) 3 (2; 5) 3.6 (3.0; 4.3) 3 (2; 5)

N 202 48.9 (46.5; 51.2) 3.3 (3.0; 3.5) 3 (1; 4.2) 4.2 (3.9; 4.6) 4 (2; 6)
Total* 1781 51.9 51.1; 52.7 3.5 (3.4; 3.7) 3 2; 5 3.3 (3.2; 3.4) 3 1; 5

*Total: excluding 219 interviews by interviewer A.
aMeans adjusted by age, sex and geographical region.
bMeans adjusted by number of diagnoses, age, sex and geographical region.

Table 5. Average number of drugs and diagnoses among control interviews within different regional areas in Sweden

Adjusted average number of

n/Int Diagnoses* 95% C.I. Drugs** 95% C.I.

North 242 3.3 (3.0; 3.6) 3.0 (2.7; 3.3)
Central 1236 3.7 (3.6; 3.9) 3.4 (3.3; 3.5)

South 303 3.2 (2.9; 3.4) 3.7 (3.5; 3.9)
Overall*** 1781 3.6 (3.4–3.7) 3.4 (3.3; 3.5)

*Means adjusted by age, sex.
**Means adjusted by age, sex and number of diagnoses.

***Interviewer A excluded.
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the interview prompted an action (correction or com-
pletion) in 3%of all items among cases and 8%among
controls. For drugs, the proportion was 4% for cases
and 10% for controls. Indications for drug use were
also coded in ICD-9. These had to be corrected in 7%
and 21% of cases and controls, respectively.

Discussion

When performing quality control of a large case–
control study, we found marked variations between
interviewers in numbers of diseases and drugs cap-
tured per interview, and in the number of interviews
per day. One interviewer deviated significantly from
the others.

The variability among interviewers could have
several explanations. Some had prior experience of
conducting interview studies and some had not. The
interviewers also had different backgrounds and
personal characteristics that could have contributed
to the variability. The impact of interviewer back-
ground variables has been discussed albeit infre-
quently [30, 31]. Johannes et al. [31] found that
interviewers with a background in marketing
achieved a statistically significant lower response rate
to questions regarding recall of subjective or personal
information, and to questions that required further
probing. None of our interviewers had such a
marketing background. It is unclear whether socio-
demographic characteristics of interviewers affect
response rates [27, 28]. Hox et al. [28] evaluated
different socio-demographic and psychological char-
acteristics of interviewers on responses and did not
find that these characteristics were of importance for
measurement errors, but still concluded that several
small differences together could result in pronounced
errors. James H. Frey and Sabine Mertens Oischi
[32], in their book on interview technique, concluded
that ‘‘Good interviewing is the result of quality
training combined with interviewer’s natural abili-
ties’’. Edwards et al. [30] pointed to the importance of
quality control measurement with direct feedback to
the interviewer on a continual basis to maintain
standardized data collection performance. We found
uniform training of the interviewers to be of impor-
tance for the conformity of their performance
[Blomgren et al., submitted].

Drug-utilization, as well as morbidity and diag-
nostic practices, vary geographically in Sweden [35,
36]. We observed that drugs are lesser used in the
northern part of Sweden and that control subjects in
the southern part of Sweden reported the highest
average number of drugs used. This conforms to
information on sales of drugs [37], and it has also
been described that the use of psychotropic drugs is
high in this area [35].

The interviewer who captured the fewest diagnoses
and drugs (Interviewer A in Tables 3 and 4)

interviewed subjects predominately from the southern
region.

Interviewer A had a lower sensitivity for capturing
diagnoses, and subsequently, drug intake among
controls than among cases, resulting in a higher ratio
between the average number of diagnoses and drugs
captured per interview with cases and controls than
the other interviewers. A differential measurement
error constitutes a potentially detrimental source of
bias, and this interviewer’s information was excluded
from the final analysis of risk factors for pancreatitis.
In spite of repeated reminders of the importance of
treating cases and controls identically, more com-
pletions of missed codes and corrections of erroneous
codes were needed for controls than for cases. Thus,
it is imperative to have a system where the coding
practices can be checked to detect and correct such
differences.

In our study the interviewers collected all the
clinical information as well as performed the tele-
phone interviews. Thus, they were not blinded to
the case or control status of the subjects. This
could have contributed to a more conscientious
coding of information from cases than controls.
One way to reduce such a source of differential
measurement errors is to blind the interviewers to
the subjects’ case status. However, such an ap-
proach would have required separate individuals
for collecting the clinical information and doing
the interviews, a set-up that would demand more
resources.

A system for continual evaluation of data would
probably have helped us discover the variability
between interviewers earlier.

We used test interviews with fictitious subjects to
evaluate quality aspects such as adherence to the
questionnaire, penetration of incomplete answers,
tendency to pose ‘‘leading questions’’ and perfor-
mance speed of the interview. One advantage of this
approach was that it made it possible to construct the
test interview to focus on various aspects of inter-
viewing and coding. Interviewer A did well in the test
interviews, except that she skipped some questions in
the questionnaire, an omission she explained as being
due to technical reasons. However, two of the other
monitors initially had problems with their perfor-
mance speed, which improved by the second test
interview. A prolonged interview can affect both the
respondent and the interviewer and thereby affect the
data quality. The duration of the interview varied
between 20 and 45 min, according to estimates given
by the monitors.

Three interviewers initially showed insufficient
adherence to the questionnaire and insufficient pen-
etration of incomplete answers. This was discussed
with them after both test interviews. Three inter-
viewers also displayed a tendency to leading ques-
tions. One of them improved in the second test
interview.
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Since control subjects with unlisted phone numbers
were excluded we cannot ignore a potential situation
of bias. However, at the time of present study, an
estimate of the frequency of customers with unlisted
numbers was 8–10%.

Epidemiologic research does not have the same
tradition of working with instructions and guidelines
as do clinical trials, which follow Good Clinical
Practice guidelines [7]. Good Epidemiological Prac-
tice (GEP) has been published and recommended for
epidemiological research in the drug, device and
vaccine fields [38].

The GEP consists of relatively high-levelled rec-
ommendations for performing epidemiological stud-
ies. However, recently in 2004, revision of the GEP
guidelines has been performed by the International
Society for Pharmacoepidemiology, resulting in a
more detailed and extended document, the Good
Pharmacoepidemiology Practice (GPP) guidelines.

Conclusions

Interviewer related bias, regarding variations associ-
ated to the individuals performing the interviews are of
interest. Interviewer bias ismainly related to variations
in responses that can be associated with the individuals
performing the interview. It seems unavoidable that
differences in behaviour between interviewers as well
as within the same interviewer occur. The challenge is
to evaluate, account for, and identify ways to reduce
differences between interviewers that actually have
impact on the responses [27].

Implications

Based on our experiences, we have the following
ambitions for future studies:
– Having a designated person responsible for quality

assurance and quality control activities, e.g.,
a coordinator available from the start, who dedicate
the time necessary for all quality-related activities.

– Having a detailed protocol and manual from the
start including
– an action plan for conducting quality control of

interviewing and data collection performance,
e.g., regular test interviews

– a description of how quality control of com-
pleted questionnaires will be performed for
control of data validity, e.g., by randomly se-
lected re-interviews,

– a definition of what will be regarded as a devi-
ation in monitor performance and how perfor-
mance will be measured, evaluated, and
handled.

– Developing a detailed program for training the
interviewers in all aspects of how the study will be
conducted, including case ascertainment, data
abstraction from medical records, presentation of

the study to the subjects, interview technique, data
collection, and coding with continual re-training
during the whole study period.

– Continuous (monthly) validation of the database
during the study.

– Testing all activities in a pilot study, including the
above quality control activities.

– Scheduling regular monitor meetings to increase
personal involvement and responsibility and to
keep the enthusiasm alive!
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