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Abstract
Inclined dense jets are commonly used to mitigate the environmental impacts of brine dis-
charge in coastal desalination plants. Numerous studies have been performed to numeri-
cally simulate the sophisticated structures of the flow within this process. However, 
numerical prediction of the process is still a challenge. The present paper performs a com-
prehensive numerical study using the large eddy simulation (LES) approach on inclined 
dense jets oriented at angles 15°, 30°, 45°, 60°, and 75°, with a particular emphasis on the 
near-wall region, where the most complicated structures of the flow occur. The objective 
is to evaluate the capability of the LES approach to replicate the mixing processes of the 
brine jets. Besides numerical simulations, a series of experiments using the planar laser-
induced fluorescence technique is carried out to compare each numerical simulation with 
its experimental correspondence. Both numerical and experimental results are presented in 
comparative figures compared to previous experimental data. The comparisons indicated 
that the LES model could reasonably predict the geometrical and mixing characteristics 
of inclined dense jets; however, the flow features are still underestimated by up to 25%. 
Moreover, the model could reproduce the local concentration build-up near the impact 
point. The processes within the near-wall region leading to this local decrease of dilu-
tion are discussed in detail. Additionally, a novel criterion is proposed to predict when the 
flow reaches a quasi-steady-state. The criterion can be used to manage the computational 
expenses, especially in simulations with high demanding computing power such as LES.

Article Highlights

• The capability of the LES approach to reproduce the mixing behavior of inclined dense 
jets was investigated.

• The flow behavior in the near-wall region was analyzed in detail.
• The LES approach was able to predict the flow behavior, especially in the near-wall 

region, with reasonable accuracy.
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1 Introduction

Brine, high-concentration saline water, is a by-product of many industrial processes, but 
it is mainly considered as effluent from desalination plants. Desalination plants have been 
risen dramatically in the last decades to supply the increasing water demand for potable 
and industrial uses [1]. The brine is commonly discharged back into the sea through marine 
outfalls installed on the seafloor far enough from the shore and ecologically sensitive areas. 
The discharge with upwardly inclined jets is frequently used for this purpose [1]. The flow 
in inclined dense jets is fully turbulent, which results in a high mixing rate so that the brine 
concentration reduces to the safe levels with minimum impacts on marine biota [2, 3].

The dynamics and mixing of the single and multiport dense jets in stationary and flow-
ing environments have been investigated in many studies [4–9]. The dense jet reaches a 
maximum height and then falls back to the seafloor. After impacting the sea bed, it spreads 
as a density current. The main flow characteristics and definitions of variables for a single 
inclined dense jet in a stationary environment are exhibited in Fig. 1. The jet discharges 
from a round nozzle of diameter d at velocity U0 , inclined upward at an angle � to the hori-
zontal plane.

Finding the optimal angle of inclination has long been questioned by engineers and 
outfall designers. So many experimental and numerical studies have been conducted to 
respond to that. Cederwall [10] commented that 45° is the optimal angle, and Zeitoun 
et al. [11] proposed 60° as the angle with the highest dilution compared to the other angles. 
Based on the latter, Roberts et  al. [4] carried out detailed measurements on 60° jets to 
quantify important properties of inclined dense jets.

The investigation of the effect of nozzle inclination angle is not limited to previously 
mentioned works. Several other studies, such as Kikkert et al. [6], Jirka [7], Papakonstantis 
et al. [12, 13], Lai and Lee [8], and Oliver et al. [9] have also conducted experiments to see 
the effect of nozzle angle. Jirka [7] raised doubts over the proposed angle of 60° through a 
theoretical study on the dense jets discharging at 0°–90° angles. Using the integral model 

Fig. 1  A view of dense jet flow in stagnant water [1]
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of CORJET, he found that nozzles with angles ranging between 60° and 75° give the high-
est dilutions for the flatbeds and 30°–45° for steeply sloping beds. Therefore, Jirka [7] sug-
gested that probably the smaller angle of about 30°–45° may be optimal. Oliver et al. [9] 
developed a new set of experimental data and analytical solutions over a wide range of 
angles from 15° to 75° and proposed 60° as the angle with maximum dilution. Oliver et al. 
[9] challenged Jirka’s [7] results and reported that dilution for 60° is up to two times more 
than that observed for 30°. Therefore, there was not a universal agreement up to the recent 
publication of USBR1 [14] that put an end to this conflict based on comprehensive Three 
Dimensional Laser-Induced Fluorescence (3D-LIF) experiments that were performed for 
different nozzle angles. The dependency of flow parameters on the nozzle angle was inves-
tigated by Roberts and Abessi [14]. It was found that the impact point dilution is relatively 
insensitive to nozzle angle over the range of 45°–65°, while the near-field dilution was 
found to be more sensitive to nozzle angle with the maximum value for 60° jet. The empir-
ical equations of this study were later verified by the field observation of Antenucci et al. 
[15], Baum et al. [16, 17].

Antenucci et al. [15] studied Southern Seawater Desalination Plant (SSDP) at Binnin-
gup, south of Perth, Australia, where brine directly discharges back into the ocean via a 
submerged multiport diffuser. They measured the vertical profiles of conductivity, tempera-
ture, dissolved oxygen, pH, and redox potential at five stations and plotted them along with 
the experimental data. The field data was consistent with the experimental observations of 
Abessi and Roberts [18]. Baum et al. [16, 17] carried out a comprehensive series of field 
studies on the Gold Coast Desalination Plant (GCDP) in South East Queensland, Australia. 
The high-resolution dynamics of brine flow were captured by a three-dimensional array of 
conductivity and temperature sensors for the measured condition of ambient velocity and 
wave characteristics. Comparing the results with Abessi and Roberts’s [5] data indicated 
that the geometrical properties were close to the laboratory data while dilution observa-
tions were farther from the range reported by Abessi and Roberts [5].

In order to enrich the available experimental data on negatively buoyant jets, Papakon-
stantis and Tsatsara [19, 20] performed a series of experiments to report the trajectory and 
mixing properties of those whose inclination angles have rarely been investigated in the lit-
erature. Crowe et al. [21] used the Particle Tracking Velocimetry (PTV) method to capture 
the velocity field for 15°–75° inclined dense jets to complement previous studies, which 
have mainly focused on the mean geometric and dilution properties of the fluid flow. Their 
work presented new insights into buoyant instabilities on the inner half of the dense jets. 
Ramakanth et  al. [22], in a new experimental look at the lower boundary influences on 
dense jet mixing, investigated flow dilution at common reference points near the boundary. 
They experimented with different source heights above the boundary and discussed the 
relationships between the bed proximity parameter and dilution within the impact region. 
They found that flow diminishes its ability to mix with ambient fluid as it approaches the 
boundary and this could be up to a 30% decrease compared to the conditions with no 
boundary influences.

Thanks to recent advancements in computing power, Computational Fluid Dynamics 
(CFD) has attracted a lot of attention as a valuable tool for studying and designing marine 
outfalls. Hence, many numerical studies have been reported in the context of dense jets 
in recent years. Vafeiadou et al. [23] used CFX-5 of ANSYS software with the k − � SST 

1 United States Bureau of Reclamation.
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(Shear Stress Transport) turbulence model to numerically simulate 60° inclined dense jets 
in stagnant environments. They found that the model underestimated the terminal rise 
height and the return point compared to the experimental data of Roberts et al. [4]. The 
CFX was also used by Oliver et al. [24] to study 60° inclined dense jets using the stand-
ard k − � turbulence model. They tried to enhance the accuracy of the predictions through 
the adjustment of turbulent Schmidt number in the tracer advection–diffusion equation. 
Although this calibration improved the predictions of some bulk parameters, the overall 
effect on the quality of results was small. Therefore, they reported that the numerical model 
could predict the flow properties no better than integral models of CorJet (Jirka [25]) and 
VisJet (Lee et al. [26]).

Kheirkhah Gildeh et  al. [27] used the Reynolds-Averaged Navier–Stokes (RANS) 
approach to investigate the mixing properties of 30° and 45° inclined dense jets employing 
the OpenFOAM finite volume model. They applied RNG k − � , realizable k − � , nonlinear 
k − � , LRR, and Lunder-Gibson turbulence models, to evaluate the prediction accuracy of 
each turbulence model. After comparing the results to experimental data, they reported 
that the LRR and realizable k − � turbulence models predict the flow properties more accu-
rately. Zhang et  al. [28] employed the Large Eddy Simulation (LES) approach with the 
Smagorinsky and Dynamic Smagorinsky sub-grid models to numerically simulate 45° and 
60° inclined dense jets. The results showed that the model was able to accurately predict 
dense jets’ behavior, specifically their bottom interactions along with the spreading layer on 
the seafloor. However, their simulations underpredicted the impact point dilution but could 
still reproduce the local concentration build-up at this point that was previously reported 
by Abessi and Roberts [29]. This local build-up close to the bed forms a rapid variation of 
dilution at the impingement point. It was found to be an important feature for determining 
the impact point dilution and probably the cause of the wide discrepancies in reported dilu-
tions in the vicinity of the impact point.

Tahmooresi and Ahmadyar [30] investigated the effect of turbulent Schmidt number 
in the tracer advection–diffusion equation on the accuracy of RANS predictions of dense 
jets. They reported that reducing the turbulent Schmidt number from 1.0 to 0.4 improves 
the dilution predictions, while this adversely affects the numerical predictions of geometri-
cal properties as well as cross-sectional distributions of concentration. In a recent study, 
Ramezani et al. [31] investigated the effect of proximity to the bed on the behavior of 30° 
and 45° inclined dense jets by developing a solver within the CFD package of OpenFOAM. 
It was observed that proximity to the bed has almost no appreciable effects on the behavior 
of 45° jets. In comparison, in 30° jets, when the bed proximity parameter falls below 0.14, 
the normalized values of the horizontal and vertical locations of the centerline peak as well 
as return point dilution reduce compared to the free condition. Meanwhile, the terminal 
rise height remains untouched.

There are generally three approaches for turbulence modeling, namely Direct 
Numerical Simulation (DNS), Large Eddy Simulation (LES), and Reynolds-Averaged 
Navier–Stokes (RANS). In the RANS approach, all turbulence fluctuations are modeled 
and represented in terms of the mean flow characteristics. In contrast, the Navier–Stokes 
equations are directly solved in the DNS approach without any simplifying assump-
tion. The LES approach can be considered as a compromise between DNS and RANS 
in which the larger eddies of the flow are directly solved, whereas the smaller turbu-
lent motions are modeled [32, 33]. Amongst the mentioned approaches, the RANS is 
used more widely due to its lower computational costs. While using the DNS approach 
in many industrial flows, large-scale simulations, or high Reynolds flows is not feasi-
ble since, in this approach, all length scales and timescales have to be resolved, which 



1165Environmental Fluid Mechanics (2022) 22:1161–1185 

1 3

imposes extremely heavy computational expense. Regarding recent advancements in 
computing power, the LES approach has drawn ever-increasing attention as a trade-off 
between accuracy and computational cost.

Reviewing previous works highlights the lack of a comprehensive LES study in the 
field of dense jets. The earlier studies in this context that used the LES approach are 
limited to one or two steep angles. Thus, this paper presents the most extensive LES 
study ever undertaken in the field of dense jets to evaluate the capability of the LES 
approach to predict their geometrical mixing characteristics, with a particular empha-
sis on the near-wall region where the most complicated structures of the flow occur. 
Besides numerical simulations, a series of experiments using the Planar Laser-Induced 
Fluorescence (PLIF) technique is performed to compare each numerical simulation with 
its experimental correspondence.

2  Materials and methods

2.1  Governing equations

In the LES approach, different from the RANS models in which only mean-flow data 
is available as the whole bunch of eddies are modeled, turbulent flow eddies are fil-
tered into large and small eddies based on the local grid sizes. Large eddies are then 
computed directly by solving the instantaneous Navier–Stokes equations, while smaller 
eddies are modeled based on the Boussinesq assumption, for instance.

The filtered three-dimensional unsteady Navier–Stokes equations for incompressible 
flows can be written as follows [34]:

where ui is the ith component of filtered velocity, xi is the ith coordinate direction, t 
is the time, prgh is filtered dynamic pressure, Sij is the strain-rate tensor, g is the gravita-
tional acceleration, and h represents the height of the fluid column. The above equations 
are obtained by employing an implicit filter denoting by the operator”“which has an 
effective width of Δ =

(

VC

)1∕3 . � and � are the density and molecular kinematic viscos-
ity of the mixture, respectively, and calculated as:

where � is the volume fraction of effluent, �e is the effluent density, �e is the effluent molec-
ular kinematic viscosity, �a is the ambient density and �a is the ambient molecular kin-
ematic viscosity. The volume fraction of effluent is calculated through a transport equation, 
which can be formulated as:
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where Dab represents the molecular diffusivity and ScSGS is the turbulent Schmidt num-
ber. The �SGS in Eqs. (2) and (5) is the Sub-Grid Scale (SGS) kinematic viscosity and is 
employed to reproduce the effect of SGS fluctuations in a diffusive manner. The LES model 
computes �SGS using one-equation SGS kinetic energy, kSGS , transport model as [35]:

Here the dynamic LES model proposed by Kim and Menon [36] takes advantage of a test 
filter with a double-length, Δ̃ = 2Δ  to compute Ck and C�.

2.2  Numerical methods

The simulations are performed using the twoLiquidMixingFoam solver of the finite volume 
open-source package of OpenFOAM. This is a solver for the mixture flow of two incom-
pressible fluids. The solver uses the PIMPLE (Semi-Implicit Method for Pressure-Linked 
Equations) algorithm for pressure–velocity decoupling of the Naver-Stokes equations. As 
a combination of the SIMPLE and PISO (Pressure-Implicit with Splitting of Operators) 
algorithms, the PIMPLE algorithm allows using larger Courant numbers and larger time 
intervals for the simulation of unsteady flows. For further information about the PIMPLE 
algorithm, please refer to Holzmann [37]. Here, the second-order accurate central differ-
encing scheme is used for the discretization of the diffusion terms. Using central differ-
encing for convection terms may lead to unphysical oscillations, and it is usually avoided 
[38]. Using upwind-dominated schemes by creating numerical dissipations of the order of 
SGS viscosity dissipation may dampen flow turbulences and decrease LES accuracy [39]. 
Therefore, convection terms are discretized using the Gauss filtered Linear, a second-order 
central differencing scheme in OpenFOAM with added small amount of local upwinding 
[40]. The Van Leer scheme [38] is used for the discretization of the transfer equation of 
effluent volume fraction. The Second-Order Upwind Euler (SOUE) scheme is also used for 
the discretization of temporal terms [41]. Temporal steps were variable with a maximum 
Courant number of 0.5 throughout the simulations. For time averaging, each case is run to 
reach a developed quasi-steady condition and then run for more than 45 s to reach a time-
averaged image of the flow features.

A computational domain with dimensions of 2.4 m long, 0.92 m wide, and 0.61 m deep 
was chosen based on the known behavior of the flow and experimental setup (Fig. 2). The 
nozzle was located 0.5 m from the tank side; therefore, it had 1.9 m of space in front of it 
to develop. As shown in Fig. 2, the simulation is performed with a grid of 5,500,000 cells 
with finer grids near the nozzle for better accuracy. Five levels of refinement have been 
considered with the cell size of 0.014 m in level 0, 0.007 m in level 1, 0.0035 m in level 2, 
0.00175 m in level 3, 0.000875 m in level 4, and a minimum size of 0.0004375 m in level 
5.
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The resolution of the computational grid strongly affects the result of LES. The res-
olution quality of the LES simulation can be determined with some criteria named the 
“LES indices of Resolution Quality  (LES_IQk).” One of them is defined as the ratio of the 
resolved part of the turbulent kinetic energy (TKE) to the total TKE and can be written as:

where kRes and kSGS are the resolved and sub-grid scale parts of turbulence kinetic 
energy, respectively. Celik et al. [42] suggested M = 0.77−0.85 to ensure that the grid 
resolution is fine enough. Pope [43] also considers a grid resolution appropriate if the 
M ≥ 0.8 . In Fig. 3, M is shown in the cross-section inside the domain. As shown in this 
figure, the M is higher than 0.8 in the whole domain except for a small area in front of 
the nozzle indicated by the circle.

The fully developed velocity profile along with zero pressure gradient was consid-
ered for the nozzle inlet. The slip condition was imposed for the upper part of the jet, 

(8)M =
kRes

kRes + kSGS

Fig. 2  The geometry and computational grid
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while the no-slip condition was considered for wall boundaries, i.e., the lateral bound-
aries and floor. In addition, for wall boundaries, the zeroGradient boundary condition 
was chosen for pressure. For open boundaries, namely upstream and downstream, the 
totalPressure and pressureInletOutletVelocity boundary conditions were considered for 
velocity and pressure, respectively. Such compositions are proposed for open bounda-
ries with inflow by the OpenFOAM user guide [44]. The characteristics used for the 
simulations are summarized in Table 1. The characteristics used for the simulations are 
summarized in Table 1.

Fig. 3  The ratio of the resolved 
part of the TKE to the total TKE

Table 1  The flow characteristics in LES and LIF simulations

Flow characteristic LES LIF

Physical characteristics
Discharge angle 15, 30, 45, 60, 75 15, 30, 45, 60, 75
Nozzle diameter 3.25 mm 3.25 mm
The height of nozzle tip 2.5 cm 2.5 cm
Jet velocity 0.6338 m/s 0.6338 m/s
Turbulent Schmidt number 

(

ScSGS
)

0.7 –

Molecular diffusivity 
(

Dab

)

1.89 × 10−9m2∕s –

Dynamic viscosity 
(

�a

)

0.001 Pa*s 0.001 Pa*s
Kinematic viscosity (�) �e = �a = 1.004 × 10−6m2∕s �e = �a = 1.002 × 10−6m2∕s

Effluent density 
(

�e
)

1019.375kg∕m3 1020.99kg∕m3

Ambient density 
(

�a
)

998.402kg∕m3 998.25kg∕m3

Dimensionless numbers
Modified acceleration  (g/) 20.6 22.36
Reynolds number (Re) 2051.64 2100
Densimetric Froude number (Fr) 24.5 23.52
Momentum-buoyancy length scale, cm,  (LM) 7.48 7.18
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2.3  Experimental methodology

To calibrate and verify the LES results, the PLIF technique has been used to measure the 
spatial evolution and mixing processes of the inclined dense jets at each angle. This is a laser-
based optical measurement technique for determining concentration or temperature in the flow 
field. It is individually developed and upgraded by different scholars around the world. The 
apparatus and codes used in this study are similar to those developed by Tian and Roberts 
[45]; however, they have been upgraded in the present setup to be able to capture and process 
the concentration fluctuations. It can capture a three-dimensional picture of the flow; however, 
the planar measurements on the central plane were only used in this study. The method of 
experimental analysis has been described in several publications by Tian and Roberts [45], 
Abessi and Roberts [18], and Abessi et al. [46].

In our experimental setup, a glass-made tank with 2.8 m length, 1.5 m width, and 1 m depth 
equipped with LIF apparatus was used to perform the experiments. This system was estab-
lished and outfitted in the Environmental Fluid Mechanics laboratory of the Babol Noshirvani 
University of Technology and used in this study to illuminate the mixing and spatial behavior 
of the inclined dense discharge at various angles. The system consisted of two swift scan-
ning mirrors to provide a flat laser sheet across the centerline of the flow. The laser sheet was 
formed by the oscillation of a 200 milliwatts green Diode-pump solid-state laser (DPSSL) 
beam with 0.5 mm width. With an infinitesimal quantity of a fluorescent dye (Rhodamine 6G, 
Sigma-Aldrich, St. Louis, Missouri), the discharged effluent would be fluoresced under the 
impression of the laser. The emitted light is captured by a CCD camera (Mars 640-300G 1/4 
“@4.8um) in the grayscale form at the rate of 100 frames per second. The procedures were 
controlled by a computer server equipped with an I/O board and controlling software. The 
images were continuously downloaded to the hard disk of the server for later processes. The 
captured images were then modified and calibrated for laser attenuation and sensor response 
for each pixel using clear and dyed water of known concentration. The same method that was 
followed to extract tracer concentrations from the images is discussed in Tian and Roberts 
[45]. The process was first described by Daviero et al. [47] and then used in many other stud-
ies of the same team, such as Gungor and Roberts [48], Abessi and Roberts [18], and Fedele 
et al. [49]. The accuracy of the dilution measurements was calculated at about 10% [46]. The 
stream of images for the unsteady flow was captured long enough to make sure that the jets 
reached quasi-steady conditions. This time was identified empirically in the lab by observing 
the time evolution of the flow. By reaching the quasi-steady flow, the images were recorded 
for at least 45 s and then time-averaged to reach the steady planar view of the flow at the cen-
terline. The same conditions are used later in the LES study for the numerical simulation and 
time averaging of the flow.

The effects of the tank walls can always be an issue. The experiments were conducted with 
a raised false floor. The false floor does not extend the full tank length and width, so the den-
sity current runs over the edge and does not begin to fill the tank or reflect back within the 
duration of the experiments. Therefore, the spreading layer does not rapidly impact the side-
walls, and it makes us sure that the flow has space to propagate on the floor.
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3  Dimensional analysis

The dimensional analysis of free dense jets is a well-known case and has been described 
in previous studies (e.g., Fischer et al. [50] and Roberts et al. [4]). According to the men-
tioned studies, the dependent variables of the flow � , can be characterized by the jet kin-
ematic fluxes of volume Q0 =

�

4
d2U0 , momentum M0 = U0Q0 , buoyancy B0 = g�

0
Q0 and 

the discharge angle �:

where g�
0
= g

(

�0 − �a
)

∕�a is the modified acceleration due to gravity. These fluxes are 
used to develop the jet-to-plume transition length scale LM = M

3∕4

0
∕B

1∕2

0
=
(

�

4

)0.25

Frdd 

where Frd = U0∕
√

g
�

0
d is the jet densimetric Froude number. Roberts and Toms [51] 

expressed that the effect of volume flux, Q0 lose its importance for high densimetric Froude 
numbers 

(

Frd > 20
)

 . Therefore, all the dependent variables � will only be a function of M0 , 
B0 , and � . By dimensional analysis, it can be shown that a characteristic length � and dilu-
tion S can be nondimensionalized with LM (or Frdd ), and densimetric Froude number Frd 
as follows:

where dilution is defined as S =
(

C0 − Ca

)

∕
(

C − Ca

)

 where C0 , Ca , and C are jet discharge 
concentration, ambient concentration, and local time-averaged concentration, respectively.

It is worth mentioning that the ambient depth H (more precisely, the distance of the 
nozzle tip to the water surface) and the distance of the nozzle tip to the lower boundary y0 
can potentially affect the flow behavior [31, 52–55]. In the present study, however, in order 
to avoid possible influences of surface contact and the Coanda effect on the flow behavior, 
enough distance from the surface and seafloor was considered in both experimental and 
numerical simulations based on the criteria reported by Abessi and Roberts [52], Shao and 
Law [53] and Ramezani et al. [31, 55].

4  Results and discussion

4.1  General observations

By solving the instantaneous Navier–Stokes equations for larger eddies in LES, concentra-
tion contours were obtained and presented in Fig. 4 for different nozzle angles. The time-
averaged image of concentration for each angle is also plotted in the same figure. Time-
averaged and instantaneous tracer field images from LIF experiments are presented in 
Fig. 5. A few seconds after the beginning, the flow reaches its maximum rise height due to 
initial discharge momentum. Negative buoyancy drives the jet back to the seabed, where it 
spreads as a density current. This process leads to a longer trajectory and higher dilution 
for inclined nozzles compared to vertical jets and helps to clear density current from the 
discharge site. The location of bed impingement is the first and probably the most impor-
tant point in the process of brine discharge, as this is the first point of brine contact with 

(9)� = f
(

Q0.M0.B0.�
)

(10)
�

LM
= f (�).

S

Frd
= f (�)
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Fig. 4  LES results for tracer concentration (�g∕l) along the centerline for various nozzle angles; instantane-
ous and time-averaged figures as specified in left and right-hand panels
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Fig. 5  Experimental observation for tracer concentration along the centerline for the various nozzle angle; 
instantaneous and time-averaged figures as specified
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benthic organisms. This location also corresponds to the lowest seabed dilution as the flow 
dilutes more by the act of vortices from this point. The vortices on the floor entrain more 
ambient water into the jet and eventually collapse under their self-induced density strati-
fication downstream of this area, as first explained by Roberts et al. [4] and elaborated by 
Abessi and Roberts [29]. This region marks the end of the initial mixing zone or the loca-
tion of the near field, which is an important location where water quality standards must 
generally be met. As shown, jet concentration decays along the path due to the entrainment 
and mixing that begin right after the nozzle tip. The mixing is attributed to the instabilities 
of shear-induced entrainment on the jet circumferences, which get bigger at the jet’s lower 
half by the acts of peeling detrainment. This buoyancy-induced instability (detrainment) 
leads to a distinctive asymmetry in the cross-sectional mean profile from the inner to the 
outer side. This was reported as the main reason for special flow behavior in inclined dense 
discharges and was well-described in previous works [9].

The LES model could also show the local concentration build-up at the location of the 
impact point. It is illustrated in the time-averaged of concentration field in Fig. 4. This phe-
nomenon is probably the reason for the unexpected concentration variations near the bot-
tom boundary in reported works. This behavior first has been observed in the experimen-
tal simulations (Fig. 5) and reported by Abessi and Roberts [29]. This is explored further 
below in Sect. 4.3.

In the laboratory, the detailed structures of the flow can easily be identified as no mod-
eling or averaging is applied for the smaller structures. In the current experiments, the 
camera captured the time scale down to 0.01  s (100 HZ) and the length scale down to 
0.00025 m, comparably higher than the dimension of the minimum sub-grid scale in the 
LES model (Level 5 in Fig.  2). With better technology of high-speed camera with 4  K 
resolution, the smaller time and length scales down to the order of 0.002 s, and 0.00001 m 
is now accessible. So, it can be used to see the scales of inertial subrange down to about the 
Kolmogorov scale.

In Fig. 4, the eddy structures of LES results are visualized by plotting the instantaneous 
contours for concentration in a diverging color map at the central plane. The eddy structure 
at the same plane was exhibited for the PLIF results in Fig. 5. Instantaneous contours were 
compared with the time-averaged image to make them comparable with each other and 
previous works. By comparing the LES results to the snapshot of the flow in the laboratory, 
It can be inferred that LES is modeling small structures as only bigger eddies are detect-
able. These eddies were estimated to have up to 80% of the flow energy and are responsible 
for most flow mixing and dilution.

In both experimental and CFD simulations, it is important to find out the time evolution 
of flow to reach the moment needed to start time-averaging. In the laboratory, it begins 
when the lab expert visually sees the flow has developed up to the desired point, and it is 
different for each angle and differs from the impact point to the location of the near-field 
as the second happens later. There are limitations for performing long experiments in the 
laboratory regarding the size of the tank, which gets full of dye tracer, and also in numeri-
cal simulations regarding required computational costs.

In Fig. 6, the time evolution of flow for LES results has been demonstrated. For inclined 
dense jet at  15°, the flow reaches to impact point at 7.5 s, and this happens for  30°,  45°, 
 60°, and 75° jets at 10, 12.5, 15, and 17.5 s in order. Therefore, modeling should last at 
least 20–40 s depending on nozzle orientation, and then time averaging needs to be started. 
However, if the near-field location is intended, a much longer simulation is needed for the 
flow to reach this point, and then time-averaging should be started. For LES, with such 
an enormous calculation cost, computer simulation is highly demanding and takes up 
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Fig. 6  Flow development in time for inclined dense discharge at 15°, 45° and 75° for T∗ =
t

M
0∕B

0

= 0.08, 

0.32, 0.81, 1.62, 3.25, 6.5 and 9.75 from the beginning (top to bottom)
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to several weeks with our best available system. Thus, an initial guess of when the flow 
reaches the quasi-steady-state is essential for managing the computational expenses and 
choosing the suitable numerical approach based on desired accuracy and available comput-
ing power. Besides jet orientation, the time that flow reaches a quasi-steady-state depends 
on both initial momentum and buoyancy fluxes. Hence, the times have been non-dimen-
sionalized with M0∕B0 for each angle in Fig. 6. This can help to guess the time evolution of 
inclined dense jets based on their initial characteristics.

4.2  Jet trajectory and geometrical features

The major flow parameters of design interest are jet terminal rise height, centerline maxi-
mum rise height, and the location of the impact point (Fig. 1). Predicting these parameters 
is essential in the environmental impact assessment process of brine discharge. Finding the 
jet rise height is crucial to see if the flow can reach the water surface and cause visual dis-
turbances. The location of the impact point is also the first location where the regulation of 
maximum concentration should be met, while the end of the near-field is the point of con-
cern in some other standards. In the figures below, these parameters were extracted from 
the 2D planar concentration fields of LES and LIF and compared to each other. Some other 
experimental data from the previous studies were also included for comparison.

In Fig. 7, the LES results for the jet terminal rise height were normalized and plotted 
for various nozzle angles together with our new set of LIF experiments and previous data 
[8, 9, 12, 29, 56–59]. Following the definition of Roberts et al. [4], this point is defined as 
the location of 10% of the transverse maximum concentration at the jet’s maximum height. 
The predictions of the LES model are close to those from Lai and Lee [8], Oliver et al. 
[60], and Kikkert [58] and lower than the results of the present LIF experiments and Abessi 
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Fig. 7  Terminal rise height for various nozzle angles compare to experiments and previous studies
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and Roberts [29]. It is also seen that the discrepancy between the numerical predictions 
and experimental data gets bigger when the angle of inclination increases.

Jet terminal rise height is also an important feature to define the possibility of deep, 
surface contact, and shallow regimes [52]. Once the upper side of the jet touches the water 
surface (surface contact regime), dilution begins to reduce as entrainment from the upside 
of the jet will be stopped. The mixing is reduced even more when the jet centerline reaches 
the water surface (shallow water condition).

Jet maximum rise height at the centerline for various nozzle angles is plotted in Fig. 8 
and compared to LIF experiments and previous data. As shown, the LES predictions for 
different angles were lower than the experimental observations. However, LES predictions 
were close to Lai and Lee [8], Crowe et al. [21], Oliver et al. [60], and Kikkert [58]. If the 
jet impacts the surface, the water available for dilution may decrease, and the flow dynam-
ics will change [52, 53]. It will change the locations of the impact point and near-field and 
will decrease dilutions at these points [52]. On submerged dense jets, the recommendations 
for the shallow condition are based on the rise height to the jet’s upper boundary. Abessi 
and Roberts [52] proposed dFrd∕H = 0.8, 0.48, and 0.42 where H is the ambient depth, as 
the criteria from which the surface contact happens and dFrd∕H = 1.15, 0.7, and 0.64 as 
the criteria of reaching to shallow water regime for 30°, 45°, and 60° jets, in order. Follow-
ing the fact that LM is equal to 

(

�

4

)1∕4

dFrd or LM = 0.94dFrd , anticipating the height of jet 
centerline maximum and terminal rise height can be used to predict the possibility of sur-
face contact and shallow water regime. It is a crucial parameter in the sitting of brine out-
fall in the low sloped seabed, as reaching to proper depth demand costs tremendously.

The impact point Xi , is the intersection of flow with the lower boundary and slightly dif-
fers from the return point. The return point is defined as the location where the flow returns 
to the nozzle elevation. The difference between these two points would be remarkable if the 

0.00

1.00

2.00

3.00

0 10 20 30 40 50 60 70 80 90

Y
m

/L
M

Discharge angle, 

Present study-LES Present study-LIF

Crowe et al. (2016) Oliver et al. (2013)

Lai and Lee (2012) Kikkert (2006)-LA

Kikkert (2006)-LIF Cipollina et al. (2005)

Poly. (Abessi and Roberts (2015))
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nozzle height is distinctive or the seabed is highly sloped. Therefore, high discrepancies in 
dilution measurements around the return and boundary impact points were reported in the 
previous studies [4, 8, 9, 54].

Many of these experiments were conducted with an elevated nozzle tip with flow prop-
erties only investigated up to the return point, so they did not account for any boundary 
influences. This is the region of interest for brine discharges in national standards of many 
countries as the water quality standards must typically be met there. Therefore, the rev-
elation of the mixing process very close to the bed is essential here. Although the impact 
point has more practical importance than the return point as the latter is up in the body of 
ambient water, and no standard goes to this point, many studies reported the location and 
dilution of the return point instead of the impact point, mainly for two reasons. First, the 
dilution calculation at this point is pretty straightforward compared to the impact point. 
And the other, this is more convenient for validation of models as this point is independent 
of the nozzle height and bed slope. In the present study, however, we put our emphasis on 
the impact point as the most complicated structures of flow occur at this point, and previ-
ous works have rarely investigated it in acceptable detail.

In Fig. 9, the horizontal location of the impact point was plotted against the discharge 
angle as the non-dimensional parameter of Xi∕LM . The LES model was able to predict the 
general trend between the location of the impact point and the nozzle angle. However, the 
model predictions are also shown to sit below the experimental data from the current study 
and from Abessi and Roberts [29]. It is worth noting that LES predictions are close to 
other experimental data, regarding the fact that those data are for the return point, which is 
clearly at a closer distance to the source. Interestingly, the predictions also get closer to the 
experimental data as the angle increase. Both LES and experimental results show that the 
maximum horizontal distance to the impact point occurs for 30°–45° jets. Considering that 
the maximum dilution values have been reported for 45°–60° jets, it can be concluded that 
jet impingement at a longer distance to the source does not necessarily give more dilution. 
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This is because of the different mechanisms of entrainment along the jet and plume regions 
in rising and falling phases. It is worth mentioning that Zeitoun et al. [11] attributed the 
dilution to the total length of the trajectory and justified the higher dilution of 60° jets com-
pared to 30°, 45°, and 90° jets by this argument.

4.3  Jet mixing and dilution

Figure 10 shows the LES and LIF results for dilution at the impact point when normalized 
by Frd compared to the previous data. The dilution is defined as the initial concentration 
of the tracer at the source over the local concentration, C0∕C . As mentioned, dilution at 
the impact point is the criterion that needs to be met in many discharge standards. The 
benthic organism has a limited ability to tolerate salinity above the background, and the 
impact point is the first point of brine contact with the seabed. The data in Fig. 10 shows 
that the LES results are lower than their LIF counterparts but close to data reported by Lai 
and Lee [8] and Oliver et al. [60]. Wide discrepancies were reported in the literature for 
dilutions near the boundary, as the influence of the boundary on dilution measurements is 
unknown. Abessi and Roberts [29] observed that time-average dilution first increased and 
then decreased in a thin layer near the wall along the centerline. Due to the law of physics, 
the concentration value should always decrease while the time-averaged value seems to 
be increased there. It was found to be due to the increases in turbulent intermittency and 
accumulation of the saline elements on the lower boundary. It is worth noting that in the 
impinging region, the brine flow is re-directed from an axial into a radial direction. So the 
impinging region is composed of the classical stagnation zone where the axial velocity 
decreases down to zero. The stagnation region is an interesting area for heat dissipation and 
is well-documented in previous studies [61]. The fluid motion near the stagnation region 
exists on a solid body when the fluid moves towards it. The stagnation region encounters 
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the highest rate of mass deposition, and it seems to make the concentration caught in this 
region.

Such a phenomenon was also observed in the lab for a simple plume when discharg-
ing vertically downward with high salinity and low Reynolds number [14]. Extremely like 
discharging honey in a tank of water. By reaching the bottom boundary, honey loses its 
momentum and rests on the floor. Therefore, an accumulation of heavy viscous fluid on 
the floor will be observed. Such a honey effect seems to happen for brine discharge along 
the plume region, where lower momentum is available to quickly sweep up the heavy fluid 
away from the impact point. Thus, the brine fluid corresponding to the highest concentra-
tions lays adjacent to the bed and only moves slowly away. Abessi and Roberts [29] elabo-
rated that such a boundary increase in time-averaged concentration is due to the increases 
in intermittency factor and sorting of the heavier and higher tracer concentration of fluid 
elements near the bed. It is probably the main reason for the sudden increase in concen-
tration and discrepancies in reported dilutions at the impact point. Zhang et al. [28] men-
tioned that they could simulate the local concentration build-up at the impact point in their 
LES model. As mentioned above, such a sudden increase in concentration was observed 
in our LES and LIF results, too (Figs. 4 and 5). The tracer concentration right before this 
jump and at the point of concentration build-up was used to measure dilution for the LES 
and LIF results in Fig. 10. It is clear that if the dilution at the concentration build-up is 
considered, we will reach a lower dilution for both models, and it was more distinctive 
in our experimental observations. Interestingly, even before the concentration buildup, the 
LES model predicts a reduction in mixing at the location of return point. It is probably the 
source of the high discrepancy reported for brine dilution at both return and impact point, 
and scholars should pay more attention to the validity of dilution measurements at this 
point. It is worth noting that no previous numerical work that used the RANS approach 
could reproduce the concentration build-up at the impact point, even those that used low-
Reynolds turbulence models such as k − � SST, which allow integration up to the wall 
without employing wall functions [28, 31, 62, 63]. This clearly shows the higher resolution 
and accuracy of the LES approach than widespread RANS models in near-wall regions.

As mentioned earlier, Ramakanth et  al. [22] have recently argued that dilution after 
the return point will be significantly affected by the lower boundary. By plotting center-
line concentration over time at various points between the return point and the bed, they 
have tried to quantify the relationship between the bed proximity parameter and dilution 
at the impact region. Authors believe that the complex process of mixing and entrainment 
near the boundary definitely needs further investigation, both experimentally and numeri-
cally. We suggest a DNS or a high-resolution experimental study focusing on this region 
for exploring the physics of entrainment and the changes in turbulence properties for the 
region close to the bed.

The geometrical and dilution results of the present study, along with various past exper-
imental, analytical, and numerical works, were quantified in Table 2 for better comparison. 
It is seen in the table that the present LES model predicts the geometrical and dilution 
properties of dense jets with reasonable accuracy. It can be inferred from the table that the 
accuracy of the LES model is higher than analytical solutions such as the well-known inte-
gral model of CorJet and also lower-resolution RANS models, especially in dilution pre-
dictions. However, similar to most integral and numerical models, the LES model under-
estimates the flow features in comparison to experimental data. This underestimation is 
seen more noticeably in dilution results as it predicts the dilution properties up to 25% 
lower than the average of experiments. Therefore, more efforts are still needed in the area 
of numerical modeling of negatively buoyant jets to improve the predictions.
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Table 2  Summary of numerical results with previous experimental, analytical, and numerical data

Jet angle 15° 30° 45° 60° 75°
Study Description

Terminal rise height 
(

yt∕dFrd
)

Present study LES 0.58 1.03 1.53 2.09 2.43
Present study LIF 0.80 1.34 2.16 2.86 3.00
Crowe et al. [21] PTV 0.57 1.09 1.73 2.23 2.59
Abessi and Roberts [29] 3D-LIF 0.82 1.31 2.03 2.54 2.93
Oliver et al. [60] LIF 0.63 1.15 1.65 2.21 2.53
Lai and Lee [8] LIF/PIV 0.44 0.95 1.58 2.08 –
Papakonstantis et al. [12] Visual/Probe – – 1.59 2.15 2.48
Kikkert [58] LA 0.57 1.06 1.71 2.28 2.57
Kikkert [58] LIF 0.60 1.20 1.78 2.45 –
Kikkert et al. [58] Analytical 0.54 1.07 1.66 2.27 2.84
CorJet (data from [7]) Integral model 0.52 0.95 1.48 1.93 2.19
Ramezani et al. [31] RANS – 0.95 1.47 – –
Zhang et al. [28] RANS – – 1.04 – –
Vertical location of centerline peak 

(

ym∕dFrd
)

Present study LES 0.28 0.64 1.09 1.58 2.00
Present study LIF 0.44 0.90 1.63 2.28 2.33
Crowe et al. [21] PTV 0.25 0.69 1.22 1.71 2.02
Oliver et al. [60] LIF 0.24 0.66 1.09 1.61 1.89
Lai and Lee [8] LIF/PIV 0.21 0.65 1.19 1.64 –
Papakonstantis et al. [13] Visual/Probe – – 1.17 1.68 1.93
Kikkert [58] LA 0.22 0.60 1.09 1.60 1.90
Kikkert [58] LIF 0.26 0.69 1.21 1.76 –
Kikkert et al. [58] Analytical 0.23 0.63 1.14 1.70 2.23
CorJet (data from [7]) Integral model 0.20 0.56 0.99 1.38 1.65
Oliver et al. [67] Integral model 0.25 0.63 1.14 1.66 2.15
Crowe et al. [68] Integral model 0.23 0.63 1.12 1.58 1.94
Ramezani et al. [31] RANS – 0.59 1.03 – –
Zhang et al. [28] RANS – – 0.72 – –
Horizontal distance of impact point 

(

xi∕dFrd
)

Present study LES 3.28 3.33 3.30 2.89 1.90
Present study LIF 3.55 4.14 4.29 3.70 1.92
Crowe et al. [21] PTV 2.51 (r) 3.56 (r) 3.43 (r) 2.93 (r) 1.87 (r)
Oliver et al. [60] LIF 2.39 (r) 3.08 (r) 3.13 (r) 2.76 (r) 1.67 (r)
Lai and Lee [8] LIF/PIV 2.41 (r) 3.18 (r) 3.34 (r) 2.84 (r) –
Papakonstantis et al. [12] Visual/Probe – – 3.16 (r) 2.75 (r) 2.51 (r)
Abessi and Roberts [29] 3D-LIF 3.23 4.06 4.08 3.38 1.95
Kikkert [58] LA 2.30 (r) 3.17 (r) 3.31 (r) 2.78 (r) –
Kikkert [58] LIF 2.59 (r) – – – –
Kikkert et al. [58] Analytical 2.41 (r) 2.96 (r) 3.05 (r) 2.72 (r) 1.88 (r)
CorJet (data from [7]) Integral model 1.90 (r) 2.53 (r) 2.62 (r) 2.23 (r) 1.29 (r)
Oliver et al. [67] Integral model 2.24 (r) 2.95 (r) 3.12 (r) 2.89 (r) 2.05 (r)
Crowe et al. [68] Integral model 2.30 (r) 2.95 (r) 3.08 (r) 2.67 (r) 1.76 (r)
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It is also worth noting that recent corrections in simple models which are based on inte-
gral methods exhibited that they could satisfactorily predict mean flow characteristics of 
negatively buoyant jets after the modification of the entrainment coefficient [64, 65] or the 
modification of the buoyancy flux conservation [21, 60, 66]. The comparisons made by 
Papakonstantis and Papanicolaou [65] for some common experiments [8, 12, 13, 58, 60] 
exhibited that the problem of underestimating flow parameters, i.e., geometrical character-
istics and dilution, has been solved to some extent and the results of these simple models 
are closer to LES results.

5  Conclusions

Due to technological advances, these days, fresh water can be produced out of brackish 
and saline water by desalination plants. These plants take out the seawater inland and use 
various techniques to remove salt and other solutes from it. Desalination plants produce a 
concentrated effluent (brine) as a by-product that needs to be discharged back into the seas 
or oceans. Therefore, the main environmental impact of the desalination plants is attributed 
to the disposal of brine into the aquatic environment. The marine outfalls are developed 
to minimize these impacts by adequately diluting the brine in the sea. Due to its high den-
sity, the brine can simply reach the seafloor and rest on it. The high concentration of brine 
close to the bed is environmentally significant, as most of the impacts are subjected to less 
mobile benthic organisms and seagrasses. The inclined jets are a common way to dispose 

Denoted values by (r) are for the return point
*Two values were reported for LES: Before concentration build-up/On concentration build-up
**Two values were reported for LIF: Before concentration build-up/On concentration build-up

Table 2  (continued)

Jet angle 15° 30° 45° 60° 75°
Study Description

Ramezani et al. [31] RANS – 2.97 (r) 3.02 (r) – –
Zhang et al. [28] RANS – – 2.97 – –
Impact point dilution 

(

S∕Frd
)

Present study* LES 0.71/0.69 1.02/0.97 1.30/1.13 1.51/1.28 1.59/1.15
Present study** LIF 1.15/0.88 1.37/0.83 1.89/1.42 1.70/1.04 1.56/1.34
Lai and Lee [8] LIF/PIV 0.43 (r) 0.82 (r) 1.09 (r) 1.07 (r) –
Papakonstantis et al. [13] Visual/Probe – – 1.55 (r) 1.68 (r) 1.67 (r)
Abessi and Roberts [29] 3D-LIF 0.76 1.16 1.65 1.75 1.50
Oliver et al. [60] LIF 0.48 (r) 0.84 (r) 1.22 (r) 1.55 (r) 1.53 (r)
Kikkert et al. [58] Analytical – 0.68 (r) 0.96 (r) 1.27 (r) 1.57 (r)
CorJet (data from [7]) Integral model 0.39 (r) 0.56 (r) 0.65 (r) 0.69 (r) 0.69 (r)
Yannopoulos and Bloutsos [69] Integral model 1.12 (r) 1.70 (r) 2.12 (r) 2.27 (r) 1.78 (r)
Oliver et al. [67] Integral model 0.46 (r) 0.74 (r) 1.12 (r) 1.61 (r) 2.32 (r)
Crowe et al. [68] Integral model 0.53 (r) 0.88 (r) 1.22 (r) 1.50 (r) 1.63 (r)
Ramezani et al. [31] RANS – 0.71 (r) 0.82 (r) – –
Zhang et al. [28] RANS – – 0.87 – –
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of brine as they can clear the waste field from the source site and decrease its concentration 
to a great extent.

In the present study, the results of numerical (LES) and experimental (LIF) simulations 
on the discharge of dense jets at 15°, 30°, 45°, 60°, and 75° angles were presented. The 
results of each parameter were normalized and plotted along with the previously reported 
data. A table presented contains the previous data reported from experimental, analyti-
cal, and numerical investigations and quantitative comparisons made between them. Also, 
recent modifications that were reported for integral models on the estimation of mean flow 
characteristics of negatively buoyant jets were evaluated. It was found that LES and these 
modified models are close to the experimental observations even due that there are discrep-
ancies between experimental data at the boundary, specifically.

A novel criterion was also proposed to guess when the flow reaches a quasi-steady-state. 
This is important in numerical simulations to reduce computational expenses, particularly 
for high-resolution and consequently high computational demanding approaches such as 
LES. The numerical model well estimated the trend of changes in flow trajectory and geo-
metrical features; however, some discrepancies were observed compared to the experimen-
tal results. It was observed that dilutions were specifically underestimated up to 25%, which 
was found to be a common problem when comparing the results of numerical models with 
experimental data. However, large variations were observed in the experimental results of 
different scholars, which made comparisons unsure and difficult. It was observed that time-
averaged dilution decreased along the centerline trajectory in a short distance as the bed 
was approached. Therefore, special attention was paid to dilution on the lower boundary. 
The reason for such discrepancy was found to be the concentration deposition near the 
stagnation region at the location of the impact point. This thin and more concentrated layer 
close to the bed is environmentally significant and may cause elevated exposures of the 
benthic organisms to high salinity levels, which could be fatal. In this work, we tried to 
shine a light on this complex problem to attract more attention to study boundary effects on 
brine flow features on the seafloor.
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