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Abstract
Grid shape (curvilinear/structured versus triangular/unstructured) and grid size affect 
model output. In this study structured, unstructured and hybrid grids with a high and low 
resolution were compared. As a case study, we use the Waal River (with main channel and 
floodplains). We studied simulated water levels using the six grids, considering equal main 
channel friction, which enabled to study the isolated effects of grid shape and size. The 
spread in simulated water levels was found to be rather large with a maximum deviation 
of 78  cm. Therefore, calibration was performed such that simulated water levels resem-
bled measured water levels by adjusting the main channel friction. This enabled us to draw 
conclusions on the choice of optimal usage of the grids in engineering studies. Bathymetry 
accuracy and numerical friction, both as a result of grid resolution, and numerical viscos-
ity as a result of grid shape play a vital role. The analysis shows that unstructured grids 
are affected most by the calibration which is reflected in the wide spreading of calibrated 
friction values. From the six grids studied, the hybrid grid with curvilinear grid cells in the 
main channel and triangular grid cells in the floodplain is recommended for hydraulic mod-
elling since computation time is low, while model output shows sufficient accuracy.

Keywords  Hybrid grids · Grid resolution · Bathymetry accuracy · Numerical friction · 
Numerical viscosity

1  Introduction

Currently, sophisticated two dimensional horizontal (2DH) models are used to get a 
detailed and accurate representation of water levels, flood patterns and potential flood 
prone areas which help to define flood protection measures. Until now, structured curvi-
linear grids are commonly used for hydraulic modelling to discretize the model domain 
within the finite difference and finite volume framework (e.g. [19, 26]). In general, curvi-
linear grid cells give accurate model output with added benefit of allowing cell stretching 
along the river main channel, while orthogonality (see Sect.  3 for an explanation of the 
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orthogonality concept) stays within reasonable bounds [18]. However, this grid type has 
several disadvantages. The use of curvilinear grid cells results in a high resolution in sharp 
inner bends since grid lines are focused in these bends (Fig. 1) [16]. Under the assumption 
that in a curvilinear grid the floodplains follow the same trajectory as the main channel 
course, it is not possible to locally refine or coarsen the grid since the resolution of the 
floodplain depends on the resolution of the curvilinear grid cells in the main channel. An 
unnecessary high resolution increases computation time of the model. In addition, the cur-
vilinear cells are restrictive in representing a natural river system with different geometric 
features such as main channels, bifurcations and floodplains due to the rectangular shape of 
the grid cells [18].

Other commonly used grid types are unstructured grids in which the entire model 
domain is discretized by triangles (e.g. [6, 11, 12, 22]). These grids have been widely used 
with the finite element or finite volume framework [18]. Triangular grids are easy to gener-
ate and they overcome the problems of curvilinear grids, since triangular cells are more 
flexible in shape [18]. However, stretching the triangular grid cells in the flow direction, 
results in less accurate model output [1]. There are two reasons for the lower accuracy of 
the model output. Firstly, stretching triangular grid cells in the flow direction results in low 
orthogonality (see Sect. 3), which can be kept under control by projecting the grid cells 
on the edge normal vector. Secondly, if the triangular grid cells are elongated, they tend 
to degenerate into lines and hence the area-edge length ratio is very small resulting in e.g. 
small time steps.

The advantages and disadvantages of the fully structured and fully unstructured grids 
leads to the question whether a combination of the two grid types might be a good alterna-
tive. A grid in which different grid shapes are used is referred to as a hybrid grid. In this 
study the hybrid grids have a structured curvilinear grid in the main channel, whereas the 
floodplains are discretized by triangular grid cells. A question is how such a hybrid grid 
affects numerical results. Caviedes-Voullième et al. [4] studied the effect of grid structure 
on model results with the use of a physically-based numerical model for runoff simula-
tion in a mountain catchment. In their study, they found that mesh selection is of great 
importance since the model output was more sensitive to mesh properties (grid shape and 
grid size) than to the friction spatial distribution [4]. Horrit et al. [13] studied the effect 
of mesh resolution and input digital elevation model (DEM) resolution on the predictions 
of a 2D finite volume model of channel flow. The model was more sensitive to the size of 
the grid cells than to the resolution of the input DEM [13]. Kernkamp et al. [16] explored 
whether the application of a hybrid grid results in accurate model output and used the 
Northwest European Continental Shelf as a case study. Curvilinear grid cells were aligned 
with the main flow direction coupled with triangles for computational efficiency. For their 

Fig. 1   Grid lines of a curvilinear grid show higher density in inner bends resulting in high resolution in 
these areas
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application, they found that such a hybrid grid is capable of accurately representing com-
plex boundaries in geometrically complicated areas. The model performance in terms of 
computation time and accuracy of the hybrid grid was comparable to the performance of 
a structured grid [16]. Hardy et al. [9] studied the importance of grid resolution for flood-
plain modelling using seven hybrid grids. In these grids, the main channel was discretized 
by curvilinear grid cells and the floodplains by triangular grid cells. They found that if res-
olution increases the inundation extent decreases, and that the effects of the different grid 
resolutions were at least as important as the surface roughness which is commonly used as 
typical calibration parameter [9]. Although Hardy et al. [9] made use of a combination of 
structured and unstructured grids for hydraulic modelling, they did not consider the perfor-
mance of such a grid compared to fully structured and fully unstructured grids.

Using hybrid grids may be a good alternative of both a fully structured as of a fully unstruc-
tured grid (e.g. [2, 9, 16, 18]). However, an extensive comparison on performance between 
the different grid types with the use of a case study has not been done so far. Therefore, the 
objective of this paper is to uncover the effects of grid shapes and sizes on model performance 
for hydraulic flood modelling. Model performance is expressed in terms of computation time, 
accurate prediction of maximum water levels and accurate simulation of depth-averaged flow 
velocity profiles in meander bends. To assess the model performance, six different grids are 
created covering structured, unstructured and hybrid grids with a high and low resolution vari-
ant. The grids are calibrated using the 1995 flood event of the Waal river, which is a bifurca-
tion of the Rhine river, such that accurate maximum water levels are predicted by the six dif-
ferent models. The main channel of the Waal river and its floodplains are modelled.

The outline of the paper is as follow. In Sect. 2 the case study of the 1995 Waal river 
flood event and properties of the numerical model are described. Section 3 provides the 
different grids considered in this study. Section 4 shows the results focusing on the main 
differences in model performance. The paper ends with the main conclusions.

2 � Hydraulic modelling: case study Waal

The 1995 flood event of the Waal river is used as a case study (Fig. 2). The Waal river is 
a bifurcation of the Rhine river. The upstream boundary is located at the bifurcation point 
where the Rhine river bifurcates into the Pannerdensch Canal and the Waal river in the 
Netherlands. The downstream boundary is at the city of Tiel (Fig. 2). The Waal river is 

Fig. 2   Location of the Waal river in the Netherlands and the model domain, in which Trajectory 1 repre-
sents a meandering stretch and Trajectory 2 a relatively straight stretch of the river. CS1 and CS2 are used 
to determine the discharge partitioning in the main channel and floodplains in Sect. 4
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used in this study since it is a typical lowland river, ample data is available and schematiza-
tions of the study area are available from previous studies. The model domain consists of 
the main channel of the Waal river and its floodplains. The river has meander bends in the 
upstream part of the study area and it has a relatively straight course further downstream. 
For this reason, it is possible to consider the results for both a meandering stretch (Trajec-
tory 1, Fig. 2) as well as for a relatively straight stretch (Trajectory 2, Fig. 2).

The section of the Waal river used in this study has a trajectory length of approximately 
46 kilometers, with an average main channel width of 260 meters. No large differences in 
the main channel width are present. The floodplain widths vary between 20 meters close to 
Nijmegenhaven (Fig. 2) to 1,650 meters in the upstream meander bends. The total model 
domain has an area of 66 km2 with a linear length of approximately 40 kilometers. At 
CS1 and CS2 the discharge partitioning in the main channel and floodplains are evaluated 
(Sect. 4). These two locations are chosen such that a comparison can be made between a 
location with wide floodplains (CS1) and almost no floodplains (CS2).

2.1 � Hydraulic model

Hydraulic modelling is performed with D-Flow Flexible Mesh (FM) in which the 2D 
Shallow Water equations are solved [8]. The depth-averaged continuity equation and the 
momentum equations in x- and y- direction are given by:

where u and v represent the depth-averaged flow components in x- and y-directions respec-
tively (m/s), z is the water surface elevation (m), h is the water depth (m), g represents the 
constant gravitational acceleration ( m/s2 ), and Cz is the Chézy friction coefficient ( m1∕2∕s).

2.2 � Computation schemes of the numerical grids

In this study, for all grid types a finite volume solver on a staggered scheme is used to 
discretize the Shallow Water equations (Eqs. 1–3). On a staggered scheme, the scalar vari-
ables (water level, bed level etc.) at a certain time step are stored in the cell centers of the 
control volumes whereas the velocity variables are located at the cell faces ([10, 17]). In 
other words, the velocity variables are shifted half a grid cell in the x- and y- direction. 
Consequently, half of the control volumes of the velocity variables along the boundaries 
fall outside the model domain and are therefore omitted during the computation. This dif-
fers from a collocated scheme arrangement, in which all variables are stored in the same 
positions. Jones [15] remarks that staggered schemes are commonly used for Shallow 
Water flow problems. According to Stelling [23], a staggered scheme is very effective 
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for the discretization of the Shallow Water equations, since the number of grid points is 
reduced with a factor four compared to a collocated grid. In addition, a staggered scheme 
allows for a simple treatment of the boundary conditions and it was found to be more 
robust compared to a collocated grid. For more information about the application of stag-
gered schemes for Shallow Water flow problems, and the reasons why it has been used in 
many software packages (e.g. WAQUA, TRIWAQ, D-Flow FM), we refer to [23].

Commonly, rectangular row-columns structured staggered schemes are used to solve the 
system. However, such a scheme is not applicable for the unstructured and hybrid grids 
since a rectangular row-columns structure is not present. A number of generalizations of 
the staggered schemes have been proposed for unstructured grids to retain the mass conser-
vation properties of the classic structured method [20]. The unstructured staggered scheme 
as described by Kleptsova et  al. [17] is used in this study. The continuity equations are 
solved implicitly while the advection term in the momentum equation is solved explicitly 
[7]. The advection term makes use of a reconstruction at the cell centre (Perots method, see 
[20]), which is first-order accurate on unstructured staggered grids. Implicit time integra-
tion is used as iterative solver, and the resultant dynamic time step is based on the Courant 
criteria. In principle, the continuity equation has no time step restriction when using the 
implicit solver. However, the computed dynamic time step for the advection term is used 
for both the implicit as the explicit solvers to avoid a calculation scheme staggered in time. 
This dynamic time step is grid dependent. The Courant number C can be computed with:

where u represents the flow velocity (m/s), t the time step (s) and x the length interval in 
flow direction (m). A maximum Courant number of 0.95 is used. We use the method pro-
posed by Kernkamp et al. [16] to solve the system.

2.3 � Calibration procedure

The 1995 discharge wave is used as upstream boundary condition and a h(t)-relation is used 
as downstream boundary condition (Fig. 3) based on measured water levels available at https​
://water​info.rws.nl provided by the Dutch Ministry of Infrastructure and Water Management. 
Caviedes-Voullième et  al. [4] showed that each grid has its own numerical friction caused 
by the resolution of the cells and structure of the grid. In their study, they found that mesh 
coarsening has a similar effect on the discharge wave as friction, i.e. a coarser mesh results in a 
dampened discharge wave and this effect can even become larger than that generated by physi-
cal friction [4]. Applying friction coefficients values selected from literature (e.g. the tables 
of Chow [5]) may not result in proper results since the numerical friction of the grids is not 
considered in this way. Therefore, friction coefficients must be calibrated with each grid to 
compensate for numerical, grid generated friction [4]. In this study, model results are analysed 
for two situations, namely: one in which an equal main channel roughness is used for each grid 
(Sect. 4.1) and one in which each grid has its own calibrated main channel friction (Sect. 4.3). 
For the later situation, the grids are calibrated using hourly measured water levels at Pan-
nerdensche Kop (PK) and Nijmegenhaven (NH) (Fig. 3). To perform the calibration, the open 
source software OpenDA is used (http://www.opend​a.org/). With this software, it is possible to 
select the input parameters that have to be adjusted, such that the desired output is established. 
The model domain is divided into two trajectories (Fig. 2) in which the main channel friction 
expressed in Nikuradse roughness coefficient is calibrated such that each trajectory influences 

(4)C =
u�t

�x
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a single measurement location (i.e. PK or NH). The Nikuradse roughness coefficient can be 
transformed into a Chézy coefficient with the use of the White–Colebrook formula:

where Cz represents the Chézy coefficient ( m1∕2∕s ), R the hydraulic radius (m) which can 
be computed by dividing the cross-sectional area by the wetted perimeter, and k represents 
the Nikuradse roughness coefficient (m). This equation shows that a constant Nikuradse 
roughness value results in different Chézy coefficients depending on the bathymetry 
(hydraulic radius) of the river and the local water depth. With the use of the White–Cole-
brook equation and a constant Nikuradse roughness value, the effect of channel bathymetry 
and water depth on friction is included, whereas a constant Chézy coefficient would neglect 
these dependencies. For this reason, Nikuradse roughness values and the White–Colebrook 
formula (Eq. 5) are used to express the main channel friction in this study.

Calibration is performed on the three days with highest measured water levels (Fig.  3), 
since the main purpose of the calibration procedure is to ensure that the model is capable of 
predicting correct maximum water levels. The OpenDA procedure provides a main channel 
friction of the two trajectories such that the specified water levels at PK and NH are simulated 
with a Root Mean Square Error (RMSE) < 0.001 . Values of the calibrated friction parameters 
are given in Sect. 4.3.

3 � Grid properties

In order to study the consequences of different grid shapes (fully structured, fully unstruc-
tured, hybrid) and different sizes (fine, coarse), we constructed six grids. Two struc-
tured grids, two unstructured grids and two hybrid grids with different resolutions are 

(5)Cz = 18 ×10 log
(

12R

k

)

Fig. 3   Discharge wave of the Waal river (upstream boundary condition), time period used for calibration of 
which hourly measured water levels are available, and water levels at Tiel (downstream boundary condition) 
during the 1995 flood event
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considered. With this spectrum of grids, we sufficiently cover the wide range of possible 
grid structures for hydraulic modelling.

Both structured and unstructured grids are commonly used in literature for hydrau-
lic modelling. However, a major disadvantage of structured grids is that the size of the 
grid cells of the main channel determines the resolution of the floodplains, whereas with 
unstructured triangular grids it is not possible to stretch the grid cells in flow direction 
while grid stretching in flow direction can reduce computation time. Therefore, also two 
hybrid grids are constructed with curvilinear grid cells in the main channel in combination 
with triangular grid cells in the floodplains to combine the advantages of a structured and 
an unstructured grid.

For computational efficiency, we use orthogonal grids such that the pressure gradients 
only depend on two pressure points, which reduces computation time and results in higher 
model accuracy. The orthogonality principle imposes the following criteria [25]. Firstly, 
the corners of two adjacent grid cells are situated on a common circle (Fig. 4: red dashed 
circles). Secondly, the line segment that connects the circumcenter of two adjacent cells 
(Flowlink, Fig. 4: dashed green line) intersect orthogonally with the interface between them 
(Netlink) [16]. For triangles, the location of the circumcenter is unique while for curvilin-
ear grid cells there is some freedom in choosing the location of the circumcenter. Orthogo-
nality is defined as the sine of the angle � between a flowlink and a netlink (Fig. 4). Perfect 
orthogonality is reached if this angle is equal to 90◦ (resulting in an orthogonality equal to 
1). We strive to have an angle � between 82◦ and 98◦ for all flowlink and netlink intersec-
tions, during the construction of the six numerical grids. For more information about the 
orthogonalisation principle and examples of (non-) orthogonal grids we refer to Kernkamp 
et al. [16].

The following six grids are included in the analysis (Fig. 5 and Table 1):

1.	 Structured curvilinear high resolution (Stru_HR) grid: The model domain is discretized 
by structured curvilinear cells aligned with the flow direction. The resolution in the main 
channel equals approximately 12 grid cells in transverse flow direction such that the 
bathymetry of the cross section is well captured by the grid. The curvilinear grid cells 
allow cell stretching along the river main channel such that the length of the grid cell 
in flow direction is larger than the width of the grid cell in transverse flow direction. 
This cell stretching is beneficial for computation time. However, as a result of the high 

Fig. 4   Example of the orthogonality principle for a structured and an unstructured grid where the grid 
boundaries represent the netlinks and the green dashed lines the flowlinks
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resolution in the main channel, also the resolution of the floodplains is high especially 
in sharp inner bends where grid lines are focused. To avoid that grid cell resolution in 
sharp inner bends go to zero, the resultant curvilinear grid has less sharp bends than 
the river course (Fig. 6). For this reason, the structured grid is capable of following 
the main channel course in straight and slightly meandering river sections. However, 
it is not capable of following the river course in highly meandering sections with wide 
floodplains.

2.	 Structured curvilinear low resolution (Stru_LR) grid: The width and length of the grid 
cells of the Stru_HR grid are decreased with a factor two. This results in a resolution of 
six grid cells in the main channel in transverse direction.

Fig. 5   The six grids considered in this study
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3.	 Unstructured triangular high resolution (Unstr_HR) grid: The model domain is discre-
tized by triangles. The size of the triangles is adjusted such that approximately 10 grid 
cells are present in the cross section of the main channel. The resolution of the triangles 
in the floodplains are identical to the triangles in the main channel. Commonly, unstruc-
tured grids are constructed by randomly filling the model domain with triangular grid 
cells. In this study, firstly the main channel is discretized by triangles, where after the 
floodplains are discretized. The netlinks located at the boundary of the unstructured grid 
in the main channel (representing the grid boundary) are used to construct the unstruc-
tured grid in the floodplains, such that each triangular grid cell in the main channel is 
connected to a single triangular grid cell in the floodplains. This process is referred to as 
alignment with flow direction, resulting in a grid which is structurally well-oriented with 
the main channel course throughout the model domain. Unstructured grids do not have 
the problem of high resolution in sharp inner bends as is the case for the Stru_HR and 
Stru_LR grids. However, the high resolution of the triangular grid in the main channel 
still results in a high resolution in the floodplains.

4.	 Unstructured triangular low resolution (Unstr_LR) grid: The resolution of the Unstr_HR 
grid is decreased with a factor two in both the main channel as the floodplains. The same 
method as for the Unstr_HR grid is used to ensure alignment with flow direction. A 
disadvantage of this grid is that the relatively low resolution in the floodplains results 
in a low resolution in the main channel of approximately five cells in transverse flow 
direction.

5.	 Hybrid high resolution (Hybr_HR) grid: This grid is a mixture of the Stru_HR and 
Unstru_LR grids. The grid has 16 curvilinear grid cells in the transverse direction of 
the main channel aligned with the flow direction. The floodplains are discretized by 
triangles in which the size of the triangles is adjusted to the length of the curvilinear 
grid cells such that each triangular grid cell at the main channel-floodplain boundary 
is connected with a single curvilinear grid cell. The netlinks located at the boundary 
of the curvilinear grid are used to construct the triangular grid of the floodplains. This 
grid combines the advantages of high resolution in transverse flow direction in the main 

Fig. 6   Part of the Stru_LR grid 
in a meander bend. In this part 
of the river, the curvilinear grid 
cells of the structured grid do 
not follow the course of the main 
river (red line), since this will 
result in grid cell sizes close to 
zero in meander bends with large 
floodplains
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channel of the Stru_HR grid and the low resolution in the floodplains of the Unstr_LR 
grid.

6.	 Hybrid low resolution (Hybr_LR) grid: This grid is almost identical to the Hybr_HR 
grid. Only the width of the curvilinear grid cells is increased with a factor two, resulting 
in eight grid cells in the transverse direction of the main channel. The triangular grid in 
the floodplains is identical to the triangular grid of the Hybr_HR and Unstr_LR grids.

 

4 � Results

In this section, the model results of the six grids presented in Sect.  3 are analysed. 
Firstly, model results with an equal main channel friction for the six grids are given 
(Sect.  4.1) to show the differences in simulated water levels solely caused by the use 
of different grid types. Then, the model performance after calibration and the effects 
of grid size and grid shape on calibrated main channel friction values are presented 
(Sects. 4.2 and 4.3, respectively). In Sect. 4.4 the depth-averaged velocities in a sharp 
meander bend are presented.

4.1 � Equal main channel friction

The Stru_HR grid, having the highest resolution, was calibrated following the procedure 
described in Sect.  2.3, resulting in simulated water levels close to measurements (maxi-
mum deviation of 1 cm). The calibrated main channel friction values in trajectories 1 and 
2 (Fig. 2) are used to simulate the 1995 flood event with the remaining five grids. In this 
way, six simulations are performed in which the settings are kept constant. Only the grid is 
different.

The six model runs resulted in a discharge exceeding the bank full-discharge of the 
main channel throughout the model domain. Hence, the floodplains discharged water dur-
ing the entire simulations. In the upstream part of the model domain, where floodplains are 
wide, the discharge in the main channel and in the floodplains is more or less equal, while 
in the downstream part, where floodplains are much smaller, approximately 75% of the 
total discharge flows in the main channel. Although the general flood patterns are more or 
less identical predicted by the six grids, the simulated maximum water levels differ signifi-
cantly (Tables 2 and 3). In general, there are three factors related to the grid properties that 
influence the simulated water levels:

•	 Bathymetry accuracy caused by grid resolution: The resolutions of the grids determine 
how well the bathymetry of the river cross section is captured by the model based on 
an input DEM. A high resolution results in a good representation of the bathymetry, 
while a low resolution results in a strongly schematized bathymetry. A strongly sche-
matized river cross section may result in an underestimation or an overestimation of the 
cross-sectional area of the river and hence its discharge capacity. This depends on the 
bathymetry of the river cross section and the location of the grid edges (Fig. 7). As a 
result of these overestimations and underestimations of the cross-sectional area, water 
levels are underestimated or overestimated respectively.
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•	 Numerical friction caused by grid resolution: Caviedes-Voullième et al. [4] and Schu-
bert et  al. [21] found that, as a grid is coarsened, numerical friction increases. Grid 
coarsening has the same effect on model results as increasing the bed friction. A 
coarser grid results in dampening of the discharge wave and in a delay of the peak flow. 
Furthermore, simulated water levels increase. These consequences as a result of grid 
coarsening is referred to as numerical friction.

•	 Numerical viscosity created by grid shape: Caviedes-Voullième et al. [4] discuss that 
grids that follow the direction of the flow (i.e. that have grid edges perpendicular and 
parallel to the flow direction) have lower numerical viscosity compared to grids that 
do not follow the river course. Also numerical viscosity has the same effect on model 
results as increasing the bed friction. Numerical viscosity thus also results in attenua-
tion of the discharge wave and in an increase in the simulated water levels.

Comparing the water levels generated by the six grids (Tables 2 and 3), we find that the 
low resolution variants of each grid type predict higher water levels compared to the high 
resolution variants, throughout the model domain. As a grid is coarsened, numerical fric-
tion increases and hence water levels increase.

Moreover, we find that the structured grids predict higher water levels at PK and the 
unstructured grids at NH. This is a result of the numerical viscosity created by grid shape. 
The upstream part of the model domain has large meander bends. As explained in Sect. 3 
and Fig.  6, the curvilinear structured grids are not capable of following these meanders 
and hence the flow direction differs from the course of the grids (Fig. 8). This results in 
an increase in the numerical viscosity and consequently in an increase in the water levels 
compared to a grid which is capable of following the river course. The unstructured grids 

Table 2   Predicted maximum 
water levels (Max WL) at PK 
and discharge partitioning (Q) at 
CS1 (Fig. 2) with constant main 
channel friction among the six 
grids

Grid Max WL (m 
+ NAP)

Q main channel 
(m3/s)

Q flood-
plains 
(m3/s)

Stru_HR 15.84 3851 3733
Stru_LR 16.13 4092 3492
Unstr_HR 15.35 3593 3989
Unstr_LR 15.48 3471 4111
Hybr_HR 15.50 3722 3860
Hybr_LR 15.71 3700 3882

Table 3   Predicted maximum 
water levels (Max WL) at NH 
and discharge partitioning (Q) at 
CS2 (Fig. 2) with constant main 
channel friction among the six 
grids

Grid Max WL (m 
+ NAP)

Q main channel 
(m3/s)

Q flood-
plains 
(m3/s)

Stru_HR 13.53 5564 2018
Stru_LR 13.65 5427 2156
Unstr_HR 13.67 5501 2079
Unstr_LR 13.87 5853 1727
Hybr_HR 13.62 5515 2065
Hybr_LR 13.65 5476 2104
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and the hybrids grids are better oriented with the flow direction in the upstream part of the 
model domain (Fig. 8), resulting in lower numerical viscosity compared to the structured 
grids and thus to lower simulated water levels at PK. Contrarily, in the downstream part of 
the model domain, the river has a relatively straight course without great meander bends. 
For this reason, the curvilinear grid cells of the structured and hybrid grids are capable of 
following the course of the river (Fig. 8), resulting in low numerical viscosity. Although 
the unstructured grids are structurally well-oriented with the flow direction, triangular 
grid cells do not have grid edges perpendicular and parallel to the flow direction like the 

Fig. 7   Representation of the bathymetry of the river (main channel and floodplains) and corresponding rep-
resentations of a high resolution and a low resolution grid

Fig. 8   Flow directions of structured, unstructured and hybrid grids in a meander bend and straight river
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curvilinear grid cells of the structured and hybrid grids (Fig. 8). Therefore, the unstruc-
tured grids have higher numerical viscosity in the downstream part of the model domain, 
resulting in higher water levels at NH compared to the other grid types.

Comparing the simulated maximum water levels and discharge partitioning in the main 
channel and in the floodplains of the six grids (Tables 2 and 3), we find that the grid that 
predicts highest water levels as a result of numerical viscosity (structured grids in upstream 
part and unstructured grids in downstream part of the Waal river), also predicts the highest 
discharge in the main channel. We would expect a similar trend for numerical friction: an 
increase in numerical friction results in an increase in the simulated water levels and to an 
increase in the discharge of the main channel. This trend between high and low resolution 
grids is not present (i.e. the low resolution grid with high numerical friction does not nec-
essarily result in an increase in the discharge in the main channel). This trend is not present 
since also bathymetry accuracy influences the discharge capacity of the main channel. An 
underestimation of the cross-sectional area of the main channel caused by a low resolution 
grid may result in an underestimation of the main channels discharge capacity. Also the 
opposite may hold, in which an overestimation of the cross-sectional area may result in an 
overestimation of the discharge capacity.

In general, we find that the use of different grid shapes and grid sizes has a larger effect 
in river sections where floodplains are wide compared to sections where floodplains are 
much smaller. Comparing the differences in predicted water levels by the six grids in the 
upstream part (PK) and downstream part (NH), shows that the range of maximum water 
levels is much larger at PK than at NH. The maximum water levels at PK have a range 
of 0.65 m, while the range at NH is just 0.34 m. This larger range in the upstream part of 
the Waal river is also found for the discharge partitioning. At CS2, where floodplains are 
small, the maximum deviation in discharge in the main channel equals 426m3∕s , while the 
deviation in the discharge in the main channel at CS1 equals approximately 620m3∕s.

4.2 � Model performance after calibration

For this case, the six grids were calibrated on two separate trajectories, following the pro-
cedure described in Sect. 2.3. The model results after calibration are compared based on 
model accuracy and computation time. No significant difference in accuracy among the 
different models was found, since the RMSE criteria (RMSE < 0.001, see Sect. 2.3) was 
met for all models at both measurement locations. We found that the six calibrated models 
are capable of simulating maximum water levels at both PK and NH, which were used dur-
ing the calibration procedure, with a maximum deviation of one centimeter compared to 
measurements. Since the water depth at PK and NH during the 1995 flood event was larger 
than 10 m at both measurement stations, a deviation of 1 cm is assumed to be acceptable.

Although the models predicted almost the same maximum water levels, the computa-
tion times of the six models differ in the order of hours to minutes (Table 4). Especially the 
computation time of the Stru_HR grid is much higher compared to the other grids because 
of the large number of grid cells (Table 1). Surprisingly, the computation time of the Hybr_
LR and Hybr_HR grids are lower than that of the Unstr_LR grid, although the hybrid grids 
have more grid cells. This can be explained by the curvilinear grid cells in the main chan-
nel of the hybrid grids which are aligned with the flow direction. Since the curvilinear grid 
cells are aligned with the flow direction, the cell edge parallel to the flow is larger than 
the cell edge perpendicular to the flow. This alignment in flow direction of the curvilinear 
grid cells in the main channel of the hybrid grids results in a larger �x in flow direction 
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compared to the triangular grid cells of the unstructured grid. This larger �x results in a 
larger time step �t (Eq. 4). We can thus conclude that as a result of the curvilinear grid 
cells in the main channel, the computation of the hybrid grids is more stable (larger time 
steps for the same Courant numbers) compared to the unstructured grids, resulting in an 
increase in the average time step. We can therefore state that the differences in average time 
step as a result of the maximum Courant number (0.95, Sect. 2.2), determines the differ-
ences in computation time of the six models.

4.3 � Effects of grid size and structure on calibration

Section  4.1 showed that different water levels are simulated by the six different grid 
types if the same main channel friction values are used. These differences in water lev-
els are caused by the three factors (1) bathymetry accuracy, (2) numerical friction and 
(3) numerical viscosity. During the calibration procedure, the main channel friction val-
ues are calibrated such that the total friction of the model (representing the physical 
friction and the numerical friction generated by grid size and grid shape) is accurately 
captured, resulting in accurately simulated water levels (Sect. 4.2). Since the structured 
grids have high numerical viscosity in meandering parts of the river, the calibrated main 
channel friction is low in the upstream part of the river. Contrarily, in the downstream 
part of the model domain, where the river is quite straight, the unstructured grids have 
higher numerical viscosity compared to the structured and hybrid grids. Therefore, the 
unstructured grids have low calibrated main channel friction values in straight parts of 
a river course. Moreover, we find that for each grid type lower main channel friction 
values are calibrated for the low resolution variants compared to the high resolution 
grids throughout the model domain. A decrease in resolution results in an increase in 
the numerical friction and hence in a decrease of the computed main channel friction.

Although the flood propagation of the six models shows a similar pattern (i.e. timing 
of maximum discharge, Fig. 9), the predicted discharge in the main channel and flood-
plains differ significantly at CS1 (Table 5 and Fig.  9). We find that the differences in 
discharge partitioning is larger if calibrated main channel friction values are used com-
pared to the situation in which an equal main channel friction was used (Sect. 4.1). Sec-
tion 4.1 showed that the Unstr_LR grid simulated maximum water levels at PK which 
were approximately 30  cm higher than measurements. Therefore, a low main channel 

Table 4   Computation time (T), average time step ( � t) and calibrated Nikuradse main channel roughness 
height ( N

k
)

Traject. 1 indicates the upstream part of the model domain and Traject. 2 the downstream part. The Stru_
HR grid is used as reference (ref)

Grid T (h:min:s) T/Tref �t (s) N
k
 (m) Tra-

ject. 1
N/Nref Traject. 
1

N
k
 (m) Tra-

ject. 2
N/Nref Traject. 2

Stru_HR 1:51:44 5.5 1.66 0.85
Stru_LR 0:09:47 0.09 14.6 0.63 0.38 0.65 0.76
Unstr_HR 1:29:22 0.80 3.7 5.44 3.28 0.53 0.62
Unstr_LR 0:29:22 0.26 1.9 4.92 2.96 0.29 0.34
Hybr_HR 0:14:03 0.13 6.9 3.67 2.21 0.70 0.82
Hybr_LR 0:13:02 0.12 5.7 2.85 1.72 0.60 0.71
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friction was computed during the calibration, which increases the discharge capacity of 
the main channel. The opposite accounts for the unstructured and hybrid grids which 
simulated water levels lower than measurements. Therefore, the main channel friction 
was increased during the calibration which decreases the capacity of the main channel. 
Consequently, the discharge in the floodplains increases.

We can thus state that the model calibration influences the discharge capacity of the 
main channel and hence the discharge partitioning between the main channel and flood-
plains during flood events. This specifically applies for river sections with wide flood-
plains. In the downstream part of the Waal river, where floodplains are small, the calibra-
tion procedure did not result in large changes in the main channel friction of the six grids 
since no large differences in predicted water levels by the six grids was observed if an 
equal main channel friction was used (Table 3). Hence, there is also no large change in the 
discharge partitioning between the main channel and the floodplains.

From the analysis, we find that unstructured grids tend to be most sensitive to the three 
factors influencing predicted water level and consequently calibrated main channel friction, 
since the range of calibrated main channel friction along the two trajectories of the Waal 
river is relatively wide [Nikuradse roughness height of between 0.29 and 5.44 m (Table 4)] 

Table 5   Predicted discharge partitioning (Q) at CS1 and CS2 (Fig. 2) with calibrated main channel friction 
for each grid

Grid Q main channel (m3/s) 
CS1

Q floodplains (m3/s) 
CS1

Q main channel (m3/s) 
CS2

Q floodplains 
(m3/s) CS2

Stru_HR 3851 3733 5564 2018
Stru_LR 4475 3108 5455 2127
Unstr_HR 3050 4533 5544 2037
Unstr_LR 3014 4569 5890 1691
Hybr_HR 3263 4319 5554 2026
Hybr_LR 3456 4127 5519 2061

Fig. 9   Discharges in the main channel and floodplains at location CS1 (Fig. 2)
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compared to the ranges of the other grid types. The structured curvilinear grids tend to 
be less sensitive to the factors [Nikuradse roughness height of between 0.63 and 1.66 m 
(Table 4)]. The hybrid grids combine the effects of the structured and unstructured grids. 
This explains why the calibrated friction values of the hybrid grid falls within the cali-
brated range of the two other grid types [Nikuradse roughness height of between 0.60 and 
4.92 m (Table 4)].

In Sect. 4.2, we found that all grids were capable of predicting maximum water levels of 
the 1995 flood event with a maximum deviation of 1 cm compared to measurements. How-
ever, the question arises whether the unstructured grids, with large calibrated main channel 
friction in the meandering part of the river, are also capable to predict water levels at other 
discharge stages accurately. It is likely that the unstructured grids do not accurately predict 
water levels during low flow in meandering rivers as a result of the high calibrated friction 
in the main channel. During low flow, water only flows in the main channel. Consequently, 
the calibrated main channel friction has a larger influence on the simulated water levels 
compared to high flow situations, in which also the floodplains discharge water. Since 
water was flowing in the floodplains during the entire simulations presented in this study, 
the high calibrated main channel friction in the meandering part of the river of the unstruc-
tured grids will most likely result in an overestimation of the simulated water levels during 
low flow. Therefore, calibration at different discharge stages is recommended, resulting in a 
main channel friction-discharge relation which can be used to perform hydraulic computa-
tions accurately.

4.4 � Velocity magnitudes

Although the six grids were capable of predicting maximum water levels with high accu-
racy after calibration, it is unknown to what extent the physical processes are well captured 
by the calibrated models. Simulated water levels are commonly used to validate the model 
performance. However, the model should also correctly simulate flow velocities based on 
physical processes that are generated by the geometry. This is important if the hydraulic 
model is coupled to e.g. prediction of morphodynamic changes of the river or vegetation 
development in the floodplains. To study this, depth-averaged flow velocities (at maximum 
water levels) in the meander bend near measurement station NH and near CS2 (Fig. 2) are 
qualitatively compared with experimental data provided in literature. Table 6 summarizes 
the results.

From literature it is known that high flow velocities occur near the outer bend, 
while flow velocities are lower in the inner bend [3, 14]. Sukhodolov [24] measured 

Table 6   Main properties of the 
six grids, in which BA refers 
to bathymetry accuracy, NF to 
numerical friction and NV to 
numerical viscosity

Grid Vmax (m/s) Physical 
processes 
captured?

Stru_HR 2.34 Yes
Stru_LR 2.34 No
Unstr_HR 2.68 Yes
Unstr_LR 2.48 No
Hybr_HR 3.05 No
Hybr_LR 2.63 Yes
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depth-averaged flow velocities in a meander bend and found that the flow pattern at the 
entrance of the bend is more or less symmetrical while close to the bend apex, the flow 
gradually becomes asymmetric with maximum velocities close to the outer bank [24]. 
The measurements show that at the bend apex the flow remains attached to the outer 
bank and downstream from the apex a narrow region of flow stagnation develops along 
the outer bank [24].

Figure 10 shows that the general pattern of high depth-averaged flow velocities (at 
maximum water levels) in the main channel and relatively low flow velocities in the 
floodplains is predicted by the different grid types. However, in more detail, several dif-
ferences can be observed. Firstly, the high resolution grids result in higher maximum 
flow velocities compared to the low resolution grids, except for the structured grids 
where maximum flow velocities remain similar (Table 6). The low resolution grids have 
a lower calibrated main channel friction compared to the high resolution grids. Ignor-
ing numerical friction and numerical viscosity generated by the grids itself, we would 
expect higher maximum flow velocities to occur for the low resolution grids, because of 
its low calibrated main channel friction values. Since this is not the case, we conclude 
that the lower maximum flow velocities of the low resolution grids are entirely a result 
of the numerical friction caused by grid resolution.

Sukhodolov [24] shows in his measurements a gradual decrease in flow velocity from 
outer towards inner bend. Most grids tend to predict maximum flow velocities at the 
outer bend. Only the Stru_LR and Unstr_LR grids provide different results. Maximum 
flow velocities of the Stru_LR grid occurs at the middle part and inner bend of the 
meander which contradicts with the physical processes and with measurements given in 
Sukhodolov [24]. The Unstr_LR grid results in an even more unrealistic pattern of flow 
velocities caused by the low resolution in the main channel transverse direction (only 5 
grid cells). This low resolution results in an extremely discretized bathymetry and hence 
the model is not capable of correctly predicting flow velocities. The Unstr_LR grid pre-
dicts high depth-averaged flow velocities (1.83-2.24 m/s) over the entire cross-section of 
the main channel at location CS2 (bend apex). This results in a higher width and depth-
averaged flow velocity compared to the other grid types. As a result, the discharge in the 
main channel at CS2 of the Unstr_LR is greater than those of the other grids (Table 5). 
Also the opposite occurs at several locations, where velocities in the main channel are 
underestimated and velocities in the floodplains are overestimated by the Unstr_LR grid 
(Fig.  11). Consequently, the Unstr_LR grid is not capable of correctly modelling the 
discharge partitioning between the main channel and the floodplains.

Moreover, we find that the high resolution in the transverse direction of the main chan-
nel of the Hybr_HR grid (16 grid cells, Table 1) results in flow separation in the meander 
bend (Fig. 10). A large part of the discharge wave flows towards the outer bend, while a 
part remains attached at the inner bend. This results in high velocities at the outer bend 
(3.05 m/s) and the inner bend (2.50 m/s), while in the middle part of the main channel flow 
velocities are much lower (0.68 m/s). The unrealistic flow pattern predicted by the Hybr_
HR grid is most probably a result of the high width-length ratio of the curvilinear grid cells 
in the main channel. Generally, a maximum ratio of 1:5 is applied as a rule of thumb. The 
Hybr_HR grid has at some locations a much higher ratio up to 1:9. The high resolution in 
transverse direction of the main channel ensures that changes in flow characteristics in this 
transverse direction can be accurately captured by the model. However, since some grid 
cells have a length which is nine times greater than its width, the grid is most likely not 
capable of correctly modelling rapid flow changes in the direction of the flow, specifically 
in the case of sharp meandering bends.
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From this analysis, we presume that two aspects are of high importance to correctly pre-
dict flow velocities in the main channel, and as a result the discharge partitioning between 
the main channel and the floodplains. These two aspects are: (1) the resolution in the main 
channel transverse direction, and (2) the width-length ratio of the curvilinear grid cells in 
the main channel. The cells of the Stru_LR grid and specifically for the Unstr_LR grid have 
sizes larger than the spatial scale of the physical processes, whereas the width-length ratio 
of the Hybr_HR grid is too large. Therefore, these three grids are not capable of correctly 
representing the depth-averaged flow velocity profiles in a meander bend. More research is 
recommended to verify these findings.

5 � Conclusions

In this paper, we studied the effect of grid shape and grid size on computation time and on 
model accuracy and we compared structured, unstructured and hybrid grids with each high 
and low resolutions. We found that all grids are capable of predicting accurate water levels 

Fig. 10   Depth-averaged flow velocities at the centers of the flow elements at the time of maximum water 
level plotted on a log-scale
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with calibrated main channel friction values. However, a large range of calibrated main 
channel friction and computation time between the different grid types was found. We con-
clude that three factors influence simulated water levels and are thus important during the 
determination of the calibrated main channel friction, namely (1) bathymetry accuracy, and 
(2) numerical friction which are both caused by grid resolution, and (3) numerical viscosity 
which is caused by the grid shape. Low resolution grids are not able to correctly represent 
the cross-sectional area of the river as a result of low bathymetry accuracy. Consequently, 
the discharge capacity of the river is not correctly predicted. Furthermore, low resolution 
grids result in high numerical friction and hence in high simulated water levels. Moreover, 
it was found that grids that are well-aligned with the flow direction have low numerical vis-
cosity. Numerical viscosity is predominant in meandering rivers, where the curvilinear grid 
cells of the structured grids were not capable of following the course of the main channel 
and hence the flow direction. In addition, it was found that the unstructured grids are most 
affected by the three factors since the range of calibrated main channel friction was larger 
for these grids than those of the hybrid and structured grids.

Furthermore, we can conclude that the pattern of depth-averaged flow velocities in a 
meander bend depends on the shape and size of the grid cells. If resolution in transverse 
direction of the main channel is too low, the physical processes are not accurately captured 
by the model. In addition, a too high width-length ratio of the curvilinear grid cells in the 
main channel results in unrealistic flow patterns in sharp bends.

Based on the model performance criteria (computation time, accurate prediction of 
maximum water levels and accurate simulation of flow velocities in meander bends), we 
recommend to use a hybrid grid with curvilinear grid cells in the main channel and trian-
gles in the floodplains for hydraulic 2DH modelling, since it combines the advantages of 
both a structured and unstructured grid. With a hybrid grid, it is possible to have a high 
resolution grid in the main channel, resulting in good representation of the bathymetry. 
The resolution in the floodplains can be much lower as a result of the triangular grid cells, 
which is beneficial for computation time. However, we found that a high width-length ratio 
of the curvilinear grid cells in the main channel results in unrealistic flow velocity patterns. 
We therefore conclude that from the six grids studied, the Hybr_LR grid is most beneficial 
in terms of overall model performance.

Fig. 11   Depth-averaged flow velocities at the centers of the flow elements in a part of the river where the 
Unstr_LR grid highly underestimates the flow velocities in the main channel and overestimates the flow 
velocities in the floodplains compared to the Stru_HR grid which predicts the general flow velocity pattern 
accurately
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