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Abstract We used an unmanned aircraft system (UAS) to lift and suspend distributed

temperature sensing (DTS) technologies to observe the onset of an early morning transition

from stable to unstably stratified atmospheric conditions. DTS employs a fiber optic cable

interrogated by laser light, and uses the temperature dependent Raman scattering phe-

nomenon and the speed of light to obtain a discrete spatial measurement of the temperature

along the cable. The UAS/DTS combination yielded observations of temperature in the

lower atmosphere with high resolution (1 s and 0.1 m) and extent (85 m) that revealed the

detailed processes that occurred over a single morning transition. The experimental site

was selected on the basis of previous experiments and long term data records; which

indicate that diurnal boundary layer development and wind sectors are predictable and

consistent. The data showed a complex interplay of motions that occur during the morning

transition that resulted in propagation and growth of unstable wave modes. We observed a

rapid cooling of the air aloft (layer above the strong vertical temperature gradient) layer

directly after sunrise due to vertical mixing followed by an erosion of the strong gradient at

the stable layer top. Midway through the transition, unstable wave modes were observed

that are consistent with Kelvin–Helmholtz motions. These motions became amplified

through the later stages of the transition.
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1 Introduction

The morning transition of the atmospheric boundary layer (ABL), from a stable stratifi-

cation to an unstable stratification, is associated with rapid growth of the planetary

boundary layer and turbulence generation. Sunrise begins a cascade of physical events that

occur within a short timeframe over the entire lower boundary layer profile. There are two

potential sources of energy that can drive this process: (1) the buoyant force that results

from the radiative heating of the ground after sunrise, and (2) the kinetic energy contained

in the atmospheric flow aloft. Open questions remain as to the exact nature of this tran-

sition, the relative importance of each source of energy and the sequence of small scale

processes that interact during the transition.

Several studies have attempted to describe the morning transition with a set of time-

scales both experimentally (e.g., [2, 5, 20, 24]) and numerically using large-eddy simu-

lations (e.g., [4, 9, 10, 33]). Numerical studies allow for systematic investigations of

boundary conditions on the flow. However it can be difficult to capture the full range of

scales during transitions with numerical models, as length scales range from centimeters in

the stable boundary layer (SBL) to kilometers in the fully developed convective boundary

layer (CBL). Field studies can provide insights into flow behaviors across these scales,

complementing and improving models of complex flow behavior. This is especially true

for flow over heterogenous surface conditions and complex topography, where flow pat-

terns and pressure effects are influenced by orography and variability in surface heating

[18]. Beare [4] addresses this issue and modeled all scales through the morning transition

by simulating the full boundary layer transition from a stable boundary later (SBL) to

convective boundary layer (CBL). He found that shear dominated during the early stages of

SBL transition and buoyancy dominated during the later stages of transition during CBL

growth.

The results of Beare [4] are consistent with results from the two experimental studies of

Angevine et al. [2] and Lapworth [24], who demonstrated that while surface warming

enables the transition from stable to unstable stratification, entrainment of warm air aloft

due to shear driven turbulence is primarily responsible for eroding the SBL during the

morning transition. Both of these studies investigated the timing of the morning transition

and the onset of the CBL growth using a combination of tower (sonic anemometer,

temperature) and vertical profiler data (temperature, wind speed).

Limited spatial resolution in the available data make it difficult to investigate the

entrainment processes that lead to the erosion of the SBL [9]. Typically, experiments to

quantify the physical mechanisms contributing to turbulence in the atmospheric surface

layer rely on tower measurements, tethered balloon data, or temperature profilers such as

SODAR, LIDAR, and radio acoustic sounding systems. Long-term records of tower data

are typically limited to less than ten measurement heights, with the lowest wind speed

sensor at 10 m and temperature sensor at approximately 2 m (e.g., [1, 24]). Vertical

profilers provide more detailed data regarding the vertical structure of the atmosphere,

however the vertical sampling resolution is 15–60 m [13]. Unmanned aircraft system

(UAS) provide an opportunity to increase the observable resolution, as demonstrated in

Wildmann et al. [38], Martin et al. [25] and Bonin et al. [7]. We hypothesize that critical

localized intermittent processes (CLIPS) are unresolved with currently available tech-

nologies, and a more highly resolved approach is needed.

A detailed observation of the transition O(sub-meter) vertical resolution, O(1s) temporal

resolution of the transition process has yet to appear in the literature (to our knowledge). If

we are to evaluate the detailed events of the morning transition, concurrent high spatial and
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temporal resolution is required. Thus, we need to move beyond discrete measurements to a

distributed approach. This paper presents high resolution measurements of the vertical

temperature profile in the boundary layer because it is an indicator of mixing and stabi-

lizing processes that drive transport of trace gasses, water vapor, and air pollutants in the

lower troposphere [34].

Distributed Temperature Sensing (DTS) technology can measure temperature along a

fiber optic cable that can extend several km in length with very high spatial and temporal

resolutions (e.g. [30, 35, 41]). The measurement principle relays on quantifying the Raman

optical change in scattering of a laser pulse sent into a fibe optic cable

[11, 22, 31, 32, 36, 39]. As the laser pulse travel along the cable, part of its energy will

either be reflected back at the same wavelength of the original signal or scattered at longer

or shorter wavelength. The frequency-shifted scattering is called Raman-scattering. The

photons scattered at longer wavelength are called Stokes and the photons scattered at

shorter wavelength are called anti-Stokes. The anti-Stokes relative intensity is linearly

related to the temperature of the scattering location, while the Stokes relative intensity is

independent of the temperature. DTS instruments are equipped with photon detectors that

can time the return and measure the intensity of Stokes and anti-Stokes that scatter back.

The location of the measurement is determined by the travel time of the photons. Tem-

perature along the cable is calculated from the measured ratio of Stokes/anti-Stokes. For

detailed overview of the calibration procedures, see Hausner et al. [15] and van de Giesen

et al. [37].

A proliferation of DTS measurements for environmental applications began with

Selker et al. [31]. The development of DTS technology has revealed a new path to

measure temperature at high temporal and spatial resolutions [36]. So far, DTS mea-

surements have been used and proven successful in many hydrological systems [31, 32].

The DTS method also shows great potential in atmospheric boundary layer measurement.

There are currently a limited number of pioneering experiments that used fiber optic

DTS in atmospheric measurement. Thomas et al. [35] and Zeeman et al. [41] arranged

the fiber optic cable into multi-dimensional arrays to measure small scale processes in

the surface layer. Krause et al. [21] installed a fiber optic system under the forest canopy

to monitor the thermal patterns of the vegetation cover. Keller et al. [19] suspended a

fiber optic cable below a small blimp to measure temperature profiles of the near surface

atmospheric boundary layer. Petrides et al. [26] used a fiber optic installation to capture

the temperature change near a stream due to shading effects. Tyler et al. [36] discuss the

quality of the DTS data. Sayde et al. [30] extended the capabilities of DTS to measure

wind speed. With the exception of Keller et al. [19], all of these experiments placed fiber

optic cable(s) near the ground (from 1 to 8 m). In Keller et al. [19] the fiber optic cable

was lifted to a height of 100 m, but the authors noted that the tethered balloon tends to

move by the corresponding wind drag under strong wind conditions. This deficiency of

the balloon can be overcome by employing small, remotely controlled UAS. UAS

possesse other advantages such as a precisely controlled flying path, the ability to fly

over complex landscapes, and the capacity to immediately replicate the measurement at

the same location [40].

UAS have already been used in atmospheric boundary layer research as movable

platforms to support suites of point measurements (e.g. temperature) [6, 23, 29] where

the UAS were controlled to fly vertical or horizontal transects at a higher elevation

(200–1500 m). Martin et al. [25] used a fixed wing UAS platform to measure fine scale

variability at the entrainment zone at the boundary layer top. Bonin et al. [7] used the

helical geometry of UAS ascent and decent to measure the temperature structure function
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in a morning transition. Wildmann et al. [38] discovered increased horizontal wind

variance as altitude increases with UAS profiles performed throughout a morning tran-

sition. Platis et al. [27] measured an order of magnitude increase in the temperature

structure parameter inside the entrainment zone during the morning transition with a

UAS. Hemingway et al. [16] measured vertical profiles of temperature and humidity at

1.5-3 m resolution. Greatwood et al. [14] used rotorwing UAS to rapidly ascend (5 m/s)

through the boundary layer and measure the temperature, humidity and methane con-

centration. The UAS-transect approach can yield detailed vertical information and has

given insight into the large-scale structure of the lower atmosphere. In this study, we

enhance the UAS transect approach with an alternative measurement technology, fiber

optic DTS. DTS and UAS together have the potential to resolve even fine scale (spatial

and temporal) atmospheric processes through non-stationary transitions in the atmo-

spheric boundary layer.

This paper will describe a measurement campaign and demonstrate the suitability of

fiber optic DTS combined with a UAS in atmospheric boundary layer measurement. The

experiment was carried out in August 2014 in an irrigated agricultural field (near Her-

miston, Oregon at 45.7�N 119.4�W, at 280 m elevation). An array of wind turbines is

located adjacent to these fields. The site was selected with the aim to measure the atmo-

spheric boundary layer dynamics during the morning transition.

2 Experimental setup

Figure 1 shows a schematic drawing of the experimental setup. The DTS instrument was

an ULTIMATM unit (Silixa, Elstree, UK) with a sampling resolution of 12.5 cm, a mea-

surement time resolution of 1 s, and a temperature resolution of 0.1 �C. The fiber optic

DTS
Unit

Quad
Helicopter

Calibration
Bath #1

Calibration
Bath #2

Fiber optic cable Flux tower

3D Sonic
Anemometer

Fig. 1 Schematic of the experimental setup. The fiber optic cable in the photo was color enhanced to
increase contrast with the background sky
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cable used in this experiment is a single 50 lm glass fiber, jacketed with Kevlar and white

plastic. The outer diameter of the cable was 900 lm. The total length of the cable was

approximately 200 m (max allowable length for this instrument was 2000 m). Approxi-

mately 120 m of cable was flown with the balance used for calibration baths, and con-

necting the instrument placement to the flight location. For a flying period of 25 min, the

error induced by solar heating on the cable can be considered negligible [12]. The cable

was connected to the DTS unit and passed through two calibration baths (one with ice-

water mix and one with water) which served as temperature references. The temperatures

inside the water baths were monitored with the PT 100 thermometers connected to the

ULTIMATM unit.

We used the Matrix quadcopter as our UAS platform (Turbo Ace 2015). The Matrix is

constructed of aluminum and carbon fiber materials and is battery powered. Maximum

flight time for the Matrix with a 16,000 mAh battery is approximately 30 min with a

0.5 kg payload. The Matrix has four carbon fiber propellers and each propeller is 38 cm in

diameter. When all four propellers are installed the diameter of the Matrix approaches 1 m.

We obtained a Certificate of Authorization (COA) from the Federal Aviation Adminis-

tration (FAA) to support our UAS operations with the Matrix. The total flight time of

observation was limited to 2 flights for a total of *1 h of observation. We recognize that

this observation period limits the scope of inference of the study, and thus focus on the

onset of the morning transition.

We attached the fiber optic cable to a tether system that was connected to the bottom of

the Matrix quadcopter. The Matrix climbed to a height of approximately 120 m, lifting the

suspended fiber optic cable, and hovered until battery voltage levels dropped to levels that

could not support additional sustained flight time. The flight times varied between 20 and

30 min, and were affected by temperature and battery health. During the ascent and des-

cent phases of the flight, tension in the cable was controlled to avoid breakage and cable

kinking. It was found that coiling the fiber optic cable loosely, three workers were able to

manually eliminate cable twist and allow the quadcopter to pull cable from the coil without

excess tension. The DTS cable was operated in a single-ended configuration in this

experiment.

A 10 m tower was also instrumented at the flight location to capture the surface layer

velocity profiles and turbulence parameters. Four IRGASON 3D sonic anemometers

(Campbell Scientific Inc., Utah) were installed at the elevations of 1.1, 2.7, 4.8, and 7.7 m

respectively. These instruments sampled the three dimensional wind vector, the sonic

temperature, mixing ratio and CO2 concentration at 10 Hz. The tower provides typical

micro-meteorological measurements of the morning transition, including bulk and flux

Richardson number, friction velocity, and the Obukhov length, which are used to give

context to the DTS measurements.

Seven flights occurred over a two-day interval. Five flights were performed in the

evening of August 27, 2014 and two flights were performed in the morning of August 28,

2014 to capture a detailed observation of the morning transition upwind of the active wind

turbines. Note that the total observation time of the morning transition will not capture the

later stages of the morning transition, thus we focus on the initiation of the transition. Platis

et al. [27] presented eight profiles through a morning transition, and while the complete

transition throughout the entire boundary layer depth took place over the course of several

hours, the near surface stability had changed fully in approximately 1.5 h (a total of 3

profiles presented in Platis). In this study we present nearly 2952 profiles throughout the

first * 1 h of the transition. The range of those profiles are from surface level to * 85 m

above surface level (height was limited by FAA COA).
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The DTS measurements were calibrated with the method provided in Hausner et al.

[15]. For plotting purposes, the data were low pass filtered with a ‘top hat filter’ that had a

characteristic time scale of 20 s and a characteristic length scale of 1 m. Only the first

85 m of the 120 m profile are retained for analysis to eliminate possible rotor downwash

effects. We calculated the distance below the UAS such that the downwash would be

advected away from the fiber optic cable by a minimum mean wind speed under a worst

case scenario: no turbulent degradation of the downwash, and the speed of motion equal to

the jet centerline velocity. From Pope [28], the downwash velocity at centerline * 1/x,

and width of downwash * 0.1x. The time of travel of a fluid parcel to a point below the

UAS is calculated from the integral of the downward centerline velocity. If the horizontal

velocity is greater than the downwash width divided by the travel time, then the downwash

will not impact the measurements as it will have been advected downstream and out of the

interrogation area. We chose 0.15 m/s or greater ambient wind speeds in our calculation

which resulted in 35 m below the rotors.

3 Results and discussion

Filtered data of the potential temperature are presented in Fig. 2. Sunrise initiated a rapid

vertical mixing above the stable boundary layer as displayed in filtered data (Fig. 2) that

resulted in an immediate cooling of the air aloft directly following sunrise. Then, a slow

asymmetric degradation of the stable temperature gradient at the stable boundary layer top

(* 5 m) occurs over a 30 min period. The degradation is more severe above the

stable layer. Finally, an unstable mode visible at * 6:50 begins to grow. This unsta-

ble mode continues to grow and initiates further entrainment.

The presence of an unstable mode that is amplified at the time of transition suggests a

classical Kelvin–Helmholtz linear stability approach may yield fruitful insights. Further, it

suggests that the kinetic energy of the upper flow (and the associated shear at the top of the

shallow stable layer) is critical for the transition in addition to the ground heating, and that

the transition may be capable of beginning before the heat flux becomes positive at the land

surface. If the onset of the morning transition arises from this instability then the Kelvin–

Helmholtz linear stability analysis should predict the wavelength of unstable mode.

Fig. 2 Two flights through the morning transition on the morning of August 28th, 2014. Local sunrise is
at 6:13 AM. Color indicates temperature measured in Celsius
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Following Chandrasaker [8], the instability of two fluids of differing density and velocity

can be analyzed with linear perturbation theory to show that all modes with wavenumbers

k[
gða1 � a2Þ

a1a2ðDUÞ2 cos2 u
ð1Þ

will be unstable. In Eq. 1, g is the acceleration due to gravity, DU is the difference in

velocity between the upper and lower fluids (measured with the acoustic anemometers), u
is the angle between k and U, and the parameters a1 ¼ q1=ðq1 þ q2Þ and a2 ¼ q2=ðq1 þ
q2Þ are non-dimensional ratios of air density. The subscript 1 refers to the lower fluid, and

subscript 2 refers to the upper. In this case q2\q1. The angle u is set to zero to find the

minimum unstable wave mode. Then, the ideal gas law, with assumed constant pressure, is

used to link temperatures and density, resulting in:

kmin ¼
g

ðDUÞ2
T2

T1
� T1

T2

� �
; ð2Þ

where T1 and T2 are the air temperatures in each layer expressed in Kelvin with the

condition that T2 [T1. Recall that this stability analysis assumes that there is no other

input of energy to the system (e.g. a surface heating) and is solely the balance between the

available kinetic energy of the flow and the existing stabilizing buoyant stratification.

Taking values at approximately 6:45 from Fig. 2: T2 = 19 �C at 10 m, T1 = 17 �C at

15 m. The tower observed a DU = 2 m/s between the upper and lower instruments. With

these values, Eq. 2 yields a predicted wavenumber of 0.034 m-1. Concurrently, the period

of the observed oscillation feature (4 min) can be observed directly in Fig. 2 (after 6:50).

Taylor’s hypothesis is employed [17] using the measured vertically averaged wind speed

of * 1 m/s (we assume that the wave structures are advected at the mean wind at the

transition zone). The observed unstable wavenumber, taken directly from Fig. 2, is

0.026 m-1. This value is quite close, yet still below the theoretical minimum given the

observed temperatures and velocities (0.033 m-1) for a simple 2 layer case with no surface

heating. The theoretical minimum would decrease if (1) the temperature difference is

reduced across the top of the stable boundary layer, or (2) there is an additional source of

energy that assists in performing the work to overturn the stratification. In case 1, since the

actual density stratification across the measured transition is not sharp, as assumed in the

perturbation analysis, the thermal stratification is weaker than modeled, and could be a

reason for the lower than expected unstable wavenumber. Further, in case 2, solar energy

can provide a secondary source of energy through ground heating which contributes to the

transition. Our conclusion is that (1) shear is a principle source of energy for the onset of

the morning transition in this case, and (2) this energy is supplemented by the solar heating

at the onset of the morning transition. These observations are consistent with Angevine [3]

who stated that the warming of the boundary layer was driven primarily due to

entrainment.

Our observations indicate that the morning transition, for this observation, occurs in the

following steps:

1. Local sunrise.

2. Vertical mixing above the stable surface layer extending into the air aloft

(above * 5 m), timescale O(1) minute.
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3. Erosion of the temperature gradient at the top of the stable surface layer caused by

vertical mixing from above, and solar heating below. Timescale varies, in our case this

was * 25 min.

4. Onset of unstable oscillatory wave motions reminiscent of a Kelvin–Helmholtz

instability, in which timescale is dependent on the wind speed and stratification but can

be bounded. Wavenumber of oscillation is less than the theoretical minimum given in

Eq. 2, O(minutes).

5. Rapid vertical entrainment and unstable boundary layer growth. Timescale not fully

characterized by the current observations.

The timing of these events is not coincident with known stability indicators (Fig. 3), and

is likely driven by the structure and turbulence properties of the air aloft. The Obukhov

length, L ¼ �u3� �Tv
kgw0T 0

v

and the Richardson number (Ri), Ri ¼ g= �Tvð Þw0T 0
v

u0w0 oU
ozð Þþv0w0 oV

ozð Þ
as observed from

tower data during the transition, did not coincide with the onset of oscillatory motions. The

Richardson number indicated that the transition occurred at the start of step 3 above

(critical Richardson number of 0.25). This is logical from a stability perspective, as a

simple system of continuously varying density and velocity can be stable well after Ri is

less than 0.4 [8, p. 494]. That is, for the case under consideration, a Ri\ 0.25 is sufficient

for a transition, but does not mean a transition must occur. The stability parameter based on

the Obukhov length indicated that the transition occurred in step 5, which is logical as it is

strongly tied to the behavior of the heat flux, and changes in the heat flux are most

observable in step 5.

To investigate the physical mechanisms leading to the destruction of the nocturnal

boundary layer experiments must collect data that resolves and localizes the

stable boundary layer top. Gradients at the boundary layer top are sharp (e.g., large changes

in less than 1 m as seen in Fig. 2). The position of the boundary layer top is not known a

priori, and it moves throughout the transition. Measurements must have sufficient spatial

Fig. 3 Morning transition of August 28th, 2014 and the corresponding flux tower measurement. Top panel
shows the temperature gradient for the first 20 m above ground surface. Middle panel shows the stability
parameter values at four elevation where the 3D sonic anemometers were installed. The bottom panel shows
the Richardson number
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resolution and sufficient temporal density to capture the mixing phenomena, and also be

distributed throughout the boundary.

4 Conclusions

The results presented in this paper demonstrate that UAS combined with DTS method is a

promising system that can be used in atmospheric boundary layer measurements to provide

temporally high resolution data at heights equal to tall permanent towers. Such a system

can integrate the advantages from both technologies and has great potential in the future

atmospheric measurement efforts. Angevine et al. [2] suggest that the shear mixing is a

strong driver of the morning transition; the wind profile that manifests during the transition

time modulates the timescales, and that the wind shear is a source of much of the observed

scatter in their plots. If the mixing is shear driven, then it is reasonable to suppose that there

is a competition between a stable buoyant forcing and the destabilizing effects of shear

instability. Our results corroborate this observation and suggest that the classical stability

parameters (Richardson number and Obukhov length) bracket the transition, but do not

describe the transition adequately. Since the timescale of this unstable mode is directly

related to the velocity and temperature gradients, it is conceivable that a relationship exists

between the transition timescale and the wavelength of the unstable mode, but further

study under a variety of atmospheric conditions is needed.

Although the UAS-DTS system opens possibilities for temperature measurements in the

upper atmospheric boundary layer, there are safety considerations. All local and federal

laws should be obeyed at the time of flight. Flying UAS in United States territorial sky

requires permission from FAA. Secondly, two experienced pilots are needed to operate the

UAS as regulated. Finally, the flying period is limited by the battery capacity of the UAS

which may be the limiting factor for longer measurements. There are consistent

improvements in battery capacity however, so this consideration may be reduced in future

years.
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