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Abstract In the present study, the well-known case of day 33 of the Wangara experiment

is resimulated using the Weather Research and Forecasting (WRF) model in an idealized

single-column mode to assess the performance of a frequently used planetary boundary

layer (PBL) scheme, the Yonsei University PBL scheme. These results are compared with

two large eddy simulations for the same case study imposing different surface fluxes: one

using previous surface fluxes calculated for the Wangara experiment and a second one

using output from the WRF model. Finally, an alternative set of eddy diffusivity equations

was tested to represent the transition characteristics of a sunset period, which led to a

gradual decrease of the eddy diffusivity, and replaces the instantaneous collapse of tra-

ditional diagnostics for eddy diffusivities. More appreciable changes were observed in air

temperature and wind speed (up to 0.5 K, and 0.6 m s-1, respectively), whereas the

changes in specific humidity were modest (up to 0.003 g kg-1). Although the represen-

tation of the convective decay in the standard parameterization did not show noticeable

improvements in the simulation of state variables for the selected Wangara case study day,

small changes in the eddy diffusivity over consecutive hours throughout the night can

impact the simulation of distribution of trace gases in air quality models. So, this work

points out the relevance of simulating the turbulent decay during sunset, which could help

air quality forecast models to better represent the distribution of pollutants storage in the

residual layer during the entire night.
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1 Introduction

The atmospheric boundary layer over land surface displays a well pronounced diurnal

cycle. During daytime, surface heating generates positive sensible heat flux from the

surface, resulting in an unstable and well-mixed convective boundary layer (CBL). Shortly

before sunset radiative cooling of the surface layer results in the development of

stable stratification of the planetary boundary layer (PBL). As a consequence a thermally

stable boundary layer (SBL) close to the earth’s surface evolves. With time, this layer

becomes decoupled from the upper portions of the boundary layer (BL) and a residual layer

(RL) remains aloft [1]. The mean and turbulent characteristics of the diurnal cycle of the

PBL play an important role in determining the transport, storage and dispersion of

atmospheric pollutants, especially close to the earth’s surface and within the residual layer.

The evening transition, i.e. when daytime PBL turns from a CBL to a SBL, has by far

been less studied than the morning transition, and even the definition of the boundary layer

during these transitional periods is not well-defined in the literature. Some researchers

define it as an instantaneous process, e.g. [2–4], while others treat the transition as a longer

process of a few hours [5]. This calls for a more thorough analysis of this time period. Even

more, as this transition from the daytime CBL to a nighttime SBL plays an important role

in complex atmospheric phenomena such as transport and diffusion of trace constituents.

Its processes have been studied since the first decades of the twentieth century, when

Taylor [6] reported that strong nocturnal cooling occurs only under weak, non-turbulent

winds and hence, turbulent decay at night would not occur if a cloud deck kept the surface

warm. A few years later, Richardson [7] made a turbulent kinetic budget analysis and his

comparison between the shear production and buoyancy destruction during the early

evening transition led him to the derivation of the Richardson index for instability. Mahrt

[5] approached the evening transition problem through the result of the Wangara experi-

ment, which was performed in Australia in 1967 and focused on the diurnal variation of

meteorological variables in fair weather. Grant [3] presented an observational study using a

tethered-balloon system which provided data at several height levels on three consecutive

evenings in August 1990 at Cardington, England. Additional observation-based analyses

were provided by Acevedo and Fitzjarrald [8], who obtained some observational charac-

teristics of the transition period using a dense network of automated weather stations in the

region of Albany, New York. Acevedo and Fitzjarrald noticed that in fair weather with

clear skies, the specific humidity increases, and the surface temperature drops, accompa-

nied by an abrupt decay in wind velocity. This relatively high variability of state variables

during the first few hours after sunset can be considered as a definition of the evening

transition. Grimsdell and Angevine [9] used wind profiler reflectivity and Doppler spectral

width data to characterize the evening transition in Illinois. Brazel et al. [10] used

observational data obtained from surface weather stations in Phoenix, Arizona to inves-

tigate the time lag in the evening transition after local sun down and the flow character-

istics of a topographically complex region. Edwards et al. [11] studied the evening

transition using observations at Cardington, England, and applying large-eddy simulation

(LES) and single-column modeling (SCM). In their work Edwards et al. pointed out the

importance of considering synoptic and mesoscale conditions to obtain a reasonable

agreement between observations and numerical weather prediction (NWP), when using the

SCM mode. Also, Edwards et al. [11] suggested a more rapid decay of the diffusivities

with height for PBL parameterizations. Recently, the work performed by Sastre et al. [12]

tested the ability of three PBL parameterizations (Mellor–Yamada–Janjic Scheme [MYJ],
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Quasi–normal Scale Elimination Scheme [QNSE], and Mellor–Yamada Nakanishi Niino

[MYNN]) of the Weather Research and Forecasting Advanced Research (WRF-ARW) to

reproduce the evening transition, and identified three types of transitions depending on the

intensity of Turbulent Kinetic Energy (TKE).

Over the past decades, a better understanding of some of the complex PBL phenomena

has been achieved using LES as a tool to explore different regimes of the boundary layer

by generating high-resolution four-dimensional turbulence data. For instance, the repre-

sentation of moderately stable regimes using LES was often considered a challenge, but is

now reasonably well represented [11, 13, 14]. Based on LES results modifications such as

explicit treatment of the entrainment process, vertically varying Prandtl number and

mixed-layer velocity scale, and non-local mixing (e.g. Noh et al. [15]) have eventually

been implemented into the widely used K-profile PBL parameterization [16].

Without the interference of the atmospheric three-dimensional dynamics, SCMs are

useful tools to evaluate parameterization schemes and problems related to the represen-

tation of physical processes (e.g., cumulus parameterization, land surface interaction,

turbulence in PBL, etc.) in NWP models. Recently SCM studies have been carried out to

analyze the PBL with respect to different stability regimes. Sharan and Gopalakrishnan

[17] compared five closure schemes, including local and non-local closures, using the

Cabauw (Netherlands) and EPRI-Kincaid site (United States) observations. They high-

lighted that the mesoscale model diffusion problem under SBL conditions can be better

treated using the classification based on wind intensities than the widely used weakly,

moderately, and strongly SBL classification. Cuxart et al. [18] found a large scatter of

parameterization results of the stably stratified atmospheric boundary layer in a model

intercomparison study. Edwards et al. [11] used a SCM to simulate the evolution of the

PBL through the evening transition and the early hours of the night in Carlington (United

Kingdom). They emphasized the importance of the synoptic situation when using a SCM in

the context of numerical weather forecast. Steeneveld et al. [19] analyzed the prediction of

the SBL over land surface for three contrasting nights in CASES-99. They found that the

vertical structure, the surface fluxes (apart from its intermittent character) and the surface

temperature in the SBL can be modeled for a broad stability range. Mauritsen et al. [20]

presented numerous large-eddy simulations, including a wide range of neutral and stably

stratified cases to formulate a turbulence closure for neutral and stratified atmospheric

conditions. Baas et al. [21] formulated a methodology to compare a SCM with observed

low level jets using the European Centre for Medium-Range Weather Forecast (ECMWF)

model. Kumar et al. [22] investigated the impact of surface flux formulations and geos-

trophic forcing in the diurnal cycle of the PBL using LES. More recently, Bosveld et al.

[23] performed a SCM intercomparison using the Cabauw observatory archive, and

focused on the diurnal cycle of PBL models. All of the studies mentioned above guided

improvements for PBL parameterizations, not only using simplified forcings but also

complex realistic forcings, which facilitate the comparison with the observation.

In summary, open questions remain about the dynamic and turbulence structure of the

evening transition. The goal of this work is to provide an integrated approach combining

observational data with supplementary information provided from LES to assess the per-

formance of the WRF model in simulating the PBL evening transition. To address this

objective, firstly the sensitivity of a non-local closure, widely used PBL scheme (Yonsei

University—YSU) was evaluated for the clear sky condition of day 33 of the Wangara case

study. Because LES provides properties of the flow which are not visible in observed data,

the LES model is a helpful tool to represent characteristics of the boundary layer in the

PBL parameterization. Likewise SCM helps to point out potential common biases of the
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model that are hard to capture with a full general circulation model. Lastly, we tested an

alternative set of eddy diffusivity equations, proposed by Carvalho et al. [24], added to the

WRF Yonsei University (YSU) PBL scheme to better represent the shear dominated SBL

(near the ground) and the convective decay elevated turbulence (aloft) during the evening

transition. We discuss how the model results using the YSU PBL scheme compare to the

LES model, and to the alternative parameterization.

This paper is organized as follows. The description of the SCM and LES using WRF

and the methodology used in this work for the two distinct model configurations are

described in section two. We discuss the different surface representations in the experiment

in Sect. 2.1. The ability of a widely used PBL scheme in the WRF model to simulate the

evening transition period is compared with LES and observations in Sect. 2.2. In Sect. 2.3

a brief description of the alternative set of eddy diffusivity equations added to the YSU

PBL scheme along with results is presented. Finally, conclusions are compiled in the last

section.

2 Methodology

2.1 The day 33 of Wangara experiment

The Wangara boundary layer experiment [25] took place at a large flat and vegetation-free

site near Hay, Australia (34�300S, 144�560W) from 15 July to 27 August 1967. The

meteorological observations included vertical profiles of wind, temperature, and mixing

ratio; surface geostrophic, and surface to 2 km thermal winds; and micrometeorological

profile measurements. The radiosondes collected potential temperature and wind data

every 50 m from the surface up to 1 km (km) above ground level (agl), and every 100 m

above 1 km up to 2 km agl. Observational data of days 33–35 of the experiment have been

commonly used to study important process within the PBL, and to evaluate one-dimen-

sional PBL numerical prediction models [5, 26–28]. In our study, the results from SCM

and LES are analyzed for 1 day, August 16, the so called day 33 of this experiment. This

period was characterized by cloudless skies, very little horizontal advection of heat and

moisture, and no influence of synoptic frontal influence within 1000 km. The region was

under an influence of a high-pressure system (1034 hPa) centered over the Wangara

experimental site that slowly moved southeast of the region by the end of the day 33 and

beginning of day 34. Furthermore, the daytime PBL was highly convective and capped at

approximately 1000 meters (m) agl by a well-defined stable layer. The sunrise was at 07:12

local time (LT) and the sunset was at 17:45 LT. Hence, these conditions satisfy the one-

dimensional PBL model assumptions, which include stationary synoptic situation, clear

skies and the absence of fog. All results focused on the evening transition of the day 33

between 9 LT and 21 LT.

2.2 Sensitivity analysis using single-column modeling (SCM)

The WRF model is a weather prediction system designed to serve for both atmospheric

research and operational forecasting needs (www.wrf-model.org). WRF is being used to

study atmospheric dynamics and land–atmosphere interaction at various scales. The WRF

physics options comprise several categories, each containing several choices. The physics

categories include microphysics, cumulus parameterization, PBL, land-surface model, and
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radiation. Thus, the WRF model is suitable to study the phenomena in the Earth’s atmo-

sphere at a wide variety of scales.

The SCM is the single-column version of the WRF (WRF-SCM) model. WRF-SCM is a

one-dimensional stand-alone implementation of the standard WRF-ARW release [29, 30].

Solving the same conservation equations for mass, momentum, energy, and moisture in the

atmosphere, the WRF-SCM runs on a 3 9 3 stencil with periodic lateral boundary con-

ditions in x and y. The WRF-SCM experiments have been configured as follows. The

simulations are initialized at 09 LT, August 16, 1967 and the integration time is 12 h. The

observed vertical profile of potential temperature, u and v component of the wind, and

water vapor mixing ratio were used as initial condition (Fig. 1). The full dynamical evo-

lution of the synoptic conditions cannot be represented in SCM simulation. One common

strategy used in this work is to specify the geostrophic wind (Fig. 1). As highlighted by

Bosveld et al. [23] the geostrophic wind is an important variable that affect the structure of

SBL. The observational data available for the Wangara experiment are not sufficient to

initialize the SCM, because it is limited to the heights below 2 km agl. Thus, we needed to

prescribe the initial profiles using observations up to 2 km agl [25] and adding output from

the WRF forecasting model for layers aloft. Note that we compared observations up to

2 km agl with the WRF output for consistency (not shown), and based on the reasonable

agreement we did not perform any additional adjustment.

According to the information provided by Clarke et al. [25] the area of the Wangara

experiment was a flat land covered predominantly by very sparse grass, with occasional

patches of low shrubs. Thus, the land use and soil properties data used in this SCM

simulation was chosen based on Clarke et al. and previous work by McNider and Pielke

[31]. The surface properties were based on the United States Geological Survey (USGS—

33 categories) that provided values for parameters like roughness, emissivity, albedo, etc.

Also described by Clarke, all terrain heights are equal and set to 92.8 m above sea level

(asl).

Usually, in standard forecast simulations the number of vertical grid level of range from

20 to 40 vertical grids up to *12 km agl, with 10-15 levels within the first 2 km agl. For

this study we decided to use a highly resolved vertical grid of 80 levels up to the total

model height of 12 km agl. The WRF model levels follow the terrain, and the lowest model

levels near the ground are located approximately at 28, 57, 86, 117, and 148 m agl. The

time step is 10 min. An idealized simulation (i.e. no consideration of full dynamical

evolution of the synoptic situation) was configured to investigate the ability of a non-local

Fig. 1 Initial mean condition for Wangara: a potential temperature, b water vapor mixing ratio, and c u–v
component and geostrophic wind
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closure PBL scheme (Yonsei University—YSU) to represent the evening transition of day

33 of the Wangara experiment. This PBL scheme was chosen because it is a well-docu-

mented and widely used PBL scheme for both NWP and air quality models (AQM). The

physics parameterization for the experiment includes the WRF Single Moment 3-class

scheme microphysics [32], the rapid radiative transfer model (RRTM) long wave radiation

[33], the Dudhia shortwave radiation scheme [34], the unified Noah land-surface model

(LSM) [35], and the Pennsylvania State University/National Center for Atmospheric

Research mesoscale model (MM5) similarity scheme surface layer model [36–39]. The

characteristics of the SCM are listed in Table 1.

2.3 The large eddy simulation (LES)

The WRF–LES is a tool to study turbulent flows within the PBL. The Advanced Research

WRF (ARW) model solves fully compressible equations on a mass coordinate and uses

finite differences in horizontal and vertical directions. Moeng et al. [40] compared results

from the WRF model framework, which included the basic Runge–Kutta scheme for LES

of boundary layer turbulence, to field measurements (e.g., [41]), laboratory data (e.g.,

[42]), and previous LES studies (e.g., [43–46]). Our study uses the LES model and

statistics package of the Advanced Research WRF model, version 3.6 (see [47] for a

detailed description). This statistics package is based on the System for Atmospheric

Modeling (SAM) algorithm [48]. All LES results shown in this work are horizontal mean

statistics saved every simulated minute, without time averaging, while the full three-

dimensional snapshot is saved every fifteen simulated minutes. The surface-layer physics is

described by the Monin–Obukhov scheme [49] with a Carlson–Boland viscous sub-layer

and standard similarity functions following Paulson [36] and Dyer and Hicks [37]. The

mixing terms option is evaluated in physical space (i.e. describing the diffusion using the

velocity stress tensor in x, y, and z directions) and the turbulence parameterization is the

Smagorinsky first order 3D closure.

The simulation is run with a horizontal grid spacing of 40 m and a vertical grid spacing

of 15.625 m. The domain has 128 (x) 9 128 (y) 9 128 (z) grid points and is periodic in

both the x and y directions. The top of the domain is set at 2 km agl, which is two times

above PBL top on that specific day 33 of the Wangara experiment. The model runs for a

12 h period starting at 9 LT and with time step of 0.5 s. Previous work by Yamada and

Mellor [26], André et al. [27], and Musson-Genon [28] took into account longwave

Table 1 Parameters in the
WRF-SCM Wangara experiment
simulation

Simulation time 16 August 1967—09 LT

Geographic coordinate 34.5�S; 144.93�E
Coriolis parameter -0.82 9 10-4 s-1

Total column height 12 km

Time step 60 s

Vegetation fraction 0.14

Land use index Mixed shrubland/grassland

Soil type Loam

Surface albedo 0.22

Emissivity 0.93

Roughness length 0.01 m

Terrain height 92.8 m
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radiation cooling. However, since the simulations showed little sensitivity to this inclusion,

no radiative effects are included in the LES run. Instead a Rayleigh relaxation layer was

added near the top of the model to control reflection from the upper boundary [30].

A critical question concerns the surface fluxes initialization, and this can be a source of

uncertainty. Most of the Wangara atmospheric boundary layer modeling studies (e.g.,

[50–53]) chose to prescribe the surface heat fluxes instead of predicting or diagnosing

them. Typically, a sine function with a half period of 11 h and peak values of

0.216 K m s-1 at 13 LT were assumed for prescribing sensible heat fluxes. The Wangara

micrometeorology data was extensively analyzed by Hicks [54]. According to Hicks [54]

the surface-layer similarity theory of wind speed differences and temperature from 1 to

4 m agl were used to derive the sensible heat flux (SHF). The latent heat flux (LHF) was

parameterized by Hicks [54] as LHF = 1.3 9 10-4 9 SHF. In the approach used by Hicks

[54] the surface fluxes were estimated for the larger area of the Wangara experiment rather

than just for the smoother central site. The Wangara experiment location was chosen to be

uniform in roughness [25]. However, according to Hicks [54] the central site was quite

bare compared with its surrounding, and the roughness was considered by Hicks to be

1.2 mm. For this reason, we performed two LES using different surface forcings: one using

the fluxes calculated by the Hicks’ method [54], and the other using the output from the

WRF model for direct comparison with the YSU PBL scheme (hereinafter LES-HM and

LES-YSU, respectively). This experiment can potentially magnify the difference between

the observation and simulation. These differences will be further explored in the next

section.

Although relevant process such as the dynamic or the surface forcings are prescribed in

this experiment, both SCM and LES simulations were considered idealized. The synoptic

situation in SCM and LES was represented by geostrophic winds only. While other

important process like temporal variations of the mesoscale forcing, for instance, are not

addressed in these simulations, the strength of this approach is the possibility to analyze

differences in mixing efficiency, and to examine the behaviour of turbulence parameters as

well as the characteristics of heat fluxes and eddy diffusivities provided by PBL

parameterization.

3 Results and discussion

3.1 Surface fluxes

The surface parameters such as friction velocity, sensible, and latent heat flux imposed to

LES according to Hick’s method (HM) [54], and calculated by Noah-LSM for the SCM

Fig. 2 Surface variables according to HM (dots) and calculated by Noah-LSM (line) for a sensible heat
flux, b latent heat flux, and c friction velocity
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simulation are shown in Fig. 2. Overall, there are differences in the calculation of the

surface fluxes in all three variables. The sensible heat flux (Fig. 2a) presents a period of

intense cooling 1 h after the diurnal maximum (13 LT) until the sunset. Although both

Noah-LSM and HM agreed in the point of time when the flux reaches 0 W m-2, the

sensible heat flux calculated according to HM shows a continuing strong cooling after

reaching the zero value. This feature can be the reason for the fact that the LES simulation

using this initialization presented a very cold SBL. Regarding the surface energy balance

the latent heat flux is another important variable and is presented in Fig. 2b. During the

daytime the latent heat flux calculated by the LSM shows a difference of 10 W m-2. The

surface friction velocity, u� (Fig. 2c) presents different values during the evening transition
and afterwards. The lower values for sensible and latent heat flux calculated by Noah

compared with HM before 21 LT (maximum deviation up to 80 and 50 W m-2, respec-

tively) result in less strong fluxes from the surface and consequently up to 0.1 m s-1 higher

friction velocity. Also, the lower values of the surface fluxes are due to the land cover

provided by USGS used in the Noah LSM calculation. This is in agreement what was

mentioned before, i.e. the HM surface estimations represent the larger area of the Wangara

experiment rather than just the central site which was applied in the Noah approach. The

friction velocity and heat fluxes have direct impact on 10 m wind speed diagnosed by

WRF, which will be discussed in the last section.

3.2 Comparison of the YSU PBL scheme and LES

Figure 3 presents the observed evolution of mean potential temperature and PBL height

observed in the Wangara experiment and calculated by the YSU PBL scheme. The vari-

ations among the model simulation results of the daytime CBL will have an influence on

the simulation of the subsequent transition to nighttime simulation. A thin, very

Fig. 3 Spatial and temporal distribution of potential temperature (K) for a observation, b LES-HM, c LES-
YSU, and d YSU for Wangara day 33
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unstable surface layer below 200 m agl, and a mixed layer topped by a stable inversion

layer (at approximately 1000 m agl) are observed during daytime. This feature can be

expected and is qualitatively well reproduced by LES-HM, LES-YSU, and YSU. However,

there are few discrepancies between simulated results and observations. Compared with the

observations all the three model simulations present a cold bias for potential temperature

with LES-HM having the least bias among the simulations. Similarly, Basu et al. [55] and

Yamada and Mellor [26] reported simulated mixed layer temperatures lower than obser-

vations during daytime in their LES simulations. This cold bias is most evident at 12 LT,

when this bias reached *2 and *3 Kelvin (K), for LES-HM and LES-YSU respectively.

The YSU scheme displays slight (*1 K) cooler PBL potential temperature when com-

pared with the LES-YSU. At 15 and 18 LT, the LES-HM captures the temperature rela-

tively better within PBL. For the observation and model outputs (also previous works), a

subjective way to estimate the PBL height based on Rappenglück et al. [56] was used in

this work. The PBL heights (sharp increase in potential temperature) estimated from

observation were 1000, 1200, 1300 m agl at 12, 15, and 18 LT, respectively. We estimate

the uncertainty of the PBL height to be on the order of ±50 m. The YSU scheme over-

estimated the PBL height by 100 m at 12, 15, and 18 LT. The LES-YSU better represented

the PBL height which agreed quite well with the estimations (1000, 1200, and 1300 m at

12, 15, and 18 LT). The PBL height was underestimated by *200 m in the works of

Yamada and Mellor [26] and overestimated by less than *50 m by André [27].

We defined the evening transition as the time period when the surface heat flux becomes

negative and a stably stratified layer starts to develop close to the surface. In our case study

this is around 17 LT. Throughout the time of the transition, there is a period of fast cooling

below 100 m, but the residual layer above stays at the same temperature. LES-HM, LES-

YSU and YSU scheme, capture this feature realistically. During the late evening transition

(after 18 LT), a SBL begins to grow from the surface, with observed potential temperature

displaying a negative curvature. The model simulations capture this feature reasonably

well. The LES-YSU case presents similar temperatures but underestimates the height of the

inversion, showing a layer of only a few meters depth close to the ground. The YSU PBL

scheme (Fig. 3d) shows a good agreement with LES-YSU, but it is about 1 K colder. In

previous works the height of the SBL could not be captured well either. For instance, Basu

et al. [55] found shallower SBL depth during nighttime when compared with observations.

However, in our case the LES-HM model (Fig. 3b) captures well the height of the

inversion, approximately 30 m agl at 21 LT, but shows a strong cold bias. As mentioned by

Mahrt [57] the dynamics of the SBL are governed by multiple processes. However, for

cases with reasonably geostrophic forcings, no fog formation, and for horizontally

homogeneous conditions, the dominant processes are thermal coupling of the surface,

turbulent mixing and radiative cooling. A plausible explanation for the LES-HM bias in the

SBL thickness is the lack of longwave radiation cooling physics. However, earlier studies

[26–28] which took into account longwave radiation cooling were not able to capture the

thickness of the Wangara SBL either. The discrepancy between the timing and altitude of

SBL growth in the model highlights the need for a better understanding of the evening

transition and nocturnal boundary layers (especially the strongly stratified regimes). In our

results the temperature and the height of the inversion were directly affected by the thermal

coupling of the surface with the adjacent atmospheric layer.

The estimated daytime PBL height (Fig. 4) is defined as the altitude where the mini-

mum sensible heat flux height is observed [11]. During nighttime the PBL height is

estimated as the height at which the mean local stress falls to 5% of its surface value

multiplied by the factor 1/0.95 [4]. The PBL determination in the YSU scheme is based on
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the bulk Richardson (Ri) number formalism. The critical Ri number is 0.25 under

stable conditions and 0 under unstable conditions. At the end of the afternoon, when the

surface heat fluxes begin to decrease sharply, and the turbulent kinetic energy begins to

decay, the daytime PBL switches from a convective well-mixed layer to a stable nocturnal

PBL. The PBL collapses during the transition from a convective unstable to a

stable regime. In the YSU scheme this transition happens at 17 LT.

The Wangara experiment was mainly designed to obtain measurements for turbulence

fluxes and mean variables, and there is no possibility of directly comparing the results of

this work with observed turbulence data such as TKE, for instance. However, the rea-

sonable agreement of the flux model results with previous estimations provides confidence

that the WRF-LES simulations of turbulence quantities such as TKE are likely realistic and

warrant further turbulence structure analysis. The analysis of the spatial and temporal

evolution of TKE within the PBL provides us with a sketch of the turbulence structure

during the afternoon, and with a tool to evaluate the calculated PBL height in the SCM

model. Figure 5 presents the spatial and temporal evolution of TKE (Fig. 5a, c) and DTKE
vertical profile 15, 30, and 45 min after sunset at 17:45 LT (Fig. 5b, d). DTKE is defined as

the difference in TKE between two consecutive outputs of the LES results, for instance the

term ‘‘?45 min’’ in Fig. 5b, d would indicate: DTKE = TKE (45 min after sunset)—TKE

(30 min after sunset). Though turbulence seems to play a minor role in the evolution of the

nocturnal mean structure of the PBL, it is of primary importance for turbulent dispersion

and consequently vertical redistribution of contaminants during the PBL transition phase

and the subsequent night. Both LES experiments took 1 h to spin-up; starting time was 9

LT. According to Fig. 5a, c the PBL stability conditions, for LES-HM and LES-YSU,

respectively, ranged from nearly-neutral at the starting time, became convective after 11:00

LT and returned to stable conditions after 17:00 LT. TKE reached a maximum value of 1.7

and 1.5 m2 s-2 between 14:00–15:00 LT, for LES-HM and LES-YSU, respectively, and

then gradually decreased until sunset (17:45 LT) when it approached values close to zero.

Figure 5b shows vertical profiles of DTKE at 15 min intervals after sunset for the LES-HM

experiment. Note that values very close to the surface during the convective time will not

be considered, since the WRF LES code still has the long-standing problem of law-of-the-

wall deficiency in the surface layer for shear driven PBL [40]. 15 min after sunset, DTKE
in the upper part of the PBL decreases faster than the bottom part, with differences of

approximately 0.13 and 0.05 m2 s-2 respectively. Figure 5d presents similar analysis but

Fig. 4 Calculated PBL height for the YSU scheme (lines). The circles denote the prescribed PBL height
during daytime by Kosovic and Curry [13] and during nighttime by Beare et al. [14]
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for the WRF-YSU experiment, and the biggest difference between LES-HM and LES-YSU

occurs 30 min after sunset: The LES-HM profile 30 min after sunset shows a more uniform

TKE decrease (up to 0.05 m2 s-2) between 400 and 1400 m, while the LES-YSU profiles

at 30 min after sunset indicates a stronger decrease (up to 0.07 m2 s-2) between 400 and

1400 m. Although both HM and Noah converge to zero at the same time (17 LT—Fig. 2),

it seems that the difference in the intensities of surface fluxes during daytime (HM yields

up to 60 W m-2 more sensible heat flux and up to 50 W m-2 more latent heat flux than

Noah from 09 to 16 LT) and consequently TKE, resulted in variations in the structure of

TKE decrease after sunset. The temporal progression in TKE reduction between the upper

and bottom part were also analyzed in LES modeling by Darbieu et al. [58] and Rizza et al.

[59]. They found that while TKE started to decrease at the top of the PBL, it kept

increasing at the bottom of PBL. The results in Darbieu et al. [58] and Rizza et al. [59] are

also in agreement with remote sensing observations by Grimsdell and Angevine [9] and

Lothon et al. [60], who revealed a decay of TKE dissipation rates from the top to the

bottom of the PBL. Shaw and Barnard [61] studied the TKE decay with Direct Numerical

Simulation (DNS), based on realistic surface flux decay. They found that turbulence is

maintained at the surface relative to upper PBL layers and explained it with the presence of

wind shear close to the surface.

The above analysis of the evolution of the turbulence structure during the evening

suggests a split of the transition period in two stages. (1) In the early afternoon, from the

occurrence of the buoyancy maximum until about 2 h before sunset, the TKE decreases

Fig. 5 Spatial temporal evolution of TKE (m2s-2) for (a, c) the entire LES simulations and for 15, 30 and
45 min time steps (b, d) after sunset (17:45 LT) for LES-HM (top) and LES-YSU (bottom). DTKE is
defined as the difference in TKE between two consecutive time steps of the LES results

Environ Fluid Mech (2017) 17:777–798 787

123



within the whole PBL, starting first in the upper PBL (earlier decay), while the TKE

decrease in the lower part of the PBL occurs half an hour later (later decay). (2) In the late

afternoon the TKE decreases more rapidly within the whole PBL than during the early

evening transition.

Figure 6a, c present the vertical profile of TKE buoyancy and shear production for

around 1 h before and after the sunset for WRF-HM. Figure 6b, d show velocity variances

for the same times. At 17 LT the PBL is in a convective regime and at 19 LT in a shear-

driven regime. For a convective regime (Fig. 6a, b) the buoyancy production of TKE is

predominant and larger close to the ground, because the source of heating is at the surface.

Also, the velocity variances are dominated by the large eddies, which have updrafts

between 200 and 1000 m and predominantly lateral motions at the bottom and top of PBL

(Fig. 6b). On the other hand, when the shear production is dominant (Fig. 6c), the velocity

variances are stronger between 100 and 1300 m compared to the surface layer and is

dominated by u2 (Fig. 6d). These figures show that the model was able to capture the

transition between buoyancy- to shear-driven PBL regimes.

The rate of the turbulence decay during sunset is a critical parameter for the evening

transition. Usually for LES studies the decay is represented in a logarithmic diagram of the

TKE integrated over height, and divided by the square of the convective velocity scale w�

at the initial time before the decay. Following previous studies (e.g. [62, 63]) the midday

convective timescale is also used to normalize the time. Nieuwstadt and Brost [64] sug-

gested that the temporal evolution during the transition may be investigated using the

quantity TKE averaged over the whole PBL. The LES model (Fig. 7) indicated that the

turbulent kinetic energy in the decaying mixed layer is in agreement with previous work

(e.g. [59, 62, 64]) which indicates that the energy in the PBL decays with a -2 power law

function.

Figure 8 presents the spatial and temporal distribution of the wind speed for all sim-

ulations and compared to observations. During the convective regime observed wind

speeds show a well-mixed boundary layer, with large fluctuations in the wind speed

throughout the PBL. During and after the transition this vertical fluctuation of the wind

speed is limited, except near the surface where the SBL starts to develop. In the time period

between the transition until 21 LT, the wind speed increases rapidly from 4 to 6 m s-1.

This increase in wind speed is associated with the formation of a Low-Level Jet (LLJ)

during the first hours of day 34 (at 3 LT; not shown), which is beyond the scope of this

work. Overall, the SCM underestimated the wind speed during the entire simulation period

by 2 m s-1 during the CBL, and by up to 4 m s-1 during and after the transition. The LES

simulation showed the best agreement with the observation, but it showed the same

Fig. 6 TKE budgets (buoyancy/shear) production and velocity variances at a, b 17 LT and c, d 19 LT for
the LES-HM simulation
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difficulty in representing the wind speed during the transition and the subsequent nighttime

PBL.

3.3 Computation of the eddy diffusivities

One of the objectives of this work is to analyze the different mixing characteristic between

the standard WRF PBL schemes and alternative eddy diffusivities for the convective

decay. Eddy diffusivities are properties of the flow and describe the magnitude of the

dispersion. When the grid mesh is bigger than the motions within the PBL, these small-

Fig. 7 The volume averaged TKE, scaled by w 2
0� , as a function of the dimensionless time t/t� for LES

simulation. The continuous line represents a -2 power law function as a reference in agreement with
Nieuwstadt and Brost [64]

Fig. 8 Spatial and temporal distribution of the wind speed (m s-1) for Wangara day 33: a observation,
b LES-HM, c LES-YSU, and d YSU
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scale and sub-grid turbulent motions need to be parameterized by a PBL scheme, which

properly handles vertical diffusion. The goal of a turbulence parameterization is to predict

tendencies (time derivatives) of all prognostic variables (fluid velocity components, tem-

perature, moisture or other advected constituents) at all grid points of a numerical grid due

to unresolved turbulent motions [30].

The first-order closure scheme we selected for vertical turbulent transport within the

PBL was the YSU [65] PBL scheme. As a popular non-local closure scheme, YSU is based

on an earlier medium-range forecast (MRF) scheme, but with a revised vertical diffusion

package. The YSU scheme is a non-local first-order scheme in which the vertical transfers

are dependent on the bulk characteristics of the PBL and includes counter gradient

transports of temperature, momentum arising from large-scale eddies.

The eddy diffusivity coefficient for momentum Km is formulated as

Km ¼ kwsz 1� z

h

� �p
ð1Þ

where p is the profile shape exponent taken to be 2, k is the von Kármán constant (=0.4), z

is the height from the surface, and h is the height of PBL. The velocity scale ws ¼ u�=Um,

where the Um is a non-dimensional profile function implemented in recent versions of

WRF (after version 3.4) to accurately simulate the vertical mixing in the nocturnal

boundary layer [66, 67].

Figure 9a, b display the temporal and spatial evolution of the eddy diffusivity for

momentum Km in the YSU and, for comparison, simulation results by Yamada and Mellor

[26], respectively. As seen in Fig. 9a WRF-SCM was able to reproduce the spatial and

temporal variation of Km. The results obtained by the YSU PBL scheme are in agreement

with the results modeled previously by Yamada and Mellor [26]. Both simulations indicate

that the turbulence is very active during daytime. The intensities of Km modeled in the

YSU scheme is 10 m2 s-1 higher than those calculated by Yamada and Mellor. Also, the

center of maximum turbulence is located at the same level, between 400 and 800 m agl.

3.4 Parameterization of the PBL for the sunset transition period

In turbulent dispersion models, the selection of an adequate PBL parameterization plays a

fundamental role to evaluate the pollutants concentration in the lower troposphere.

Therefore, the efficiency of each approach to reproduce correctly the pollutants

Fig. 9 Spatial and temporal distribution of momentum eddy diffusivities Km (m2 s-1) simulated for a YSU,
and b by Yamada and Mellor [26]
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concentration field, depends on the manner turbulent parameters are related to dynamical

and thermodynamic properties and their changes in the PBL. For this reason, it is necessary

to parameterize the turbulent transport in a shear dominated stable PBL (near the ground)

and the overlying decaying convective turbulent diffusion (associated with RL).

Turbulent dispersion in a shear-dominated stable PBL is generated close to the ground

by mechanical processes that are related to wind shear. In the stable PBL there is a

competition between wind shear generated turbulence and stabilizing effects of stratifi-

cation. Therefore, for the description of the dispersion of pollutants in the sunset transition

time, here a stable surface layer will be considered, in which a continuous turbulence and a

negative turbulent heat flux coexist [68].

The following relationship for longitudinal, lateral, and vertical eddy diffusivities Ki

(i = u, v, w) derived by Degrazia [69], represents the turbulent diffusion in a shear-

dominated stable PBL:

Kz ¼ Cz

1� z
h

� �3
4u�

1þ 3:7 z

L z�z
hð Þ

5
4

 ! ð2Þ

where Cz = 0.41, L is the Obukhov length, u� is the surface layer friction velocity, z is the

altitude above ground level, and h is the height of the stable layer.

According to Garrat [70], the decay of the CBL usually occurs in late afternoon and

towards sunset over land under clear skies, when the surface buoyancy flux decreases

rapidly towards zero. As a result of the removal of the source for TKE under these

conditions, the TKE and other turbulent properties decay in the deep, near-adiabatic

remnant of the daytime boundary.

Recently, a general method to derive eddy diffusivities in a decaying turbulence in the

daytime CBL has been proposed by Goulart et al. [71]. This method is based upon a model

for the budget equation describing the three-dimensional (3D) turbulence energy density

spectrum and the Taylor statistical diffusion theory. Therefore, an analytical solution for

the budget equation is obtained in terms of an initial 3D spectrum, which describes the

observed turbulent spectrum in the daytime CBL. Furthermore, as a consequence of the

non-isotropic decaying convective turbulence, this initial 3D spectrum is calculated from a

1D spectrum by the use of a complex mathematical methodology developed by Kristensen

et al. [72]. The following relationships proposed by Goulart et al. [71] represent good fits to

the decaying convective eddy diffusivities calculated from the theoretical model described

above:

Kz

w�5Zi
¼ 0:079ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 2� t� 1:7
p ð3Þ

t� ¼ t � w�

Zi
ð4Þ

where zi is the height of the mixing layer, w� is the velocity scale, and t is time from the

beginning of the decay. The eddy diffusivities given by Eq. (3) were compared with those

generated from LES data for a decaying CBL [65]. Note that close to the end of the

afternoon the surface heat flux begins to weaken as a result of the decreasing sun’s

elevation. Consequently, the convective velocity scale w� (Fig. 10) decreases and zi
remains constant. The great advantage of using this equation is the fact that this formula is
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computationally faster than the numerical integrations in the theoretical model. As a

consequence, this algebraic formulation for the eddy diffusivities can be useful for the

solution of large and complex atmospheric diffusion models.

We tested a modification of the YSU scheme, applying both Eqs. (2) and (3) suggested

by Carvalho et al. [24] for the case when the simulation did not present positive surface

fluxes, i.e. at around 17:00 LT and the results from the simulation were compared with the

results of the standard YSU scheme (Fig. 11). Overall, the results show visible differences

in the calculation of the momentum eddy diffusivity Km for the transition period. While the

standard version of YSU quickly shows values less than 10 m2 s-1 after 17:00 LT

(Fig. 11a) the modified version shows a more gradual reduction of Km. from 17:30 LT to

19:00 LT, with Km decreasing from 20 to\10 m2 s-1 during this time period (Fig. 11b).

The YSU standard scheme calculated similar values for the convective velocity scale w�

compared to Stull [1] (Fig. 10). The gradual reduction of Km with time in the modified

YSU seems to represent more realistically the decrease of turbulence intensity of the

convective mixed layer than the standard YSU. The convective decay condition allows

some continuous turbulence in the RL in the early evening, which is not present in the

standard model. Figure 11c presents the difference between the standard and the modified

YSU scheme for the first 3 lowermost levels of SCM from 17 to 21 LT, which refers to the

start of development of SBL. The modified YSU calculated a less mixed SBL than the

standard YSU with a difference of up to 0.2 m2 s-1.

To assess how the modifications of eddy diffusivity calculation impacted the results of

the YSU PBL parameterization for the evening transition, we analyzed the spatial and

temporal variation of the state variables air temperature, wind speed and specific humidity

for the transition period until 21 LT (Fig. 12a–c, respectively). The small change in Km

between the standard and the modified YSU scheme resulted in changes in the state

variables, albeit not enough to present a significant improvement in the model. The higher

Fig. 10 Convective velocity
scale w� calculated by the YSU
PBL scheme and presented in
Stull [1]

Fig. 11 Spatial and temporal distribution of momentum eddy diffusivities (m2 s-1) for a the standard, b the
modified YSU, and c the difference between standard and the modified YSU
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differences were observed near the surface. The changes in the state variables were up to

0.1 K, 0.6 m s-1, and 0.003 g kg-1 for air temperature, wind speed and specific humidity,

respectively.

Most of the problems in meteorological and air quality models are associated with the

representation of the nighttime period, which depends on the evening transition characteri-

zation. Many biases related to surface temperature, wind, and pollutants related to these

periods are reported in the literature (e.g. [73–75]). Some authors reported a systematically

warm bias and an overestimation of wind speeds close to the surface during nighttime,

suggesting that strong coupling between the SBL and RL in the PBL scheme would increase

these biases [76, 77]. To analyze possible improvements of the suggested modification (i.e. a

set of eddy diffusivity equations representing the transition characteristics of a sunset period

with a SBL below and a CBL decaying turbulence aloft), model results for air temperature at

2 m and the wind speed at 10 m above the ground are presented in Fig. 13a, b, respectively.

Comparedwith the standardYSUscheme, themodifiedYSUexhibits a little higher values for

the 2 m air temperature (up to 0.1 K around 21 LT). However, the 10 m wind speed is

significantly impacted by less mixing in the SBL. The wind speed decreases faster in the

modified YSU compared to the standard YSU scheme and presents lower values after the

sunset. These values were up to 0.5 m s-1 lower than in the standard YSU scheme.

4 Conclusions

In this study, the evening transition of the well known day 33 of the Wangara experiment

has been investigated using an idealized Weather and Research Forecasting (WRF version

3.6) simulation at different scales. The results of Large Eddy Simulation (LES) within the

Fig. 12 Calculated spatial and temporal differences for a air temperature (K), b wind speed and (m s-1)
c specific humidity (g kg-1) for the modified YSU

Fig. 13 Calculated a air temperature (K) at 2 m above ground, and b wind speed (m s-1) at 10 m above
ground for the standard (STD) and modified (MOD) YSU
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Single-Column Model (SCM) provide insights about current divergences between simu-

lation and observation. We studied a 12-h period between 09-12 LT on August 16, 1967,

focusing on the simulation of vertical mixing especially during the transition between

daytime and nighttime.

In summary, the sensitivity analysis conducted with both LES and SCM showed that all

the simulations are in reasonable agreement with the observations, the discrepancies

between the model and the observations become larger during and after the sunset PBL,

and the model captures reasonably well the rapid decrease of vertical mixing during the

evening transition.

The LES reflected the typical diurnal characteristics of the PBL, ranging from nearly-

neutral, convective, to stable conditions during the entire simulation. Both LES simulations

captured reasonably well the transition of the CBL to a SBL. However, some difference

occur between LES-HM and LES-YSU, e.g. with regard to vertical variations of TKE and

its temporal changes. This differences are most probably due to different surface fluxes

intensities.

We implemented a modification in the eddy diffusivities equation in the YSU PBL

scheme, which took into account an alternative parameterization for the SBL and a

parameterization for the convective decay regime typically observed in the RL. However,

this modification did not lead to noticeable changes in the state variables during the

evening transition.

The integrated approach combining observational data with supplementary information

provided from LES were useful to assess the performance of WRF in simulating the PBL

evening transition. As mentioned by Lothon et al. [61] the evening transition displays

complex characteristics, which are difficult to observe and model due to turbulence

intermittency and anisotropy, horizontal heterogeneity, and rapid changes in time. Thus,

there are still open questions about the dynamic and turbulence structure of this period, and

this complexity imposes extra challenge for numerical simulation. Operational air quality

forecast models such as the Weather Research and Forecast with Chemistry (WRF/Chem),

the Community Multi-scale Air Quality Model (CMAQ), and the Comprehensive Air

Quality Model with Extensions (CAMx) are usually run at a horizontal resolution ranging

from 1 to 100 km and the output concentration fields have a temporal resolution of up to

1 h frequency. These spatial and temporal resolutions are at the limit of the present model

capacity and are not yet sufficient to completely represent the fast changes in the state

variables. Most of these restrictions are related with too coarse initial conditions.

This work applied a parameterization based on the current knowledge of convective

decay of the PBL and in particular included for the first time the description of the decay of

turbulence characteristics of the RL in a well used NWP. Further tests with different

meteorological conditions need to be performed to fully explore the benefit of the proposed

parameterization, for instance addressing different intensities of stratification. Our work

goes beyond the work of Carvalho et al. [24], who describe the importance of the decaying

convective turbulence in a PBL in the dispersion of pollutants during the sunset period, as

we studied an appropriate set of eddy diffusion equations which are not only suitable for

NWP but also computationally inexpensive.

With expected further increase of model resolution in space and in time, the evening

transition period needs to be further explored, in particular with respect to the vertical

diffusion and mixing of pollutants, which will be important to improve the performance of

AQMs (e.g. WRF/Chem, CMAQ, CAMx, etc.).
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