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Abstract. CFD evaluations were performed to examine the applicability of the RANS
methods in simulating pollutant dispersion near, within and over three typical building
configurations: (1) an isolated building, (2) a building array and (3) an urban intersec-
tion. The CFD results are compared with values obtained from wind tunnel tests. In
some situations major differences between the wind tunnel tests and the CFD results
were observed. The main source of difference between the CFD and wind tunnel results
was inadequate modelling of local flow patterns using the RANS turbulence models. Also
inappropriate evaluation of high intermittent turbulent mixing in the RANS approach
may lead to either over-prediction or under-prediction of the concentration level, by up
to a factor of 10, depending on the case investigated.

Key words: building effects, CFD evaluation, pollutant dispersion, RANS methods, wind
tunnel experiment

1. Introduction

In an urban environment, the transport and dispersion of pollutants,
for near-field emission, is directly affected by the aerodynamics of build-
ings and thus is highly site dependent. Traditionally, information on the
near-field concentrations was obtained using physical simulations such as
wind-tunnel experiments. Recently, developments in Computational Fluid
Dynamics (CFD) make possible an alternative tool to predict concentra-
tion fields near buildings. In fact, CFD techniques have been widely used
to investigate a diversity of building-effects problems [1–5]. The Reynolds
Averaged Navier–Stokes equation (RANS) methods, in which one of the
turbulence models supplies the additional equation to solve the correlations
of turbulent velocities, are amongst the favourite procedures used to model
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most urban dispersion problems, mainly due to their inexpensive computa-
tional costs. However, comparisons of the RANS results with wind tunnel
data show that significant errors could occur in the prediction of concen-
trations within the aerodynamic footprint of buildings [6, 7]. These errors
could come from any inappropriate application of the turbulence model,
numerical schemes, grid density and so on [8, 9]. On the other hand, the
inherent inconsistencies of the simple eddy-diffusivity model with realistic
atmospheric dispersion may also be one of the important sources of error.

This paper presents an evaluation of RANS simulation in a few typi-
cal building effects scenarios by comparison with wind tunnel experiment
results. Three turbulence models, i.e. the k–ε model, Shear Stress Trans-
port model (SST) and the Speziale–Sarkar–Gatski Reynolds-stress model
(SSG), were tested. In order to focus the investigation on the prediction
error caused by the turbulence models and by the eddy-diffusivity assump-
tion, a preliminary CFD investigation was conducted to ensure simulation
independence of the grid density and numerical schemes [10]. The content
of this paper is outlined as follows: the Reynolds averaged governing equa-
tion system is given in Section 2, the case details and a brief description of
CFD simulation and wind tunnel experiments are demonstrated in Section
3, the corresponding analysis and comparisons are shown in Section 4 and
the conclusions are given in Section 5.

2. Reynolds Averaged Governing Equations

For incompressible flows, under the conditions of non-buoyant force and
no heat transfer, the Reynolds averaged equations, which govern flow
motion and transport and dispersion of pollutants, in tensor notation, are
[11]:

Conservation of mass :
∂Ui

∂xi

=0 (1)

Averaged Navier–Stokes equations :
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Pollutant transport equation :
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where xi are the Cartesian coordinates, t is the time, ρ is the air den-
sity and ν is the kinetic viscosity. Ui,P and C are the ith mean velocity
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component, mean static pressure and mean pollutant concentration, respec-
tively. u′

i , u
′
j and c′ are the fluctuating components of velocity and pollutant

around their means, u′
iu

′
j is the Reynolds stress tensor and u′

ic
′ is the turbu-

lent pollutant flux, D is the molecular diffusivity and Sp is the volumetric
source generation rate of the pollutants.

Due to new unknown correlations, (i.e., u′
iu

′
j and u′

ic
′), being introduced

into the governing equation system in the Reynolds averaging process, one
of the turbulence models has to be used to make the above governing equa-
tion system form a closed set. These turbulence models can be categorized
as the eddy viscosity based turbulence model and the Reynolds-stress tur-
bulence model.

2.1. EDDY VISCOSITY BASED TURBULENCE MODELS

In the eddy viscosity based turbulence models the unknown turbulent
fluxes, u′

iu
′
j , are assumed to be proportional to the strain rate, analogous

to its counterpart of viscous shear stress, i.e.

−u′
iu

′
j =νt

(
∂Ui

∂xj

+ ∂Uj

∂xi

)
− 2

3
δij k (4)

where νt is the eddy viscosity, δij is a Kronecker delta function, and k is
the turbulent kinetic energy which is defined by k =0.5u′

iu
′
i .

The eddy viscosity νt is assumed to be proportional to a velocity scale
V and a length scale L, i.e.

νt ∝V L (5)

Based on dimensional analysis V can be characterized using
√

k and
L can be characterized by the large-scale turbulence motion. In practical
application there exist several choices associated the length scale L with a
specified turbulent quantity. This leads to a number of two-equation tur-
bulence models being suggested. Amongst them, the k–ε based turbulence
models relate the length scale L to turbulent kinetic energy dissipation rate
ε and the k–ω based turbulence models associate the length scale L with
the turbulence frequency ω, i.e.:

νt =Cµk2/ε for the k − ε based turbulence model (6a)

νt =k/ω for the k −ω based turbulence model (6b)

where Cµ is an empirical constant, usually taken as 0.09, the values of k

and ε in the standard k–ε turbulence model and k and ω in the k-ω tur-
bulence model are determined by their transport equation individually.

The standard k–ε model is robust and of reasonable accuracy for a large
range of flows, but it tends to over-predict the eddy viscosity and thus may
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fail to predict flow separation on boundary surfaces [12]. Comparatively,
the k–ω model performs better in the near-wall area but it is sensitive to
the free-stream boundary. Combination of the advantages of both models
in the near-wall region and outside the boundary layer leads to the Shear
Stress Transport (SST) model being suggested by Menter [13], in which a
limiter to the formulation of eddy viscosity is used to evaluate the proper
transport behavior of turbulent shear stress and a blending function is used
to transit between the k–ω model and the k–ε model based on the distance
to the nearest surface and on the flow variables.

With the eddy viscosity, νt , solved, the unknown turbulent pollutant
fluxes, u′

ic
′, can be assumed to be proportional to the local gradient of

mean concentration:

−u′
ic

′ = νt

σc

∂C

∂xi

(7)

where νt/σc is the eddy diffusivity, σc is the turbulent Schmidt number and
roughly equal to a constant of 0.7.

2.2. REYNOLDS-STRESS MODEL [11, 13]

The Reynolds stress model is based on the transport equation of Reynolds
stress −u′

iu
′
j and the ε-equation. By modelling the correlation of turbulence

velocities of higher order, the transport equation of Reynolds stress −u′
iu

′
j

is given by:
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where Pij is the production term of Reynolds stress and φij is the pressure–
strain correlation. They are defined as the follows:
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where aij is the anisotropic tensor, Sij is the strain rate and Wij is the vor-
ticity. These are given by:

aij = u′
iu

′
j

k
− 2

3
δij , Sij = 1

2
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The ε-equation reads:
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The modeling of the pressure–strain and dissipation-rate terms consti-
tutes a number of RSM models. Amongst them, the SSG model uses a
quadratic relationship for the pressure–strain correlation, the model con-
stants are listed as: CµRS = 0.1, σεRS = 1.36,Cs = 0.22,Cε1 = 1.45,

Cε2 = 1.83,Cs1 = 1.7,Cs2 =−1.05,Cr1 = 0.9,Cr2 = 0.8,Cr3 = 0.65,Cr4 = 0.625
and Cr5 = 0.2 [13]. It should be noted that the turbulent kinetic energy k

here is not an independent variable and can be obtained from the princi-
ple Reynolds stress components, i.e. k =0.5u′

iu
′
i .

3. Wind Tunnel Experiment CFD Simulation

3.1. CASE INVESTIGATED

To predict flow and dispersion phenomena in a complex urban environ-
ment, it is necessary to simplify the realistic building configurations to
some typical building configurations of regular shape and layout. In this
evaluation, the cases investigated are for emission from a point source
around/above/within an isolated building with different aspect ratios, a 5
by 5 building array with in-line arrangement and an urban intersection
with orthogonal layout and an oblique upwind street. The model geometry,
source location, coordinate system and concentration receptors, for each
case used in this evaluation, are shown in Figures 1–3, respectively. The
details of building configurations and source arrangement are also summa-
rized in Table I, (where H,W and L are the building height, width and
length, respectively).

3.2. WIND TUNNEL DISPERSION EXPERIMENTS

The wind tunnel experiment was conducted in the boundary layer wind
tunnel at the Department of Civil Engineering, National University of Ire-
land, Galway, which is a low speed, open-return and open working sec-
tion type wind tunnel. The test section is 1.99 m high, 2.44 m wide and
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Figure 1. Model, receptors and coordinate system for the isolated building case.

9.9 m long. The wind speed range is 0–7 m/s. Using Irwin-spires, perforated
strip and roughness elements with a staggered arrangement a wind-tunnel
boundary layer was modelled, which at the experimental site was about
1.0 m thick, the roughness length z0 was 1.27 mm and the exponent of the
power-law velocity profile was 0.256. Based on detailed flow measurements
and a comparison with ESDU full-scale data given in references [14–16],
the boundary layer represents the roughness terrain for the center of small
town at a scale factor of 1:250 [10]. The same scaling factor was used for
the relationship between prototypes and models in both the wind tunnel
experiments and the numerical simulation. Typically, the model dimensions
for Case 1 represents a cubical building of 25 m height.

A Pitot tube was located in front of the test obstacle at a height
of 1.0 m. The mean velocity at this height was set to 5.0 m/s and thus
the reference wind velocity, Uref , was 2.66 m/s at the reference height of
Href = 0.1 m. The turbulence intensity was 26.4% at the reference height.
The friction velocity, u∗, was estimated by fitting the logarithmic law giv-
ing a value of 0.245 m/s. The minimum Reynolds number based on the
reference height, which represents the minimum building dimension for
all cases, was about 1.8 × 104, which is above the critical Reynolds num-
ber 11,000 to ensure a flow pattern in the Reynolds number independent
regime [17].

In the wind tunnel experiment ethane tracer gas was delivered to the
model stack of 2 mm inner diameter at a constant rate via a flowmeter. The
emission rate was set at 0.3 l/min for both the isolated building cases and
the urban intersection cases, and 0.6 l/min or the cube array cases. A pre-
liminary wind-tunnel investigation was carried out to ensure the released
plume was passive [10]. Samples of tracer gas were collected from recep-
tors as shown in Figures 1–3 using 1 mm brass taps fitted either on a rake,



EVALUATION OF CFD SIMULATION 187

x
y

o

Source 2

Wind

GL1

GL1

GL2

GL2

GL3

GL3

I Source 1

Source 1: 0.5H from the ground

Section I-I  0-8 for sampling line A1 and 0'-8' for sampling line A2

Source 2: 0.1H from roof-top

I

Figure 2. Model, receptors and coordinate system for the cube array case (GL1,
GL2 and GL3 are sampling lines on the floor).

5H

1H

1H

5H

5H 1H 1H 1H

Source: 0.1H above the ground

Wind 

 y 

x

1.5 H

1H

Arrangement of receptor location

Ground receptors
Receptor son ground and on walls at z/H=0.15, 0.5 and 0.9
respectively.
UWU, LWU,  LWL, WWL, UWD and LWD indicate wall receptor
location for Case 8.

US, DS, LW and WW refer to wall receptor location for Case 9.

Case 8: θ = 0o 

Case 9: θ =26.57o 

0.5H

0.5H

0.25H

0.5H 0.5H 0.25H 

0.5H

0.5H

0.25H

0.25H

UWU 

LWU(US)

LWL(LW)

WWL(WW)

UWD 

LWD(DS)

θ

Figure 3. Model, receptors and coordinate system for the urban intersection case.



188 XIN WANG AND KEVIN F. MCNAMARA

Table I. Summary of case details (H =0.3 m for case 4 and H =Href =0.1 m for all other
cases).

Case Model details Source details

1 Cube

2 Isolated W/H =2,L/H =1 The stack, 0.5Href high, was installed at an

3 rectangular W/H =1,L/H =2 upwind distance of 2Href from the building.

4 building W/H =1/3,L/H =1/3

5 W/H =6,L/H =1

6 5 by 5 cube array Same as above

7 with in-line Plan density 25% The stack, 0.1H above roof level, was installed

arrangement at the centre of the middle cube.

8 Four orthogonal street Ground-level source, 0.1H high, was located at

segments, each street the centreline of the upwind street at 1H from

segment was 5H long the edge of the intersection.

Urban
and 1Hwide

9 intersection Upwind street was at Ground-level source, 0.1H high, was located at

an oblique angle of the centreline of the upwind street at 1H

26.57◦ to the lateral along-wind distance from the edge of the

street, others streets are intersection.

the same as Case 8.

model surfaces, or on the raised wind tunnel floor, and concentrations were
analysed by a M200 Micro Gas Chromatograph (GC). Plastic tubes were
attached to each of the brass taps and connected to a port of a Scanivalve.
A user-developed program was used to automatically move the Scanival-
ve one port forward when a sample had been analysed by the GC. An air
pump, which was installed close to the sample inlet of the GC, was used to
draw and feed gaseous samples to the inlet of the GC. In this way concen-
tration samples were continuously acquired and analysed by one GC. The
corresponding chromatograms and concentration quantities were recorded
using a PC. Background concentrations were also measured at the start
and end of each sampling session and subtracted from the measured data
by presuming that they vary linearly with time.

Measured mean concentrations are expressed as dimensionless C0-values
which are defined as:

C0 =CUrefH
2
ref/Q (13)



EVALUATION OF CFD SIMULATION 189

where Uref and Href are the reference wind velocity and reference height as
given previously, Q is the emission rate and C is the concentration from
the GC.

It is worth noting that C0-values were obtained in terms of the ensemble
average of three repeated runs. This is based on the fact that the concentra-
tion values from the GC correspond to an average time of only 0.1 s (the
injection time of the GC). This ensemble averaging was expected to average
out some of the concentration fluctuations from large eddies.

3.3. CFD RUN

The commercially available CFD code, CFX5.6, was used for this evalu-
ation and run on the SGI parallel mainframe at NUI, Galway. CFX5.6
applies a finite volume discretisation scheme on the governing equations of
flow quantities in conjunction with an unstructured tetrahedral grid forma-
tion, which supplies a number of optional turbulence models, including the
standard k–ε (and its RNG modification), k–ω based turbulence model and
the Reynolds stress model. This leads to it being an ideal tool to serve for
this evaluation.

Based on the set-up used in the wind-tunnel experiment, the computa-
tional domain was selected as Hd ×Wd ×Ld =1.2×1.9×3.4 m. This ensures
that, for all cases investigated, the inlet boundary was placed upwind of the
frontal edge of model buildings by at least 6H , the outlet boundary was
placed downwind of model buildings by at least 15H , lateral boundaries
were placed at least 3H from model buildings and the upper boundary
was placed 11.5H from the top of the model stack. All fluid boundaries
were placed far enough away from the models investigated such that the
undisturbed flow state was satisfied. Therefore, Dirichlet-type boundary
condition for the undisturbed approaching flow was applied to the inlet
boundary, zero pressure gradient condition to the outlet, symmetry planes
to both lateral surfaces and the upper surface, and no-slip smooth wall
conditions to all solid wall surfaces. It is noted that the selection of the
large distance for the upper boundary from the models, i.e. 11.5H , was to
ensure the condition of zero pollutant flux could be imposed on the upper
boundary.

The Dirichlet-type inlet conditions used in the standard k–ε and the
SST models were determined by a combination of measured mean veloc-
ity and turbulence intensity profiles with scaled ESDU full-scale data [14,
15]. They are given by:

U(z)=Uref (z/Href )
α , k =0.5

(
σ 2

u +σ 2
ν +σ 2

w

)
, and ε = (u∗)3/(κz),

(14)
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Figure 4. Profiles of k and ε for the inlet boundary condition in CFD calculations.

where parameters κ = 0.4, u∗ = 0.245 m/s, α = 0.256,Uref = 2.66 m/s and
Href =0.1 m are defined previously, σu, σν and σw are the standard deviations
of the fluctuating components u, ν and w, respectively. The resulting pro-
files of turbulence kinetic energy, k, and turbulence dissipation rate, ε, are
shown in Figure 4.

For the SSG model, the profiles of mean flow, isotropic Reynolds stress
components, u′

iu
′
i and ε in the inlet are identical to Equation (14). The

anisotropic Reynolds stress components, u′
iu

′
j (i �= j), are approximated by:

u′w′ =−u2
∗(1− z/δ)2 and u′ν ′ =ν ′w′ =0 (15)

where δ is the thickness of the wind-tunnel boundary layer and the expres-
sion for u′w′ is from ESDU [14].

Single neutral tracer gas, (Ethane), was released at an emission veloc-
ity of us = 2.0 m/s. The emission velocity is less than the horizontal wind
velocity at stack height, i.e. 2.23 m/s, which can be obtained according to
the power-law with an exponent of 0.256 and Uref =2.66 m/s, so that meets
the requirement of a passive plume condition. This leads that the com-
putational results can be compared with wind tunnel data. For each case
investigated, the location of the point source was the same as that in the
wind-tunnel experiment (see Table I).

The grid size used in this simulation was at first estimated according to
about 100 times the Kolmogorov length scale η which is related to the ε-
profile given in Figure 4. From this process, the grid size used in this sim-
ulation should not be larger than about 13 mm at the near wall region and
45 mm at a height of 1.2 m above the ground. A further finer mesh size,
i.e. 5 mm, was arranged on building surfaces and was expanded gradually
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Table II. Details of mesh generation.

Maximum mesh edge length 45 mm

Maximum angle resolution for stack 18◦

Surface mesh control 13 mm on ground and 5 mm on
building surfaces, effect range = 0,
expansion factor = 1.2.

Inflation elements First layer thickness of 5 mm,
5 layer, expansion factor 1.2

away from the building surfaces. Furthermore an even denser mesh size
was used along the normal direction in order to capture the high variation
of the mean velocity gradient near the wall area. The schemes for mesh
generation are outlined in Table II. Typically, the mesh size is about 1 mm
thick near solid surfaces and the maximum length is 45 mm.

High resolution scheme was used for all convection terms of the govern-
ing equation. The discretised equations were solved using a built-in coupled
algebraic multi-grid solver. Solution convergence was controlled by: (i) the
normalised root mean square residuals should be below 1.0 × 10−4, nd (ii)
the global imbalance should be below 5% for all variables.

4. Results and Discussions

In the following evaluation, computed concentrations from the RANS sim-
ulation are compared with measured values in wind-tunnel experiments.
The coordinate system and the location of both source and receptors in
both wind-tunnel experiments and CFD simulation are shown in Figures
1–3. It should be noted that measured lateral concentration profiles used in
this evaluation were obtained by averaging measured concentrations in the
symmetrical receptors about the centerline, because the original lateral con-
centration profile was very sensitive to a minor variation of source location
from the centerline and thus may be visually asymmetrical.

Detailed flow field simulations are presented in the original work [10].
In order to explain the dispersion phenomena easily, the performance of
the three RANS turbulence models, i.e. the standard k–ε, Shear Stress
Transport (SST) and the SSG models, in reproducing reattachment lengths
around a cube are given as follows [18]:

(i) The three RANS turbulence models exhibited almost identical abili-
ties to predict the stagnation point on the windward wall but predicted
different reattachment lengths.

(ii) The standard k–ε model predicted the wake reattachment length well
but gave a relatively small upwind ground separation distance. It also
failed to predict roof-top flow separation.
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(iii) The SST turbulence model predicted roof-top flow separation well and
also upwind separation distance but tends to over-predict the wake
reattachment length.

(iv) The SSG model predicted roof-top reattachment length well but sig-
nificantly under-predicted the upwind ground separation distance and
over-predicted the wake reattachment length.

CFD simulations of flow fields for both cube array cases and urban
intersection cases were also conducted in the original work. Specified flow
patterns mentioned in the following analysis, are given in greater detail in
references [4, 10, 18].

4.1. ISOLATED BUILDING CASES

For Case 1, the RANS simulations were conducted using three turbu-
lence models respectively. In this simulation, the Reynolds-stress turbulence
model failed to converge to the specified criterion, thus the results are only
for reference.

Comparisons of the computed near wake concentrations with measured
values are given in Figure 5 for Case 1. It is seen that, except for the
SST model, the standard k–ε and the SSG model under-predicted near
wake concentrations, but all three turbulence models tend to under-pre-
dict plume spread. Flow visualization showed that, when the source was
placed just ahead of the upwind cavity, the plume separated into three
parts [10]: one part of the plume which was above the stagnation point
flowed over the obstacle roof, one part passed around the sidewalls and a
considerable amount of plume was captured by the horseshoe vortex and
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was kept close to the ground. Therefore, the SST model predicted better
near wake ground-level concentrations due to good performance in predict-
ing the upwind cavity length (Figure 5a). On the other hand, the three tur-
bulence models presented almost identical ability to predict the stagnation
point, this leads to good agreement between computed and measured con-
centrations above roof level (Figure 5b). It is obvious that all three turbu-
lence models cannot give a good prediction for receptors close to the cube
but agree well with the wind tunnel results farther downwind and above
the roof. As shown in Figure 5c, all three turbulence models significantly
under-predicted centerline concentrations in the near wake by up to a fac-
tor of 2. This is possible due to the larger vortices in the near wake being
inherently inconsistent with isotropic turbulence mixing in eddy-diffusivity
assumption, but the larger vortices are broken into smaller vortices farther
downwind.

It is important to note from the evaluation of Case 1 that, concentra-
tions at specified receptors can be affected by all flow patterns which the
plume experienced rather than by the local flow pattern and turbulence
characteristics only. This means that the magnitude of prediction errors
depend on the turbulence model used and also on receptor locations. For
the cube case, the performances of the three turbulence models rank as fol-
lows: (1) the SST model, (2) the k–ε model and (3) the RSM model. This
has been attributed to better prediction of the part of the plume captured
by the horseshoe vortices using the SST model as discussed previously [10].
However, the flow pattern which dominants the plume dispersion around a
building could change with its geometry. This leads to further evaluations
of the SST model for different building aspect ratios. In addition, another
reason for further evaluation was because little information on the appli-
cation of the SST model in predicting plume dispersion in urban environ-
ments can be found in published literature.

Comparisons of the computed near wake concentrations with measured
ones, for a wide building (Case 2) and a long building (Case 3) are given in
Figures 6 and 7. It was found from these results that the SST models are in
general agreement with observations from wind tunnel measurements. Sim-
ilar to Case 1, it is obvious that the SST model tended to under-predict
the plume spread. In contrast to Case 1, however, the SST model tended to
over-predict the centerline concentrations for either a wide or a long build-
ing (see Figures 6b and 7b). Furthermore, Figures 6c and 7c also shows
that computed concentrations for the vertical profiles are higher than mea-
sured ones when above the roof level. This suggests that the SST model
may over-predict the fraction of plume which passed over the roof-top for
either a wide building or a long building.

For a tower-like building (Case 4) or a very wide building (Case 5), pre-
diction errors from the SST model become considerably larger as shown
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Figure 6. Comparisons of computed with measured concentrations for the case 2
(W/H =2,L/H =1).
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Figure 7. Comparisons of computed with measured concentrations for the case 3
(W/H =1,L/H =2).

in Figures 8 and 9. For the tower-like building, it is observed that the
SST model over-estimated near-wake concentrations substantially (Figure
8). Since the plume cannot pass over a tower-like obstacle directly, the
dominant flow patterns for near-wake concentrations close to the ground
are the horseshoe vortex and the wake vortex system. In this situation, the
computed concentrations at ground level were higher than the measured
values (see Figure 8a and b). It was also found that the SST model resulted
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Figure 8. Comparisons of computed with measured concentrations for the case 4
(W/H =1/3,L/H =1/3).
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Figure 9. Comparisons of computed with measured concentrations for the case 5
(W/H =6,L/H =1).

in stronger vertical mass mixing in the near wake because the computed
concentrations in the vertical profile were larger relative to measured ones
(see Figure 8c). For the very wide building, the influence of the horseshoe
vortex on near wake concentrations is negligible since plume bifurcation
disappeared (Figure 9a). As a result, almost the entire plume passed over
the roof. In this situation, it was found that the SST model considerably
over-estimated the height of the plume center downwind of the building
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due to over-prediction of the near wake cavity (Figure 9c). Thus predicted
concentrations close to the ground were much lower when compared with
wind-tunnel observations (see Figure 9a and b).

4.2. CUBE ARRAY CASES

From the evaluations of the isolated building cases, it is known that the
prediction of concentrations at specific receptors may depend on mean
wind and turbulence characteristic either globally or locally. In other
words, the performance of different turbulence models could be changed
with variations of the source location and building configurations. For
Case 6 (upwind source 1), investigation of flow fields showed that both
the k–ε model and the SST model over-predicted the velocity deficit within
the cube array, the SST model performs worse [10]. The over-predic-
tion of velocity deficit means that the computed concentrations may be
higher than measured ones. As a result, it is obvious from Figures 10 and
11 that the computed concentrations are higher at receptors along lines
A1,GL1,GL2 and GL3 when compared with the measured ones. The stan-
dard k–ε model over-predicted the rooftop concentration on the first cube
(see Figures 10) but predicted concentrations very well within the cube
gaps and also the rooftop concentrations at the remaining downwind cubes
(see Figures 10 and 11). The SST model significantly over-predicted con-
centrations at all locations, by a factor of 2 for the rooftop concentrations
(see Figure 10) and by about 65% for the ground-level concentrations (see
Figure 11).
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Figure 10. Computed vs measured concentration along A1 for Case 6 (upwind
source).
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Figure 11. Computed vs measured concentrations along receptor GL1, GL2 and
GL3 for Case 6 (upwind source).

For Case 7 (roof source 2), the computed concentrations are signifi-
cantly higher than the measured ones. The computed peak ground-level
concentrations along receptor GL3 are 2.3 times higher than the measured
ones for the k–ε model and 2.5 times for the SST model (see Figure 12a).
Significant differences appear along receptor A2. The SST approach may
over-predict ground-level concentration by up to a factor of 10 (see Fig-
ure 12b). Although other possibilities exist to cause prediction errors, e.g.
experiment error or under-prediction of the mean velocity deficits in CFD,
however, they are not strong enough to result in such large errors. There-
fore, a reasonable explanation is that the errors are caused mainly from the
inconsistencies of ‘local mixing’ in the eddy-diffusivity assumption, because
the vortices between buildings are ejected out and injected into these areas
intermittently.

4.3. URBAN INTERSECTION CASES

Evaluation of the standard k–ε model was also extended to urban inter-
section areas, in which complicated vortex systems could be induced and
the flow flux exchange between streets are sensitive to the orientation of the
upwind street [19]. Similar to Case 7, for traffic emissions in the vicinity of
intersections, due to the intermittent flow exchange between in-canyon flow
and roof-top wind the simple eddy-diffusivity assumption may be inher-
ently inconsistent with realistic pollutant dispersion. Furthermore, wall
functions used in the RANS scheme may lead to incorrect simulation of
near-wall turbulence characteristics. Cases 8 and 9 were designed to inves-
tigate the resulting prediction errors.
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Figure 12. Comparison of computed concentrations with measured ones for Case 7
(roof source).
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Figure 13. Computed vs measured concentrations for Case 8. US: receptors on walls
of the upwind street, WW: receptors on the windward wall of lower lateral street,
LW: receptors on the leeward wall of the lower lateral street, DS: receptors on walls
of the downwind street.

For the orthogonal intersection (Case 8), Figure 13a shows that, in
comparison with computed concentrations, the measured concentrations
were significantly higher at wall receptors of the downwind street, but
become lower for ground-level receptors along the centerline when x/H >

0 (see Figure 13b). This demonstrates that the plume spread in the
wind-tunnel experiment was much larger than that in the CFD simu-
lation. Furthermore, Figure 13b shows that the larger plume spread in
the wind-tunnel experiment was caused possibly by the higher release
velocity since measured concentrations were lower than computed ones at
ground-level receptors along the centerline when x/H < 0. Therefore, this



EVALUATION OF CFD SIMULATION 199

 Ground-level concentrations along
intersection edges

0.0
1.0

2.0

3.0
4.0

5.0
6.0

7.0

8.0
9.0

0.00 0.25 0.50 0.75 1.00

Distance from the lower left corner
(normalised by H)

C
U

re
fH

2 re
f/

Q

k-epsilon (upwind street)

Exp.(upwind street)

k-epsilon (Lower crosswind street)

Exp.(lower crosswind street)

Concentrations onwall receptors

0.00

0.10

0.20

0.30

0.40

0.50

0.60

0.70

0.80

0.90

1.00

0.00 1.00 2.00 3.00

CUref H
2
ref /Q

z/
H

k-epsilon (UWU) Exp.(UWU) k-epsilon (LWU)

Exp.(LWU) k-epsilon (LWL) Exp (LWL)

k-epsilon (WWL) Exp.(WWL)

(a) (b)

Figure 14. Comparisons of computed with measured pollutant concentrations for
the irregular intersection. UWU: receptors on the upper-side wall of the upwind
street LWU: receptors on the lower-side wall of the upwind street. LWL: receptors
on the windward wall of lower lateral street; WWL: receptors on the leeward wall
of the lower lateral street.

suggests that the k–ε model under-predicted flux exchange by corner vor-
tices between alongwind streets and lateral streets at the intersection. This
also resulted in the computed concentrations at wall receptors of the lateral
streets being much smaller than the measured ones although they show a
similar distribution on both windward and leeward walls (see Figure 13a).

For the intersection with an oblique upwind street (case 9), as shown in
Figure 14, the computed concentrations show similar trends as those in the
orthogonal intersection, i.e. significant underestimation of plume spread-
ing and the mixing ability of the corner vortex. It is clear from Figure
14a that the computed ground-level concentrations along intersection edges
are much lower than measured values. It can also be seen from Figure
14b that the prediction errors increased significantly at wall receptors on
the upwind street wall in the vicinity of the lower left corner, in which
computed concentrations are lower than measured values by up to a factor
of 10. This shows that the standard k–ε failed to predict the concentration
distribution completely in this case.

5. Summary and Conclusions

By comparing computed concentrations using RANS methods with values
from wind-tunnel experiments at specified receptors, a series of evaluations
have been carried out to examine the applicability of the RANS methods
in simulating pollutant dispersion in typical urban environments. The eval-
uations are summarized as follows:
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(1) For emission from an upwind low-level source near a cubic building, all
three RANS turbulence models, i.e. the standard k–ε model, the SST
model and the SSG model tend to under-estimate the near-wake con-
centrations. The SSG model was sensitive to grid density and may lead
to difficulty in convergence and thus was not used in practical appli-
cations. The predicted near-wake concentrations using the standard k–ε

model were in general agreement with measured values. The SST model
performed best in this case.

(2) An extended evaluation was then conducted for the SST model for the
isolated building cases with different aspect ratios. The SST model pre-
dicted near-wake concentrations better for a wide and a long building.
The prediction error became considerably larger for a tower-like build-
ing; it over-predicted vertical turbulence mixing giving higher concen-
tration distributions vertically. For a very wide building, the SST model
failed to predict the correct concentration distribution in the near wake.
The over-prediction of plume elevation led to the computed near-wake
concentrations being lower than the measured values by up to a factor
of 2.

(3) Both the standard k–ε model and the SST model were evaluated for
emissions from an upwind low-level source and from a roof-top source
in the cube array case. For the upwind low source, the SST model sig-
nificantly over-estimated concentrations within the cube array, but the
standard k–ε gave good predictions. For the roof-top source, both tur-
bulence models substantially over-predicted concentrations at the same
receptors.

(4) The evaluation of the RANS methods was only conducted for the stan-
dard k–ε model in urban intersection cases, because it has been veri-
fied from the evaluation of the cube array cases that the SST model
performed worse when channeling flow and in-canyon vortices domi-
nate a dispersion process of pollutants. For the orthogonal intersection
case, the standard k–ε model under-predicted flux exchange by corner
vortices between alongwind streets and crosswind streets, the computed
concentrations at wall receptors of crosswind streets were much lower
than measured ones. For the oblique upwind street case, the prediction
errors became very large, and thus no concentration distribution of rea-
sonable accuracy was obtained.

Therefore, it is clear from this evaluation that there does not exist a
turbulence model superior to others, among those tested here, in all cases
investigated. Generally speaking, the RANS methods can lead to signifi-
cant prediction error in the following situations:
a. Inappropriate reproduction of the most important mean flow pattern

which dominates the dispersion process, e.g. the horseshoe vortex for
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the isolated building cases. However, better results may be obtained by
selecting a suitable turbulence model.

b. Inappropriate description of ‘non-local’ high turbulence mixing. For
example, neither the standard k–ε nor the SST models can correctly pre-
dict the ground-level concentrations when the plume passes directly over
a cube array. This is because intermittent flow ejection out of and injec-
tion into gaps leads to turbulent mixing being no longer ‘local’. In this
situation, the large error can not be overcome by selecting a suitable tur-
bulence model only.

c. Inappropriate modelling of wall turbulence also causes prediction
error to some extent. This may be an error source causing significant
under-prediction of plume spreading for the intersection case, since the
ground-level source is directly affected by wall turbulence.
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