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Abstract
Natural category learning is important in science education. One strategy that has 
been empirically supported for enhancing category learning is testing, which facili‑
tates not only the learning of previously studied information (backward testing 
effect) but also the learning of newly studied information (forward testing effect). 
However, in category learning, such benefits of testing have mostly been examined 
without explicit instructions. This is not aligned with a real educational practice 
where teachers often provide students with explicit instructions that highlight the 
diagnostic features of the category. Thus, we investigated the effect of interim test‑
ing and feature highlighting on rock category learning and whether the provision 
of feature highlighting further enhances testing benefits. The participants learned 
12 rock categories, which were divided into two sections (Sections A and B). They 
studied a series of rock images with or without feature highlighting and were given 
an interim test or not on Section A before proceeding to Section B. After Section B, 
all the participants took a final test in which they had to classify both old and new 
rock images of the studied categories. Three experiments demonstrated the benefits 
of interim testing (compared to restudy) for both previously and newly studied cat‑
egories. However, feature highlighting did not further enhance learning and some‑
times even impeded learning. The findings suggest that providing more information 
is not always better than providing less information in natural category learning.
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Natural categories are widely taught in science classes; for example, students learn 
about rock types in a geology class and tree species in a biology class. When study‑
ing categories, students should draw similarities and differences between exemplars 
and classify them based on their features. In a biology class, for example, trees with 
oval leaves should be grouped together, whereas those with linear leaves should be 
classified as different species. For successful category learning, students should 
grasp the characteristics of the exemplars within the same category and make infer‑
ences about new exemplars (Murphy, 2002). However, despite its importance in sci‑
ence education, only a few attempts have been made to optimize natural category 
learning (for a review, see Nosofsky & McDaniel, 2019).

One strategy that has been empirically supported for enhancing category learning 
is testing. A large number of studies demonstrated the robust effect of testing relative 
to a restudy control, using a wide range of materials, including verbal and nonverbal 
(for reviews, see McDermott, 2021; Rowland, 2014). The effect has been consistently 
shown not only in lab settings but also in classrooms (Schwieren et al., 2017; Sotola 
& Crede, 2021; Yang et al., 2021). In the context of category learning, early research 
revealed testing benefits by comparing classification performance between obser‑
vational training and feedback training (Ashby et al., 2002; Carvalho & Goldstone, 
2015). Observational training is similar to a restudy condition in that an exemplar is 
presented with its category label whereas feedback training is similar to a test condi‑
tion in that an exemplar is presented without the category label, requiring participants 
to classify it. Such research has shown that feedback training is superior to observa‑
tional training (e.g., Edmunds et al., 2015), suggesting that the benefits of testing may 
extend to category learning. To our knowledge, the first study that directly examined 
testing effects in category learning was Jacoby et al.’s study (2010). They compared 
the effects of repeated testing and repeated study on natural category learning using 
bird families as study materials. When participants were asked to categorize the stud‑
ied and novel exemplars into the corresponding bird families, the repeated testing 
group outperformed the repeated study group in both recognition memory and trans‑
fer classification tasks. This study showed that testing on the studied categories can 
enhance learning of those tested categories. For successful classification, students 
should discover features that specify which category the exemplars fall under and 
retrieve critical information from previously studied exemplars that can later be used 
to classify novel exemplars (Nosofsky & McDaniel, 2019). The testing group had to 
repeatedly retrieve the category label and feature, which likely increased attention 
to the studied exemplars (Jacoby et al., 2010). This can facilitate the memory of the 
category label and features, and possibly the link between them, resulting in better 
classification performance (cf. Lee & Ahn, 2018).

The positive effect of testing can extend to subsequent learning of new categories. 
Recently, emerging research has shown that testing facilitates not only the learning 
of the tested information but also the learning of the novel information studied after 
the test. Pastötter and Bäuml (2014) referred to the former as the backward effect of 
testing and the latter as the forward effect of testing. Particularly in category learn‑
ing, several studies have demonstrated the forward effect of testing using painting 
styles (Choi & Lee, 2020; Lee & Ahn, 2018; Lee & Ha, 2019; Yang & Shanks, 
2018; Yang et al., 2019). For example, Lee and Ahn (2018) investigated how testing 
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on previously learned paintings of multiple artists affected the learning of new paint‑
ings of different artists. In their study, participants learned six different painting 
styles in the first section and the other six styles in the second section. Before the 
second section, participants were given either an interim test or an interim restudy 
on the paintings from the first section. In the final classification test, although all 
participants learned under the same conditions in the second section, the partici‑
pants who took an interim test showed better classification for the paintings from the 
second section than those who had an interim restudy, indicating the forward effect 
of testing.

There are several accounts that explain the forward effect of testing (for reviews, 
see Chan et  al., 2018b; Yang et  al., 2018). Some researchers suggested that test‑
ing facilitates learning by increasing test expectancy (i.e., “I will be tested soon.”). 
While taking an interim test on initial learning, students can increase their expec‑
tancy about an upcoming test and put greater effort into their subsequent learning, 
resulting in improved performance on a later test (Weinstein et al., 2014; Yang et al., 
2017). Such test expectancy has been shown to encourage students to spend more 
time studying (Yang et  al., 2017) and reduce mind wandering (Jing et  al., 2016; 
Szpunar et  al., 2013). Some other researchers suggested that testing can reduce 
proactive interference among different study sessions (Szpunar et al., 2008). Inter‑
polated tests can create contextual segregation between encoding and retrieval by 
isolating the retrieved materials from the subsequently studied materials (Davis 
et al., 2017; Kliegl & Bäuml, 2021). Also, the forward testing effect can occur via 
metacognitive benefits. While being tested, students can evaluate and adjust their 
learning strategies (Cho et  al., 2017). Indeed, Chan et  al. (2018a) demonstrated 
that previously tested participants used a more effective retrieval strategy (seman‑
tic organization) than no‑test and restudy conditions. These non‑mutually exclusive 
accounts suggest that testing can enhance natural category learning in several ways. 
For example, during an interim test, students may realize that classification is more 
difficult than they expected, thus putting more effort into their subsequent learning. 
Also, they may realize that noticing similarities among exemplars within categories 
is not sufficient for successful classification and that they need to identify differ‑
ences that distinguish one category from another (Birnbaum et al., 2013; Kang & 
Pashler, 2012), resulting in strategy change in subsequent learning.

Although there is strong evidence that testing is an effective way to improve cate‑
gory learning, one of the major limitations of prior research is that the testing effects 
were only examined in a situation where learners had to identify features that are rel‑
evant to categorization on their own by studying a series of examples. That is, par‑
ticipants were not provided with any feature descriptions (e.g., Jacoby et al., 2010; 
Lee & Ahn, 2018; Yang & Shanks, 2018); instead, they had to abstract rules and 
generalize what they had learned to other new instances for themselves. However, 
such abstraction and generalization may not be successful. Particularly in natural 
category learning, exemplars often include ambiguous properties with no clear sepa‑
ration among categories (McCloskey & Glucksberg, 1978; Murphy, 2002). Thus, it 
may be challenging for students to identify key features on their own, exacerbating 
the difficulty when they have little prior knowledge. For successful category learn‑
ing, students should develop and test rules that determine category membership 
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(Markant, 2019), and such hypothesis search and testing can increase the working 
memory burden. Especially, when taking a test (rather than restudying the material), 
students should retrieve the relevant information, which can add more to the cogni‑
tive burden. Besides, they have to process feedback that requires additional atten‑
tion and effort. Such excessive cognitive load may interfere with learning (Sweller, 
2010; Sweller et al., 2019) and undermine the benefits of testing (Leahy & Sweller, 
2019). Consistent with this argument, van Gog and Sweller (2015) also claimed that 
the testing effect decreases as the complexity of learning material increases (but see 
also Karpicke & Aue, 2015). This suggests that one possible way to increase the 
benefits of testing is to explicitly provide students with key features that are relevant 
to successful categorization. For example, when learning rock categories, students 
can be given feature descriptions of the rock images. This strategy is called feature 
highlighting (Eglington & Kang, 2017; Miyatsu et al., 2019). We predict that, when 
learners are given feature highlighting, because they do not have to discover classi‑
fication rules on their own, they may be able to allocate their cognitive resources to 
activities that are more relevant to learning rather than inefficient search and hypoth‑
esis testing, thereby increasing the benefits of testing.

The direct evidence of the effect of feature highlighting comes from a study by 
Miyatsu et al. (2019). In their study, participants classified rock images and received 
feedback with or without feature descriptions in classification trials. The control 
group received only the category name for each rock image as feedback, whereas the 
feature‑description group received the same image but with the feature descriptions 
(e.g., “rounded fragments cemented together” circled in blue) on the corresponding 
part of the image. The results showed that the feature‑description group classified 
novel rock exemplars better than the control group.

Feature highlighting can help learners recognize critical rules, which is a nec‑
essary step in category learning. According to the competition between verbal and 
implicit systems (COVIS) model (Ashby et  al., 1998), students initially develop 
explicit rules that are easy to verbalize during hypothesis testing. Similarly, the rule‑
plus‑exception model (RULEX) proposes that simple rules are constructed first, 
with certain exceptions maintained in memory (Nosofsky et al., 1994). Furthermore, 
learners tend to employ rule‑based strategies when there is no explicit learning such 
as feedback (Ashby et al., 1999). Feature highlighting, which provides explicit ver‑
bal descriptions of key category features, can be an effective method for identifying 
simple rules. When explicit rules are provided, students may learn more efficiently 
by reducing the time required to construct hypotheses and decide whether to accept 
them (Miyatsu et  al., 2019), resulting in better use of their working memory and 
attention (Zeithamova & Maddox, 2006).

Including feature highlighting in learning materials might also be a more applica‑
ble strategy in real‑world contexts. As previously stated, most prior studies on cate‑
gory learning required learners to extract rules and features that are useful for classi‑
fication on their own, without providing explicit feature descriptions. Nevertheless, 
in educational contexts, learning is intended from the outset—teachers often inform 
students of the category features from the beginning phase of a lesson. For example, 
in a geology class, it is common in textbooks to include verbal descriptions of the 
to‑be‑learned rock categories, such as “sandstone is composed of sand‑sized grains” 
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and “breccia is composed of angular fragments.” Such discrepancies between the 
research procedure and actual educational practice make it difficult to predict the 
benefit of feature highlighting and its generalizability to real educational settings.

Moreover, in class, teachers often combine several tactics rather than using a sin‑
gle effective strategy. Thus, we aimed to examine whether interim testing and fea‑
ture highlighting would facilitate learning and whether these two strategies would 
lead to an additive effect when combined. A combination of effective strategies may 
not always boost learning outcomes. While some previous studies suggested that the 
effectiveness of testing can be increased with additional strategies (e.g., Cummings 
et  al., 2022; Rawson & Dunlosky, 2011), other studies provided counterevidence 
(e.g., Kubik et al., 2020; Miyatsu & McDaniel, 2019; O’Day & Karpicke, 2021; van 
den Broek et  al., 2021). Therefore, although feature highlighting is a widely used 
technique in the classroom, it is unclear how it interacts with another effective learn‑
ing strategy—testing. To the best of our knowledge, no prior research examined the 
combined effects of interim testing and feature highlighting. This study aimed to 
investigate whether the testing effects (both the backward and forward effects of 
testing) occur in natural category learning and whether feature highlighting further 
increases the benefits of testing.

The Present Study

The present research chose rock categories as learning materials to examine the 
effects of interim testing and feature highlighting on natural category learning. Sev‑
eral studies have successfully used rock categories to investigate the effect of feature 
highlighting in natural category learning (e.g., Meagher et al., 2022; Miyatsu et al., 
2019). Figure 1 shows a schematic representation of the procedures of three experi‑
ments. To examine both backward and forward effects of testing, we employed the 
forward‑testing effect test procedure (Lee & Ahn, 2018), in which participants were 
asked to either take a test or not between two learning sections. In the present study, 
participants studied 12 rock categories that were divided into two learning sections 
(Sections A and B). After studying Section A, they either took an interim test or 
restudied the rock categories learned in Section A and then completed Section B. 
Therefore, the experimental manipulation of interim activity occurred only for Sec‑
tion A (i.e., interim test or interim restudy), and all participants studied Section B 
under the same conditions. After Section B, all participants took a final test on both 
learning sections. To avoid the interim test conditions benefiting from the identical 
test format, the interim test was a cued‑recall test whereas the final test was a mul‑
tiple‑choice classification test. Moreover, for successful category learning, students 
should be able to transfer what they have learned to new exemplars. Thus, in all 
three experiments, we included both studied exemplars (retention) and novel exem‑
plars (transfer) in the final test. If the participants who took an interim test scored 
higher on Section A than those who did not, it was viewed as the backward effect of 
testing. If the participants who took an interim test scored higher on Section B than 
those who did not, it was viewed as the forward effect of testing.
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Additionally, we investigated whether feature descriptions promote natural 
category learning by manipulating the presence of feature highlighting. As the 
experiment progressed, we changed when and how feature highlighting was pre‑
sented. In Fig. 1, the superscript FH indicates that feature highlighting was pro‑
vided. Across the three experiments, no‑FH conditions were identical; we varied 
only FH conditions. In Experiment 1, feature highlighting was provided during 
the entire learning (both Sections A and B) and interim test sessions (both on 
the test problem images and feedback). In Experiment 2, feature highlighting 
was presented throughout the learning session (both Sections A and B) and as 
feedback (but not on the test problem images) during the interim test session. In 
Experiment 3, feature highlighting was only presented as feedback during the 
interim test session.

Fig. 1  Schematic representation of the procedures used in Experiments 1–3. The superscript FH repre‑
sents feature highlighting. The no‑FH test and no‑FH restudy conditions were identical across the three 
experiments
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Experiment 1

Method

Participants

Participants were recruited from a large university in South Korea via school‑wide 
online advertisements. To determine the sample size, we conducted an a priori 
power analysis using G*Power (Faul et  al., 2007). Miyatsu et  al., (2019, Experi‑
ment 2) reported a very large benefit of feature highlighting. To detect a medium 
( �2

p
=0.06) to large‑sized ( �2

p
=0.14) effect of the condition, a required sample size 

was between 17 and 42 per condition for a 2 (interim activity: test vs. restudy) × 2 
(feature highlighting: FH vs. no‑FH) between‑subjects factorial design at a power of 
0.9. Thus, in Experiments 1 and 2, recruitment continued until reaching 25 partici‑
pants per condition after excluding some participants based on the exclusion crite‑
ria. In Experiment 1, 119 undergraduates participated online in return for monetary 
compensation. We excluded two participants whose test scores were above or below 
the three SD of the group mean, 13 participants who reported a high level of prior 
knowledge in rock categories, and four participants who left the experiment idle on 
the self‑paced page for longer than 10 min. Thus, there were 100 participants (68 
women; 32 men; mean age = 22.40  years) for the final analyses. Each participant 
was randomly assigned to one of four conditions: 25 in the feature highlighting test 
(FH test), 25 in the no feature highlighting test (no‑FH test), 25 in the feature high‑
lighting restudy (FH restudy), and 25 in the no feature highlighting restudy (no‑FH 
restudy). All experiments were approved by the Institutional Review Board (IRB) of 
the university where the experiments were conducted.

Design

A 2 (interim activity: test vs. restudy) × 2 (feature highlighting: FH vs. no‑FH) 
between‑subjects factorial design was employed. Depending on the experimen‑
tal condition, participants were asked to take a test or not (i.e., restudy) during the 
interim activity session between Sections A and B. Additionally, during the learning 
and interim activity sessions, category features were either presented or not.

Materials

The rock images used in this study were adapted from Miyatsu et  al. (2019) 
(retrieved from https:// osf. io/ 9vg8m/), which were originally created by Nosofsky 
et  al. (2018). There were 12 rock categories: amphibolite, breccia, conglomerate, 
gneiss, granite, marble, obsidian, pegmatite, pumice, rock gypsum, sandstone, and 
slate. In the FH conditions, the characteristic feature descriptions were presented 
on the corresponding parts of each rock image with colored circles, and the cat‑
egory name was shown below the rock image. For example, for marble, the feature 

https://osf.io/9vg8m/
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descriptions “grey to white crystalline material” and “darker swirls and veins” were 
included in the corresponding parts of the image along with the category name 
below the rock image. This feature highlighting was done following the spatial con‑
tiguity principle, which refers to placing text near corresponding parts of an image 
or animation (Mayer, 2005) to minimize gaze shifts between images and feature 
descriptions (Miyatsu et al., 2019). In the no‑FH conditions, only the category name 
was shown below the rock image. All materials were presented in Korean, including 
the names of rock categories and feature descriptions.

Procedure

Before Experiment 1, we conducted a pilot experiment with undergraduate students 
(N = 5) to determine the appropriate number of study trials and study time. All the 
materials and procedures were prepared according to this pilot and relevant prior 
research. Participants took part in an online experiment via Qualtrics (https:// www. 
qualt rics. com/) from their preferred location. After receiving initial instructions on 
the purpose and overall procedure of the experiment, all participants were told that 
they would learn 12 different rock categories divided into two sections (Sections A 
and B). To control for general test expectancy at the beginning of the experiment, all 
participants were informed that they would be given a test where they would have to 
classify old and new rock images from the studied rock categories.

All participants learned six of the 12 rock categories in Section A and the other 
six in Section B. Each category has six exemplars, for a total of 72 rock images. 
The rock‑section pairs were counterbalanced between the two sections to pre‑
vent the specific‑item effect. In Section A, participants studied 36 rock images, 
six from each of the first six rock categories. The rock images were interleaved 
(Kornell & Bjork, 2008) and presented one by one in a fixed random order. Each 
image was displayed for 4 s. In the FH conditions, the name of the rock and fea‑
ture highlighting were embedded in each rock image. In the no‑FH conditions, 
only the name of the category was presented below each rock image. Following 
Section A, participants were given a different interim activity. They either took 
an interim test on the same 36 rock images studied in Section A or restudied 
them. In the interim test conditions, participants took a cued‑recall test of the 
Section A material. They were given the same rock images studied in Section 
A without the category names; they had to enter the name of the corresponding 
rock category for each image at their own pace. Each trial was followed by imme‑
diate feedback for 2 s. The feedback page was identical to that used in the learn‑
ing session of Section A. In the interim restudy conditions, participants restudied 
the same rock images that they had previously studied in Section A. Each image 
was presented for 6  s in the same manner as in the learning session of Section 
A. After finishing the interim activities for Section A, participants proceeded to 
Section B, where they studied 36 rock images from another six rock categories, 
each with six images. The rock images were presented in the same manner as in 
Section A. Upon completion of Section B, all participants were given a final test 
on both sections. The final test was a multiple‑choice test to evaluate participants’ 
ability to correctly classify exemplars into categories. It included two old and 

https://www.qualtrics.com/
https://www.qualtrics.com/
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two new rock images from each of the 12 studied categories, resulting in a total 
of 48 test items. For each test trial, a rock image was presented, and participants 
had to select the corresponding category name among the 12 different rock cat‑
egories. The rock images were not separated by sections; they were interleaved 
and presented in a fixed random order. Thus, participants did not know which 
section of rock categories each image belongs to. The final test was self‑paced, 
and feedback was not provided. After completing the final test, participants were 
debriefed and thanked.

Results

For all primary analyses, we reported data for both null hypothesis significance test‑
ing and inclusion/exclusion Bayes factors, which encode the Bayes Factor for each 
predictor across all matched models. Because the present research has multiple pre‑
dictors (i.e., interim activity, feature highlighting, and test item type), the number 
of alternative models grows too large when adding factors. Thus, we computed the 
model‑averaged results and reported the inclusion Bayes Factor (i.e., BFincl) when 
p‑values are significant, and the exclusion Bayes Factor (i.e., BFexcl) when p‑values 
are not significant. The analyses were performed using JASP (JASP Team, 2022), 
and Jeffreys’ scheme was used to interpret the strength of evidence. A Bayes fac‑
tor of 1 to 3 was considered as anecdotal evidence, 3 to 10 as moderate evidence, 
10 to 30 as strong evidence, 30 to 100 as very strong evidence, and more than 100 
as decisive evidence for a model including or excluding a particular predictor term 
(Jeffreys, 1961; see also Lee & Wagenmakers, 2014).

Interim Test Performance

Only the participants in the FH and no‑FH test conditions were given an interim 
test. The mean interim test score was 91.11 (SD = 8.29) in the FH test condition and 
87.67 (SD = 8.86) in the no‑FH test condition. The mean difference between the FH 
and no‑FH test conditions was not significant, t(48) = 1.42, p = 0.162.

Final Test Performance

Figure 2 shows the mean percentage of correct classification for the old (retention) 
and new rock images (transfer) in the final test of Sections A and B. To investigate 
the forward and backward effects of testing, we conducted two separate 2 × 2 × 2 
mixed analyses of variance (ANOVAs) on the percentage of correctly classified rock 
images for Sections A and B. Feature highlighting (FH vs. no‑FH) and interim activ‑
ity (test vs. restudy) were included as between‑subjects factors, while the test item 
type (old vs. new) was included as a within‑subject factor.

To investigate the backward effect of testing, we first examined the performance 
for Section A. There was a significant main effect of test item type, F(1, 96) = 136.43, 
p < 0.001, �2

p
 = 0.587, BFincl = 3.95 ×10+16 , indicating decisive evidence for the 

inclusion of the test item type in the model. The percentage of correctly classified 
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rock images was significantly higher for the old items (M = 78.25, SD = 16.83) than 
for the new items (M = 62.75, SD = 15.82), d = 1.14. There was a significant main 
effect of interim activity, F(1, 96) = 3.97, p = 0.049, �2

p
 = 0.040, BFincl = 1.64, indi‑

cating anecdotal evidence for the inclusion of the interim activity in the model. The 
participants who took an interim test (M = 73.33, SD = 14.68) scored significantly 
higher on the final test of Section A than those who were not tested (M = 67.67, 
SD = 14.62), demonstrating a backward effect of testing, d = 0.39. Furthermore, 
there was a significant main effect of feature highlighting, F(1, 96) = 7.91, p = 0.006, 
�
2

p
 = 0.076, BFincl = 7.05, indicating moderate evidence for the inclusion of fea‑

ture highlighting in the model. The final test score on Section A was significantly 
worse when feature highlighting was provided (M = 66.50, SD = 14.58) than when 
it was absent (M = 74.50, SD = 14.15), d = 0.56. There was no significant interac‑
tion between interim activity and feature highlighting, F(1, 96) = 0.01, p = 0.907, 
BFexcl = 2.74. There were no other significant two‑way or three‑way interactions.

To investigate the forward effect of testing, we examined the performance for 
Section B. There was a significant main effect of test item type, F(1, 96) = 39.53, 
p < 0.001, �2

p
 = 0.292, BFincl = 686,499.28, indicating decisive evidence for the inclu‑

sion of the test item type in the model. The percentage of correctly classified rock 
images was significantly higher for the old items (M = 72.08, SD = 21.07) than 
for the new items (M = 63.75, SD = 18.17), d = 0.62. There was a significant main 
effect of interim activity, F(1, 96) = 4.09, p = 0.046, �2

p
 = 0.041, BFincl = 1.54, indi‑

cating anecdotal evidence for the inclusion of the interim activity in the model. 
The participants who took an interim test (M = 71.42, SD = 17.19) scored signifi‑
cantly higher on the final test of Section B than those who restudied (M = 64.42, 
SD = 19.24), demonstrating a forward effect of testing, d = 0.38. Moreover, there 
was a significant main effect of feature highlighting, F(1, 96) = 12.68, p < 0.001, 
�
2

p
 = 0.117, BFincl = 47.05, indicating very strong evidence for the inclusion of fea‑

ture highlighting in the model. The final test score on Section B was significantly 
worse when feature highlighting was provided (M = 61.75, SD = 18.69) than when 

Fig. 2  Mean percentage of the correct responses for the old and new items in the final test of Sections A 
and B in the FH test, no‑FH test, FH restudy, and no‑FH restudy conditions of Experiment 1. Error bars 
represent one standard error of the mean
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it was absent (M = 74.08, SD = 16.24), d = 0.71. There was no significant interac‑
tion between interim activity and feature highlighting, F(1, 96) = 0.06, p = 0.810, 
BFexcl = 2.05. The only significant interaction was found between test item type and 
interim activity, F(1, 96) = 4.57, p = 0.035, �2

p
 = 0.045, BFincl = 1.62, indicating anec‑

dotal evidence for the inclusion of the interaction in the model. This was because 
the forward effect of testing was significant for the old items, t(98) = 2.39, p = 0.019, 
d = 0.48, but not for the new items, t(98) = 1.15, p = 0.254, implying that the forward 
effect of testing was more apparent for retention than for transfer. There were no 
other significant two‑way or three‑way interactions.

Discussion

Experiment 1 investigated the effects of interim testing and feature highlighting on 
natural category learning. First, the results revealed that participants performed bet‑
ter on the old items than on  the new ones, suggesting that the retention test was 
relatively easier than the transfer test. Bayesian analysis indicated decisive evidence 
for the inclusion of the test item type for both Sections A and B. This is not surpris‑
ing given that old items were presented to participants multiple times whereas new 
items were presented for the first time in the final test.

Second, interim testing facilitated natural category learning. Participants who 
took an interim test outperformed those who restudied the materials from both Sec‑
tions A and B on the final test. That is, interim testing on previously studied materials 
enhanced not only the learning of that tested categories (Section A), indicating the 
backward effect of testing, but also the learning of subsequently studied categories 
(Section B), indicating the forward effect of testing. The results are consistent with 
previous work on category learning that revealed the backward effect (Jacoby et al., 
2010) and forward effect (Choi & Lee, 2020; Lee & Ahn, 2018; Lee & Ha, 2019; 
Yang & Shanks, 2018) of testing. However, Bayesian analyses indicated only anec‑
dotal evidence for the inclusion of interim activity for both Sections A and B. This 
might be because the format of the interim test was not conducive to the final test for‑
mat, especially for the FH test condition, and we will discuss this issue further in the 
following paragraph. More importantly, there was no significant interaction between 
interim activity and feature highlighting. The only significant interaction was identi‑
fied between test item type and interim activity for Section B, suggesting that the 
forward effect of testing was more apparent on retention items than on transfer items.

Surprisingly, feature highlighting did not further enhance learning but had a nega‑
tive impact. Participants who were not given feature highlighting outperformed those 
who were provided during the entire learning and interim test sessions. Bayesian analy‑
ses revealed moderate evidence for Section A and very strong evidence for Section B 
for the inclusion of feature highlighting. The results are inconsistent with the previous 
work (Miyatsu et al., 2019) that showed positive effects of feature highlighting on natu‑
ral category learning. One possible explanation is that the participants who were given 
feature highlighting developed test format expectations not conducive to the final test 
and accordingly employed non‑optimal study strategies. In the FH conditions, feature 
highlighting was included in both test problem images and feedback during the interim 
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test, thus participants might have expected that they would be given feature highlighting 
in a later final test as well. If this was the case, participants might have read and memo‑
rized explicit verbal descriptions, rather than processing perceptual features of the rock 
images. As a result, they perhaps had difficulty retrieving the corresponding category 
name when they were not given feature highlighting on the problem images of the final 
test. Conversely, in the no‑FH conditions, participants were never presented with any 
explicit instructions on the features of rock categories. They probably developed a test 
format expectation more consistent with the format of the final test. Indeed, several pre‑
vious studies have shown that students adopt different study strategies depending on 
their test format expectations (e.g., Abel & Bäuml, 2016; Finley & Benjamin, 2012; 
Middlebrooks et  al., 2017). Experiment 2 explored these possibilities by eliminating 
feature highlighting from the interim test problem images.

Experiment 2

In Experiment 2, we removed feature highlighting from the test problem images but 
presented it only as feedback during the interim test session; thus, the participants 
in the FH test condition were presented with the same interim test problem images 
(i.e., they had to classify rock images without feature highlighting) as in the no‑FH 
test condition.

Method

Participants

Participants were recruited from a large university in South Korea via school‑wide 
online advertisements. A total of 121 undergraduates participated online in return for 
monetary compensation. As in Experiment 1, we excluded three participants whose 
test scores were above or below the three SD of the group mean, 11 participants who 
reported a high level of prior knowledge in rock categories, and seven participants 
who left the experiment idle on the self‑paced page for longer than 10 min. Thus, 
there were 100 participants (71 women; 29 men; mean age = 21.84 years) for the final 
analyses. Each participant was randomly assigned to one of four conditions: 25 in 
the FH test, 25 in the no‑FH test, 25 in the FH restudy, and 25 in the no‑FH restudy.

Design, Materials, and Procedure

The design and procedure in Experiment 2 were identical to those in Experiment 1, 
except that in the FH test condition feature highlighting was not provided in the test 
problem images but it was provided only as feedback during the interim test session. 
In the interim test session, participants were given the rock images without feature 
highlighting, and they were able to see feature highlighting only after entering the 
name of the rock category for each image. Thus, the format of the interim test in 
both the FH and no‑FH conditions was the same as that of the final test.
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Results

Interim Test Performance

As in Experiment 1, only the participants in the FH and no‑FH test conditions were 
tested on Section A. The mean interim test score was 78.45 (SD = 14.51) in the FH 
test condition and 79.78 (SD = 14.22) in the no‑FH test condition. The mean difference 
between the FH and no‑FH test conditions was not significant, t(48) = 0.33, p = 0.744.

Final Test Performance

Figure 3 shows the mean percentage of correct classification for the old (retention) 
and new rock images (transfer) in the final test of Sections A and B. Two 2 × 2 × 2 
mixed ANOVAs were conducted to investigate the backward and forward effects of 
testing on the percentage of correctly classified rock images, one on each for Sec‑
tions A and B. As in Experiment 1, feature highlighting (FH vs. no‑FH) and interim 
activity (test vs. restudy) were included as between‑subjects factors, while the test 
item type (old vs. new) was included as a within‑subject factor.

For Section A, there was a significant main effect of test item type, F(1, 
96) = 128.61, p < 0.001, �2

p
 = 0.573, BFincl = 2.29 ×10+16 , indicating decisive evi‑

dence for the inclusion of the test item type in the model. The percentage of cor‑
rectly classified rock images was significantly higher for the old items (M = 77.50, 
SD = 16.09) than for the new items (M = 62.17, SD = 14.09), d = 1.12. As in Experi‑
ment 1, there was a significant main effect of the interim activity, F(1, 96) = 8.97, 
p = 0.003, �2

p
 = 0.085, BFincl = 11.53, indicating strong evidence for the inclusion 

of the interim activity in the model. The participants who took an interim test 
(M = 73.75, SD = 11.91) scored significantly higher on the final test of Section A 
than those who were not tested (M = 65.92, SD = 13.95), d = 0.60, demonstrating 
a backward effect of testing. More importantly, unlike in Experiment 1, feature 

Fig. 3  Mean percentage of the correct responses for the old and new items in the final test of Sections A 
and B in the FH test, no‑FH test, FH restudy, and no‑FH restudy conditions of Experiment 2. Error bars 
represent one standard error of the mean
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highlighting did not have a significant effect, F(1, 96) = 0.04, p = 0.849, BFexcl = 3.44, 
indicating moderate evidence for the exclusion of feature highlighting in the model. 
The final test performance on Section A was not significantly different between the 
FH (M = 70.08, SD = 14.25) and no‑FH conditions (M = 69.58, SD = 12.83). Further‑
more, there was no significant interaction between the interim activity and feature 
highlighting, F(1, 96) = 0.41, p = 0.525, BFexcl = 2.34. The only significant interac‑
tion was test item type by interim activity interaction, F(1, 96) = 4.39, p = 0.039, �2

p
 = 

0.044, BFincl = 1.41, indicating anecdotal evidence for the inclusion of the interaction 
in the model. This was because the effect of testing was significant for the old items, 
t(98) = 3.50, p < 0.001, d = 0.70, but not for the new items, t(98) = 1.80, p = 0.076, 
implying that the backward testing effect was more apparent for retention than for 
transfer. There were no other significant two‑way or three‑way interactions.

For Section B, there was a significant main effect of test item type, F(1, 
96) = 25.25, p < 0.001, �2

p
 = 0.208, BFincl = 7761.70, indicating decisive evidence for 

the inclusion of the test item type in the model. The percentage of correctly classi‑
fied examples was significantly higher for the old items (M = 70.67, SD = 19.37) than 
for the new items (M = 64.00, SD = 16.66), d = 0.51. Consistent with Experiment 1, 
there was a significant main effect of interim activity, F(1, 96) = 6.09, p = 0.015, 
�
2

p
 = 0.060, BFincl = 3.51, indicating moderate evidence for the inclusion of the 

interim activity in the model. The participants who took an interim test (M = 71.42, 
SD = 15.97) scored significantly higher on the final test of Section B than those who 
restudied (M = 63.25, SD = 16.83), d = 0.50, demonstrating a forward effect of test‑
ing. Moreover, unlike in Experiment 1, feature highlighting did not have a signifi‑
cant effect, F(1, 96) = 0.25, p = 0.616, BFexcl = 2.50, indicating anecdotal evidence 
for the exclusion of feature highlighting in the model. The final test performance on 
Section B was not significantly different between the FH (M = 66.50, SD = 18.25) 
and no‑FH conditions (M = 68.17, SD = 15.43). Furthermore, there was no signifi‑
cant interaction between interim activity and feature highlighting, F(1, 96) = 0.02, 
p = 0.880, BFexcl = 2.26. No other two‑way or three‑way interactions were significant.

Discussion

Replicating the results from Experiment 1, there was a robust effect of test 
item type such that participants performed better for old items than new items. 
Bayesian analyses revealed decisive evidence for the inclusion of the test item 
type for both Sections A and B. More importantly, Experiment 2 again showed 
the benefits of testing. Participants who took an interim test on Section A out‑
performed those who restudied in both Sections A and B, indicating both the 
backward and forward effects of testing in natural category learning. Also, 
the positive effect of testing was larger in Experiment 2 than in Experiment 1. 
Bayesian analyses indicated strong evidence for Section A and moderate evi‑
dence for Section B for the inclusion of interim activity in the model. This was 
probably because of the changed format of the interim test. In Experiment 2, 
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we removed feature highlighting from the test problem images and presented 
it only as feedback. The removal of feature highlighting perhaps encouraged 
participants to put more effort into retrieval during interim testing, and such 
increased retrieval effort in turn increased testing effects (Pyc & Rawson, 
2009). The changed format of the interim test may also  have allowed partic‑
ipants to expect the correct format of the final test and thus probably better 
prepared them for the final test. Furthermore, a significant interaction between 
test item type and interim activity was found for Section A, which was also 
observed for Section B in Experiment 1, implying that the testing effects may 
be more apparent in retention than in transfer.

More importantly, the negative effect of feature highlighting shown in Experi‑
ment 1 disappeared in Experiment 2. Participants in the FH conditions showed 
as good performance as those in the no‑FH conditions. This was probably due to 
the control of test format expectations by making the test format of the interim 
and final tests identical. However, we again did not obtain any benefits of fea‑
ture highlighting in natural category learning. The groups that were given feature 
highlighting never outperformed those that were not. Bayesian analyses revealed 
that the data were about 3.44 (for Section A) and 2.50 (for Section B) times more 
likely in models that did not include the feature highlighting variable than those 
that included. Also, feature highlighting did not interact with interim activity, sug‑
gesting that the inclusion of explicit rules in learning materials may not increase 
testing benefits.

One possible explanation for the lack of feature highlighting benefit is that 
feature highlighting in the learning session had students heavily rely on ver‑
bal descriptions and distract them from studying the rock images. When feature 
highlighting was presented, participants had to spend their viewing time reading 
the verbal descriptions, which could compete with the viewing time of the rock 
images. Especially during the initial learning session, it may be more effective 
to process visual images rather than reading verbal descriptions in order to iden‑
tify key perceptual features. Indeed, a previous study that demonstrated the ben‑
efit of feature highlighting (Miyatsu et al., 2019) used feature highlighting only as 
feedback by employing a feedback training method. In addition, the null effect of 
feature highlighting in Experiment 2 could be because participants did not have 
sufficient time to process feedback. It is possible that students did not fully com‑
prehend the feature descriptions during the interim test session because feature 
highlighting was only offered for 2  s as feedback. Another limitation of Experi‑
ments 1 and 2 was that the sample size was relatively small compared to the previ‑
ous research. In Miyatsu et al.’s (2019, Experiment 2) study, there were a total of 
80 participants when comparing the FH present versus FH absent between‑sub‑
jects conditions. It is possible that the effect of feature highlighting was not sig‑
nificant because the sample size in Experiments 1 and 2 was insufficient to detect 
small effects. Thus, Experiment 3 was conducted with several modifications to 
address these possibilities.
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Experiment 3

Experiment 31 aimed to investigate whether the null effect of feature highlighting 
would be consistent with several modifications. First, we did not provide feature 
highlighting during the learning session of Sections A and B but presented it only 
as feedback during the interim test session. Second, we increased the duration of 
feedback time. Third, we increased the sample size to 60 participants per condition. 
Finally, we recruited participants from all over the country using online panels in 
order to improve the generalizability of our findings.

Method

Participants

We recruited participants using dataSpring (https:// www. d8asp ring. com/) online 
panels and participation was restricted to undergraduate students from South Korea. 
To detect a small ( �2

p
= 0.04) to medium‑sized effect ( �2

p
= 0.06) of feature highlight‑

ing at a power of 0.9, the required sample size was between 42 and 64 per condition. 
Thus, we recruited participants until reaching 60 per condition after excluding some 
participants based on the exclusion criteria. A total of 299 undergraduates partici‑
pated online in exchange for monetary compensation. We excluded six participants 
who repeatedly submitted the same response, 24 participants who reported taking 
notes, 13 participants who reported a high level of prior knowledge in rock cate‑
gories, and 16 participants who left the experiment idle on the self‑paced page for 
longer than 10 min. Thus, there were 240 participants (157 women; 83 men; mean 
age = 21.53 years) for the final analyses. Each participant was randomly assigned to 
one of four conditions: 60 in the FH test, 60 in the no‑FH test, 60 in the FH restudy, 
and 60 in the no‑FH restudy.

Design, Materials, and Procedure

The design and procedure of Experiment 3 were identical to those of Experiments 
1 and 2, except for the two changes. First, feature highlighting was removed from 
the entire learning session of both Sections A and B and the interim test problem 
images. In the FH test condition, feature highlighting was included only in the feed‑
back images. This procedure was in line with the feedback training approach, in 
which previous research demonstrated the benefits of feature highlighting (Miyatsu 

1 Prior to Experiment 3, we ran an additional experiment with the two test conditions (FH and no‑FH) 
with feature highlighting only provided as feedback during the interim test session for the FH‑test condi‑
tion as in Experiment 3. The results consistently showed the null effect of feature highlighting. However, 
due to several critical methodological limitations (e.g., short feedback duration, small sample size, lack 
of restudy conditions), we decided to run Experiment 3 by addressing all of these limitations. The data 
of this unreported experiment are available at the following link with all other experimental data: https:// 
osf. io/ mt2e9/? view_ only= 753be 8b7f2 3f493 1977c 4b35d b6b26 6a.

https://www.d8aspring.com/
https://osf.io/mt2e9/?view_only=753be8b7f23f4931977c4b35db6b266a
https://osf.io/mt2e9/?view_only=753be8b7f23f4931977c4b35db6b266a
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et al., 2019). In the FH restudy condition, feature highlighting was included only in 
the rock images presented during the interim restudy session. Thus, feature high‑
lighting appeared only during the interim activity, either as feedback after each 
interim test trial for the FH test condition, or as restudy material for the FH restudy 
condition. The no‑FH test and no‑FH restudy conditions were the same as in Experi‑
ments 1 and 2. Second, feedback was presented for 4 s during the interim test ses‑
sion. In order to equalize the interim session time, participants in the restudy condi‑
tions restudied each rock image for 8 s.

Results

Interim Test Performance

As in Experiments 1 and 2, only the participants in the FH and no‑FH test conditions 
were tested on Section A. The mean interim test score was 69.63 (SD = 24.87) in the 
FH test condition and 72.13 (SD = 21.05) in the no‑FH test condition. The mean dif‑
ference between the FH and no‑FH test conditions was not significant, t(118) = 0.59, 
p = 0.553.

Final Test Performance

Figure 4 shows the mean percentage of correct classification for the old (retention) 
and new rock images (transfer) in the final test of Sections A and B. Two separate 
2 × 2 × 2 mixed ANOVAs were conducted to investigate the backward and forward 
effects of testing on the percentage of correctly classified rock images for Sections A 
and B. As in Experiments 1 and 2, feature highlighting (FH vs. no‑FH) and interim 
activity (test vs. restudy) were included as between‑subjects factors, while the test 
item type (old vs. new) was included as a within‑subject factor.

Fig. 4  Mean percentage of the correct responses for the old and new items in the final test of Sections A 
and B in the FH test, no‑FH test, FH restudy, and no‑FH restudy conditions of Experiment 3. Error bars 
represent one standard error of the mean
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For Section A, there was a significant main effect of test item type, F(1, 
236) = 258.32, p < 0.001, �2

p
 = 0.523, BFincl = 4.55 ×10+35 , indicating decisive evi‑

dence for the inclusion of the test item type in the model. The percentage of cor‑
rectly classified rock images was significantly higher for the old items (M = 68.26, 
SD = 26.69) than for the new items (M = 52.08, SD = 21.04), d = 1.02. There was a 
significant main effect of interim activity, F(1, 236) = 15.67, p < 0.001, �2

p
 = 0.062, 

BFincl = 209.85, indicating decisive evidence for the inclusion of the interim activ‑
ity in the model. The participants who took an interim test (M = 65.80, SD = 19.45) 
scored significantly higher on the final test of Section A than those who were not 
tested (M = 54.55, SD = 24.33), d = 0.51, demonstrating a backward effect of test‑
ing. More importantly, feature highlighting did not have a significant effect, F(1, 
236) = 2.30, p = 0.131, BFexcl = 1.44, indicating anecdotal evidence for the exclusion 
of feature highlighting in the model. The final test performance on Section A was 
not significantly different between the FH (M = 62.33, SD = 23.04) and no‑FH con‑
ditions (M = 58.02, SD = 22.23). There was no significant interaction between the 
interim activity and feature highlighting, F(1, 236) = 0.01, p = 0.942, BFexcl = 2.99. 
The only significant interaction was test item type by feature highlighting interac‑
tion, F(1, 236) = 5.50, p = 0.020, �2

p
 = 0.023, BFincl = 1.88. This was because the 

performance difference between the old and new items was greater for the no‑FH 
groups (mean difference = 18.54, p < 0.001, d = 1.12) than for the FH groups (mean 
difference = 13.82, p < 0.001, d = 0.94), although both groups showed better classifi‑
cation performance for the old than the new items. There were no other significant 
two‑way or three‑way interactions.

For Section B, there was a significant main effect of test item type, F(1, 
236) = 50.23, p < 0.001, �2

p
 = 0.176, BFincl = 1.04 ×10+8 , indicating decisive evi‑

dence for the inclusion of the test item type in the model. The percentage of cor‑
rectly classified examples was significantly higher for the old items (M = 56.11, 
SD = 29.10) than for the new items (M = 49.13, SD = 24.49), d = 0.44. There was 
a significant main effect of interim activity, F(1, 236) = 31.80, p < 0.001, �2

p
 = 

0.119, BFincl = 221,149.93, indicating decisive evidence for the inclusion of the 
interim activity in the model. The participants who took an interim test (M = 61.46, 
SD = 24.09) scored significantly higher on the final test of Section B than those who 
restudied (M = 43.79, SD = 24.27), d = 0.73, demonstrating a forward effect of test‑
ing. However, feature highlighting did not have a significant effect, F(1, 236) = 0.07, 
p = 0.799, BFexcl = 3.21, indicating moderate evidence for the exclusion of feature 
highlighting in the model. The final test performance on Section B was not sig‑
nificantly different between the FH (M = 52.22, SD = 25.70) and no‑FH conditions 
(M = 53.02, SD = 25.81). There was no significant interaction between interim activ‑
ity and feature highlighting, F(1, 236) = 0.04, p = 0.833, BFexcl = 2.65. The test item 
type by interim activity interaction was significant, F(1, 236) = 13.19, p < 0.001, 
�
2

p
 = 0.053, BFincl = 52.79. This was because the performance difference between the 

old and new items was greater for the interim test groups (mean difference = 10.56, 
p < 0.001, d = 0.72) than for the interim restudy groups (mean difference = 3.40, 
p = 0.024, d = 0.21), although both groups showed better classification performance 
for the old than the new items. The test item type * feature highlighting * interim 
activity interaction was also significant, F(1, 236) = 5.25, p = 0.023, �2

p
 = 0.022, 
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BFincl = 1.99. This was because the test item type by interim activity interaction was 
significant for the FH conditions, F(1, 118) = 16.40, p < 0.001, �2

p
 = 0.122, but not for 

the no‑FH conditions F(1, 118) = 0.97, p = 0.328. The test item type by feature high‑
lighting interaction was not significant, F(1, 236) = 2.99, p = 0.085.

Discussion

Experiment 3 examined the effect of feature highlighting and interim testing with 
a larger sample and replicated the main findings of Experiments 1 and 2. First, 
participants performed better for old items than for new items. Bayesian analyses 
again revealed decisive evidence for the inclusion of the test item type for both 
Sections A and B, consistent with the results of Experiments 1 and 2. Second, 
participants who took an interim test on Section A outperformed those who res‑
tudied items in both Sections A and B, indicating both the backward and forward 
effects of testing in natural category learning. Also, we observed stronger evi‑
dence for the benefits of interim testing in Experiment 3 than in Experiments 1 
and 2. Bayesian analyses indicated decisive evidence for both Sections A and B 
for the inclusion of interim activity. This is probably because of the increased 
sample size. Third, most importantly, we again failed to obtain any positive 
effects of feature highlighting, even with a larger sample. Bayesian analyses 
revealed that the data were about 1.44 (for Section A) and 3.21 (for Section B) 
times more likely in models that did not include the feature highlighting vari‑
able than those that included. Further, feature highlighting did not interact with 
interim activity, suggesting that the inclusion of explicit rules in learning materi‑
als did not increase testing benefits. In Experiment 3, the feedback presentation 
time was increased to 4 s to provide sufficient time to process verbal descriptions, 
but it did not seem to enhance learning. These results again conflict with those of 
a previous study that demonstrated the positive effect of feature highlighting in 
natural category learning (Miyatsu et al., 2019). We will discuss possible expla‑
nations for these findings in General Discussion.

General Discussion

The present study aimed to investigate whether incorporating feature highlighting 
in learning materials could result in greater testing benefits by examining both the 
backward and forward effects of testing in natural category learning. We had par‑
ticipants study 12 different rock categories divided into two learning sections (Sec‑
tions A & B) and asked them to either take an interim test or not between the two 
learning sections. The interim test was only performed on Section A, and all par‑
ticipants studied Section B under the same conditions. This procedure allowed us to 
distinguish the effect of interim testing on Section A (the backward effect of testing) 
and that on Section B (the forward effect of testing). Additionally, the presence of 
feature highlighting was manipulated during the learning and interim test sessions 
to examine an effective way of providing feature highlighting. More specifically, 
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feature highlighting was provided during the entire learning and interim test sessions 
(Experiment 1), during the learning session and as feedback during the interim test 
session (Experiment 2), or only as feedback during the interim test session (Experi‑
ment 3). This manipulation allowed us to examine how and when feature highlight‑
ing should be given to increase testing benefits.

The results showed both the backward and forward effects of testing in natural 
category learning. Taking an interim test on studied categories enhanced both the 
learning of those categories (Section A) and the learning of subsequently studied 
new categories (Section B). This is consistent with previous studies that demon‑
strated the backward effect (Jacoby et al., 2010) and the forward effect (Choi & Lee, 
2020; Lee & Ahn, 2018; Lee & Ha, 2019; Yang & Shanks, 2018; Yang et al., 2019) 
of testing in category learning. The finding is also consistent with the prior studies 
that compared the classification performance between feedback training and obser‑
vational training (e.g., Ashby et al., 2002; Edmunds et al., 2015) in natural category 
learning. Considering that our test condition is more similar to feedback training, we 
showed that feedback training was more effective than observational training. Our 
findings contribute to a large body of research on the broad application of testing by 
showing the benefits of testing in natural category learning.

To compute the mean effect size of testing, we conducted a mini meta‑analysis 
integrating the results from all three experiments. A random effects model revealed 
significant testing effects for both old (retention) and new (transfer) items in both 
Sections A and B. In Section A (backward testing effect), the testing effect was 
larger for old items, d = 0.54, 95% CI [0.35 0.73], than for new items, d = 0.38, 95% 
CI [0.19, 0.57]. In Section B (forward testing effect), the testing effect was again 
larger for old items, d = 0.61, 95% CI [0.36, 0.85], than for new items, d = 0.48, 
95% CI [0.26, 0.70]. Notably, testing was more beneficial for old items than for new 
items, both from the studied categories of Sections A and B, indicating that both 
backward and forward benefits of testing were larger on the retention test than on the 
transfer test. This finding is consistent with a study by Jacoby et al. (2010), which 
showed that testing was more beneficial for studied items than for unstudied items 
of the previously studied categories (backward testing effect). The current study 
extends this finding by demonstrating that testing was also more effective for stud‑
ied items than unstudied items from the newly studied categories after taking a test 
(forward testing effect). The observed larger benefit for studied (vs. unstudied) items 
could be because the final test was taken immediately after learning. Several studies 
have found that testing has a stronger effect after a delay (Carpenter, 2012 ). Another 
possible explanation is the difference in exposure between old and new items. Par‑
ticipants were exposed to the old items twice before the final test, while the new 
items were presented for the first time in the final test. Thus, for the old items in the 
final test, the test groups perhaps may have only needed to retrieve the old items that 
they had already practiced during the interim test. In contrast, for the new items, 
participants had to generalize their learning, which they had not practiced during 
the interim test. The testing effects could be dependent on how much the process‑
ing that occurred during the interim test corresponds to the processing that occurred 
during the final test (transfer‑appropriate processing, Morris et al., 1977).
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What we repeatedly found across the three experiments is that testing enhanced 
category learning. The observed backward testing effect on category learning could 
be explained by active retrieval. Testing allows students to learn more actively by 
retrieving information from their memory (Bjork & Bjork, 2011). In the present 
study, the increased testing effects as experiments progressed lend support to this 
account, as Bayesian analyses revealed only anecdotal evidence for Experiment 1; 
strong (Section A) and moderate (Section B) evidence for Experiment 2; and deci‑
sive evidence for Experiment 3. One of the important changes across the three 
experiments was the reduction of the amount of feature highlighting. This probably 
increased the learners’ retrieval effort in the test conditions, increasing the benefits 
of testing. Consistent with this explanation, previous studies have shown that more 
effortful retrieval leads to greater learning performance (Butler & Roediger, 2007; 
McDaniel et al., 2007). Further, the removal of feature highlighting may also have 
strengthened the forward testing effect by increasing retrieval effort as proposed in 
previous studies (Cho et al., 2017; Yang et al., 2019). If participants in the FH con‑
dition found it easier to retrieve the category names with feature highlighting during 
the interim test, they could  have put less cognitive effort in subsequent learning. 
Additionally, it is possible that participants expected feature descriptions to be pro‑
vided during the final test, which may have led them to rely heavily on verbal cues 
rather than processing other visual cues in the rock images in later learning. Future 
research will need to investigate how different levels of retrieval effort influence the 
effect of testing on category learning.

Different from our hypothesis, however, this study found no evidence for a ben‑
eficial effect of feature highlighting on natural category learning. Although remov‑
ing feature highlighting from the interim test materials eliminated the negative effect 
of feature highlighting found in Experiment 1, a positive effect was never demon‑
strated in Experiments 2 and 3. Even when the viewing time of feature highlighting 
feedback was increased to 4 s (Experiment 3), as in previous work (Miyatsu et al., 
2019), this did not improve learning. Indeed, Bayesian analyses revealed anecdo‑
tal to moderate evidence in favor of the null effect of feature highlighting in both 
Experiments 2 and 3. Also, the mean effect size computed from a random‑effects 
meta‑analysis of all three experiments was not significant for Section A, d = ‑0.09, 
95% CI [‑0.53, 0.35], and Section B, d = ‑0.26, 95% CI [‑0.66, 0.15]. Our results 
were consistent with those of more recent research (Whitehead et al., 2021), which 
also did not observe the benefits of feature highlighting.

Several category learning models have proposed that during the initial category 
learning, learners generate simple and explicit verbal rules (e.g., Ashby et al., 1998; 
Nosofsky et al., 1994). Accordingly, we hypothesized that students would use fea‑
ture highlighting as the rules, which would reduce the cognitive burden for inef‑
ficient hypothesis search and testing and increase the benefits of testing. In contrast 
to our hypothesis, the interim activity did not interact with feature highlighting in 
any of the reported experiments. Additionally, Bayesian analyses revealed anecdo‑
tal evidence for the null effect of interim activity by feature highlighting interac‑
tion. When we increased the sample size in Experiment 3, significant testing effects 
were obtained regardless of the presence of feature highlighting; feature highlight‑
ing neither increased nor decreased the testing benefits. There was no statistically 
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significant difference between the FH test and no‑FH test conditions in either the 
interim or final test scores.

One possible explanation for the lack of feature highlighting benefit is the lim‑
ited viewing time given during the learning session. Previous research has raised 
concerns about the insufficient viewing time required to process rock images, which 
might compete with the viewing time needed to read verbal descriptions (Meagher 
et al., 2022; Miyatsu et al., 2019). In the present study, participants were given 4 s 
for each rock image during the learning sessions and 2 s (Experiments 1 and 2) or 
4 s (Experiment 3) for each feedback page during the interim test session where they 
had to visually process both textual and pictorial information in an experimenter‑
paced manner. Although we determined the duration of each trial based on our pilot 
and previous studies (Lee & Ahn, 2018; Miyatsu et  al., 2019), some participants 
might still find it short. The fact that the negative effect of feature highlighting dis‑
appeared when the feature highlighting was removed from the rock exemplars in 
learning sessions (Experiment 3) and interim test problem images (Experiments 2 
and 3) also suggests the plausibility of this account. When feature highlighting was 
eliminated, the FH groups may have had sufficient time to process the entire rock 
image without being distracted by verbal descriptions. Also, processing feature high‑
lighting may not necessarily reduce cognitive burden as we hypothesized. Although 
the provision of feature highlighting can reduce inefficient hypothesis search and 
testing, it can instead increase the cognitive burden for processing both textual and 
pictorial information. Additionally, one notable difference between Miyatsu et al.’s 
(2019) and our research was the duration of the entire learning session. In the previ‑
ous study, participants observed each exemplar once during the observation phase 
and 24 times (2 repetitions × 12 blocks for each rock exemplar) during the feedback 
learning phase. In the current study, participants observed each exemplar once dur‑
ing Section A and once during the interim session. The shorter learning session in 
the current study may have made it difficult to obtain the benefits of feature high‑
lighting. The effectiveness of learning methods can vary depending on the amount 
of practice (e.g., Brunstein et al., 2009). The benefits of feature highlighting may be 
limited when learners do not have sufficient time to integrate the information into 
their understanding. Also, the effect of feature highlighting may change depending 
on the characteristics of learning materials (e.g., Rosedahl et al., 2021). Given mixed 
findings regarding the effect of feature highlighting, future research should exam‑
ine whether the effect of the feature highlighting changes depending on the learning 
context (e.g., self‑ vs. experimenter‑paced study) and type of learning materials.

Furthermore, our study did not reveal the positive effect of combining two learn‑
ing strategies (interim testing and feature highlighting) on natural category learning. 
Many prior studies have shown that combining multiple empirically supported strat‑
egies do not always lead to learning enhancement. For example, Whitehead et  al. 
(2021) employed feature highlighting with interleaving and did not find a positive 
effect of feature highlighting. Given that recent studies and ours have failed to show 
the benefits of using feature highlighting with another empirically supported strat‑
egy, future research should investigate when feature highlighting does and does not 
enhance natural category learning and how it can be successfully combined with 
other instructional methods.
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Conclusion and Practical Implications

The findings of the present study suggest that providing more information does not 
necessarily facilitate natural category learning in two ways. First, giving information 
(restudy) was less effective than withholding information (testing). When taking a 
test, learners must retrieve information from their memory without being presented 
with the learning materials. However, when restudying, learners are provided with 
all the information. Our results indicate that active retrieval attempts are more ben‑
eficial for natural category learning than passive restudying. The present study also 
showed that the forward effect of testing can be expanded to natural category learn‑
ing, in addition to replicating prior work on the backward effect of testing (Jacoby 
et al., 2010). With numerous studies on the testing effects (McDermott, 2021; Row‑
land, 2014), the present study demonstrates that testing is an effective learning tool 
for various learning tasks. Second, feature highlighting did not further enhance 
learning. These findings again suggest that providing additional information is not 
necessarily more beneficial. In the present study, participants in the FH conditions 
could use the given feature highlighting to distinguish categories, while those in the 
no‑FH conditions had to learn categories by abstracting the features of each cate‑
gory themselves. Although less information was provided, participants in the no‑FH 
conditions performed better or showed as good performance as those in the FH con‑
ditions. Feature highlighting was especially harmful when presented more (Exper‑
iment 1) than less (Experiments 2 and 3) during learning, further indicating that 
more information is not necessarily better than less information.

This study has important educational implications. Given that our study showed 
both the backward and forward effects of testing in natural category learning, sci‑
ence teachers may be able to improve students’ category learning by interpolat‑
ing tests between learning segments and encouraging students to use self‑testing. 
However, the use of feature highlighting in natural category learning requires some 
caution. Even when textual descriptions are explicitly provided with pictorial exam‑
ples in many educational resources, the addition of such verbal information may 
not guarantee more effective learning. It may even hinder learning, especially when 
the  processing of  textual information interferes with the processing  of pictorial 
information.
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