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Abstract
Retrieval practice has been widely studied as an effective strategy for enhancing memory.
In this review article, we discuss how its effects on learning complex problem-solving
procedures are less straightforward, however, with repeated studying of worked examples
sometimes more effective than problem-solving practice. This worked example benefit
has been interpreted within the framework of cognitive load theory. In both memory-
based tasks and problem-solving tasks, students rate retrieval as more effortful, and less
effective for learning, than repeated study. Self-regulated learning decisions do not align
with the evidence about the effectiveness of retrieval, as students often avoid using
retrieval in memory-based tasks but frequently use it in more complex problem-solving
tasks. Patterns associated with self-report survey data and self-regulated learning deci-
sions suggest that retrieval may be used primarily as a means of checking knowledge, and
the effort experienced during retrieval may drive subsequent study decisions (i.e., the
choice to engage in retrieval vs. further study) to the extent that the experienced effort is
interpreted as a sign that learning has been ineffective. We discuss implications of
students’ views about the purpose of retrieval for effective monitoring and regulation of
effort during learning, and propose interventions that may improve students’ optimal use
of retrieval in their study decisions.
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Learners of today have a wide variety of options for how to go about acquiring new knowledge
and skills. Non-traditional, unstructured learning opportunities such as massive open online
courses (MOOCs) are becoming increasingly available, and formal educational environments
as well are providing increased amounts of auxiliary materials and extra resources—such as
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supplemental instruction, chapter quizzes, and online discussions—to help students learn. The
ever increasing availability of options means that students have more choices now than ever
before with regard to how they go about learning information.

Among the many choices that students face are what kind of learning resources and
strategies to use, how to use them, and when. For example, students wishing to learn and
remember information for exams might know that it is good to study the information more
than once, but how many times should they study? When is the best time to study? What is the
best way? Assuming the goal is to learn the information well, students would want to know
that they are making the right study decisions that will maximize their understanding of the
material and meet their learning goals.

Meeting these goals requires skill at successfully monitoring and regulating one’s own
learning. Research on self-regulated learning examines the decisions that students make while
studying, what informs those decisions, and the consequences of those decisions for learning
outcomes (Bjork et al. 2013; de Bruin and van Gog 2012; Dunlosky and Ariel 2011). One area
of particular interest concerns the degree to which students are making the right decisions
during study that will optimize their learning. That is, how well do students’ study decisions
align with strategies that are known to effectively enhance learning?

Several decades of research from cognitive science and educational psychology have
revealed principles that reliably enhance learning (for reviews, see Dunlosky et al. 2013;
Pashler et al. 2007; Rohrer and Pashler 2010). For example, learning can be significantly
enhanced by inserting extra time in-between repeated study sessions—i.e., the widely docu-
mented benefits of spacing, or distributed practice (Carpenter 2017; Delaney et al. 2010;
Toppino and Gerbier 2014)—by mixing up, or interleaving, the order of different types of
procedures when studying things like mathematical formulas (Rohrer and Taylor 2007; Taylor
and Rohrer 2010), categorical properties (Kornell and Bjork 2008), and language skills (Pan
et al. 2019), and by practicing to retrieve information frommemory rather than studying it over
again (Rowland 2014). These techniques increase the difficulty or effort involved in learning
while also increasing the ultimate durability of that learning, and as such they have come to be
known as “desirable difficulties” (Bjork et al. 2013).

Students do not have a good sense of the effectiveness of these techniques, however.When asked
to judge the effectiveness of these techniques for their own learning, students often express that they
learn better through massed rather than distributed practice (Logan et al. 2012), through blocked
rather than interleaved presentation (Kornell and Bjork 2008; Wahlheim et al. 2012), and through
repeated studying rather than retrieval (Tullis et al. 2013). Even after direct experience—for
example, by learning some material through blocking and some through interleaving—students
still tend to endorse the less effective strategy of blocking, evenwhen their own performance reveals
benefits of interleaving (Birnbaum et al. 2013).

Thus, students have a hard time determining when effort is good for learning. As successful
learning depends on investing the right amount of effort at the right times, the accurate
monitoring and regulation of effort are critical to the learning process. Chief among the
challenges involved in accomplishing this is the fact that effort is not always a diagnostic
cue of learning. Although the effort involved in learning can sometimes reflect desirable
difficulties, other times effort can arise from factors that do not benefit—and could signifi-
cantly impair—learning. This places particular importance on understanding students’ aware-
ness of the distinction between effortful experiences that are productive vs. non-productive for
learning, and students’ regulation of cognitive resources in a way that optimally manages this
effort to achieve learning goals.
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The Effort Monitoring and Regulation (EMR) Framework integrates cognitive load theory
and self-regulated learning theory to address these important issues (de Bruin et al. 2020). The
framework incorporates input from the task level and metacognitive level that interact via
monitoring and control processes, with cognitive load incorporated as a central component that
interacts with both levels and both processes. Three broad research questions generated from
this framework include (1) How do students monitor effort? (2) How do students regulate
effort? and (3) How do we optimize cognitive load on self-regulated learning tasks?

In this article, we focus onQuestions #1 and #2within the context of a learning technique that has
been widely studied but appears to be sub-optimally utilized in students’ self-regulated learning
decisions. Retrieval practice—the act of practicing to retrieve information from memory—can
significantly enhance memory retention of that information. Although the benefits of retrieval
practice are well-documented for memory-based tasks, these benefits are less likely to occur for
more complex problem-solving tasks. Cognitive load theory provides a framework for predicting
when the efforts involved in retrieval are beneficial and when they are not. Interestingly, students’
self-regulated learning decisions involving retrieval are misaligned with the empirical evidence, as
students tend to avoid using retrieval when it would be beneficial (formemory-based tasks) and they
readily use retrieval when it would not always be beneficial (for problem-solving tasks). In both
types of tasks students rate retrieval as more effortful, and less effective for learning, compared to
pure study. We review evidence showing that students’ self-regulation decisions involving retrieval
may be driven by students’ views about the role of retrieval in learning, and how theymight interpret
the role of effort involved in retrieval. Finally, relevant to Question #3 of the EMR framework, we
propose potential intervention approaches that may increase students’ likelihood of optimally using
retrieval practice when they study on their own.

Retrieval Practice

Retrieval practice is one of the most widely studied cognitive science principles for enhancing
memory. The earliest studies on retrieval practice were conducted over 100 years ago (e.g.,
Abott 1909; Gates 1917), and in the last few decades alone, hundreds of additional studies
have been added to the ever growing literature on this topic (for recent reviews and meta-
analyses, see Adesope et al. 2017; Dunlosky et al. 2013; Rowland 2014).

The typical design of a retrieval practice study involves an initial opportunity to encode
some information (e.g., reading a text passage), followed by an opportunity to retrieve that
information from memory. This retrieval condition can be compared to a control condition that
involves additional exposure to the information without requiring retrieval, such as another
opportunity to simply read the information. On a final memory test over all of the information
given some time later, information learned through retrieval is typically remembered signifi-
cantly better than information learned through re-reading.

This finding has been observed in numerous laboratory studies using a variety of materials
such as simple word lists and word pairs (Carpenter et al. 2006; Carpenter and Yeung 2017),
face-name pairs (Carpenter and DeLosh 2005), foreign language vocabulary (Pyc and Rawson
2010), trivia facts (Carpenter et al. 2008), text passages (Butler 2010; Hinze et al. 2013), and
video-based materials (Butler and Roediger III 2007; Endres et al. 2017). The benefits of
retrieval have been shown to be quite durable, as final tests that are given weeks or months
later still show memory advantages of information that had been retrieved compared to
restudied (Carpenter et al. 2009; Carpenter et al. 2008).
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Additional research has revealed factors that sometimes moderate the benefits of retrieval.
Although one retrieval (vs. restudy) opportunity can produce these benefits, the effects of
retrieval are stronger when multiple retrieval (vs. restudy) opportunities are provided
(Carpenter et al. 2008; Kuo and Hirshman 1996; Rawson and Dunlosky 2011). The benefits
of retrieval over restudy can also occur even when no corrective feedback or opportunity to
restudy the material after retrieval is provided (Carpenter 2009, 2011); however, retrieval is
even more effective when followed by feedback that allows learners to correct errors (Kang
et al. 2007). Part of what makes retrieval effective, therefore, could be that it enhances the
effectiveness of additional encoding opportunities through revealing to learners what they
know (i.e., can retrieve) and do not know (i.e., cannot retrieve). Indeed, several studies have
found that metacognitive calibration—i.e., the accuracy with which learners can predict future
test performance—is significantly enhanced following retrieval attempts compared to restudy
(Agarwal et al. 2008; Carpenter et al. 2016; Little and McDaniel 2014; Tullis et al. 2013).
Retrieval may thus have direct benefits on memory through the processes involved in the act of
retrieval itself, as well as indirect benefits through the act of revealing to learners what they
know and do not know, that enhance the effectiveness of subsequent encoding opportunities
(Arnold and McDermott 2013; Roediger III et al. 2011b).

Studies conducted in real educational settings have confirmed the benefits of retrieval. For
example, retrieval (relative to re-reading or re-exposure to the information) has been shown to
significantly benefit memory for the names of toys in preschool children (Fritz et al. 2007),
new vocabulary in elementary school students (Goossens et al. 2014a; Goossens et al. 2014b),
science information in third grade students (Jaeger et al. 2015), social studies information in
middle school students (Roediger III et al. 2011a), history information in middle school and
high school students (Carpenter et al. 2009; McDermott et al. 2014), and psychology infor-
mation in college students (McDaniel et al. 2007; Thomas et al. 2020). Real classroom
environments are not always conducive to the inclusion of a re-exposure control group, so
some classroom-based studies on retrieval practice have instead been designed to compare the
effects of retrieval activities vs. no retrieval activities (e.g., McDaniel et al. 2011). Studies of
both types have been accumulated in recent reviews and meta-analyses reporting beneficial
effects of retrieval in classroom-based settings (Adesope et al. 2017; Schwieren et al. 2017).

Limitations of Retrieval Practice

Studies on retrieval practice have typically explored memory retention of relatively discrete
types of material that can be straightforwardly recalled. Though the benefits of retrieval are
well-established for materials such as word pairs, foreign language vocabulary, definitions, and
recall of text materials, the effects of retrieval have been explored less often with more complex
tasks that require learners to not just recall information, but also apply it in a new way.

Some studies have begun to explore the effects of retrieval on the formation and application
of complex concepts and principles, and have found that the effects of retrieval in these types
of tasks are not always straightforward. Tran et al. (2015) explored the effects of retrieval vs.
rereading on deductive inferences. They first presented participants with scenarios that
consisted of several premises (e.g., (1) students commute from off-campus housing to campus
by any of 3 routes; (2) on Ash, students may walk, bike, or drive; (3) on Birch, only walking is
allowed; (4) on Canyon, only biking or walking is allowed; (5) if it is raining, students do not
bike; (6) if it is hot, students drive to campus or take Birch; (7) freshmen are not allowed to
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have cars). After reading the premises once, participants either continued reading the premises
again (rereading), or they tried to recall portions of the premises that were missing (retrieval;
e.g., On Birch, only ______ is allowed) and then received feedback of the correct answer (e.g.,
walking). On both immediate and delayed final tests requiring participants to draw inferences
from the premises (e.g., Which form(s) of transportation are allowed on all three routes? (A)
walking, (B) biking, (C) driving, (D) walking and driving, (E) walking and biking), there was
no difference in performance according to whether participants learned the premises through
rereading or through retrieval.

Follow-up studies have revealed that retrieval can benefit deductive reasoning when it
promotes more effective memory for the premises, however. Wissman et al. (2018) observed
the same outcomes as Tran et al. (2015) when using the same materials and same basic
procedure. However, when participants were given extra practice at retrieving the premises
through cued recall with feedback, initial retrieval success was increased, and subsequent final
test performance on both a memory test and deductive inference test was higher following
retrieval compared to rereading. Eglington and Kang (2018) also found the same results as
Tran et al. when the premises were presented one at a time. However, when the premises were
presented simultaneously (to facilitate processing of the relationships between them), retrieval
facilitated later performance on the deductive inference test.

Other studies have explored the effects of retrieval on analogical problem-solving. Peterson
and Wissman (2018) provided participants with a problem scenario about a military general
who plans to lead his army to capture the fortress of an evil dictator, but must avoid the
landmines that the dictator has placed along the roads leading to the fortress (see Gick and
Holyoak 1980). The mines can be avoided if small numbers of people traverse the roads, but
not if the entire army traverses at once. The solution to the problem (divide the army into
smaller groups that each uses a different road) was presented along with the problem scenario.
After reading the problem and solution, participants either read it again or attempted to retrieve
it from memory. When given a new problem to solve that differed in surface features but
required the same underlying solution (e.g., a doctor wishing to use radiation to destroy a
tumor, but the intensity needed to destroy the tumor would also destroy healthy tissue),
participants were not generally better at solving the new problem if they had previously
retrieved (rather than reread) the original problem and solution. However, when participants
performed well on the initial retrieval task (i.e., when they retrieved enough key idea units
needed to solve the problem), those who retrieved rather than reread the initial problem and
solution were significantly more likely to solve the second problem.

Using similar materials, Hostetter et al. (2019) found that retrieval of a problem scenario
(compared to rereading or copying the scenario) did not enhance later ability to apply the same
solution to a new problem. In their design, the final test included new problems to solve in addition
to a memory test over the original problem scenario that was learned via retrieval, rereading, or
copying. Although retrieval practice benefited overall memory for the original problem scenario, it
did not enhance memory for the specific details that were common to the original and new problem
and that were critical for solving the new problem (Experiment 1). However, when participants
learned the original scenario by retrieving or rereading only the details that were critical for solving
the new problem they would later receive (Experiment 2), memory for these details was enhanced
by retrieval, as was the ability to solve the new problem.

Thus, as with deductive inference tasks, the potential of retrieval to enhance analogical
problem-solving appears to depend partly upon the degree to which it enhances memory for
the requisite information needed to solve the problem. Both Peterson and Wissman (2018) and
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Hostetter et al. (2019) found that retrieval of the original problem only benefited solving of the
new problem when participants were given a hint that the previously-learned solution could be
used to solve the new problem. This indicates that although retrieval may enhance memory for
the information needed to solve a problem, it does not appear to enhance the spontaneous
decision to use that information in a new context.

These findings suggest that retrieval may enhance performance on complex tasks to the
extent that performance depends, at least in part, on memory of previously acquired informa-
tion. Although this seems to be the case for deductive and analogical reasoning, other types of
complex tasks may be less dependent upon memory for specific items. The learning of
concepts and principles, for example, requires learners to build a general representation of
those concepts or principles through identifying their common properties, which might rely on
the extraction of commonalities across multiple instances rather than on memory for specific
pieces of information. To the extent that retrieval practice primarily benefits memory retention,
retrieval may not be the optimal way to facilitate the processing needed for the induction of
complex concepts and principles.

Studies on the acquisition of problem-solving procedures have explored the ways in which
learning is affected by studying examples of the procedures vs. trying to use those procedures
to solve problems. To the extent that problem-solving attempts represent a form of retrieval
(i.e., trying to apply a previously-introduced solution to a current problem), this research
shows that those retrieval attempts are generally not more effective than opportunities for
extended study of the solution procedures. van Gog et al. (2011) presented a series of problem
scenarios on electrical circuit malfunctions. Students’ job was to learn to diagnose and
troubleshoot the malfunctions. During a learning phase, the scenarios were sometimes pre-
sented in the form of problems that needed to be solved. That is, students were presented with
a diagram of an electric circuit and had to apply a particular law to determine how the circuit
should function. Then, based on a series of measurements from the system that indicated it was
not functioning properly, they had to diagnose where the malfunction was occurring. Other
times, the same scenarios were presented as fully worked out examples with all of the
information provided about how the circuit should function and where the malfunction
occurred, so that students could study the problem and solution procedures but did not have
to try to solve it. Students were randomly assigned to the problem solving condition or to the
worked example condition, or two hybrid conditions in which problem solving was followed
by a worked example (problem-example) or a worked example was followed by an attempt to
solve the problem (example-problem). On an immediate final test over new problems that had
the same type of circuit malfunctions, performance was best for students who learned from
worked examples compared to problem solving. Worked examples followed by problem
solving (example-problem) produced performance comparable to worked examples alone,
and problem solving followed by worked examples (problem-example) produced performance
comparable to problem solving. Furthermore, ratings of mental effort during learning were
higher for the problem solving and problem-example groups than for the worked example and
example-problem groups, indicating that starting with problem-solving practice (rather than
worked examples) was more effortful.

Using the same materials, van Gog and Kester (2012) found that immediate final test
performance was similar following study of fully worked examples vs. example-problem
sequences. van Gog et al. (2015) replicated this same outcome on both an immediate and 1-
week delayed final test, as well as the finding reported by van Gog et al. (2011) that mental
effort during learning was higher for example-problem sequences than for worked examples.
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Similar results have been found for different types of problem solving tasks. Baars et al.
(2014) found no significant differences in the degree to which fifth grade students learned to
solve the “water jug” problem as a function of whether they learned from worked examples or
alternating example-problem pairs. This was the case even though the latter provided a greater
number of exposures to the material and thus more opportunities for practice. Judgments of
learning also showed that students overestimated their own future test performance to a greater
degree after worked examples compared to problem-solving. Using probability problems based
on Poisson distributions, Yeo and Fazio (2019, Experiment 1) found that studying four worked
examples, compared to one worked example followed by three problem-solving attempts,
produced significantly better problem-solving performance on final tests administered after
both 5 min and 1 week. Judgments of learning were also higher following study of worked
examples compared to problem-solving practice. The benefits of worked examples have been
observed in a variety of other problem-solving tasks as well (e.g., Cooper and Sweller 1987; for
reviews, see Atkinson et al. 2000; Renkl 2014; Salden et al. 2010; Sweller 2006).

Cognitive Load Theory

The pattern of results described above has been interpreted within the framework of cognitive
load theory (Paas et al. 2003; Paas et al. 2010; Sweller 1988, 1994). This framework proposes
that learners have limited cognitive resources, and the way in which those resources are
expended during learning determines whether or not learning will be effective. Learning is
optimized to the extent that these limited resources are spent processing the relevant aspects of
the task that are needed for long-term learning.

Processing resources are affected by cognitive load, which can arise from intrinsic sources
(inherent to the type of learning or the individual learner’s knowledge), extraneous sources
(factors present in a learning situation that do not contribute to learning), or germane sources
(relevant aspects of the task that contribute directly to learning) (Sweller et al. 1998; Sweller
2010). Learning suffers if working memory is overloaded by processing information that is not
relevant to the knowledge and skills required for the task. Complex learning situations contain
a variety of elements that must be processed, and successful learning depends upon whether
these elements are processed in a way that optimally manages cognitive resources, minimizing
extraneous load and allowing sufficient room for germane load. The complexity of a learning
situation is defined by the level of element interactivity, or the number of elements that must be
simultaneously processed and related to one another in working memory (Sweller 1994,
2010). Some types of learning are inherently low in element interactivity, such as the learning
of individual words or vocabulary that can occur without reference to other individual items
being learned. Other types of learning, such as a series of interrelated steps to carrying out a
solution to a problem, are higher in element interactivity because they contain multiple pieces
of information that must be integrated and processed simultaneously.

Cognitive load theory is commonly used to explain the effects of worked examples in
learning complex concepts and principles. In the early stages of learning, novice learners
benefit by viewing worked examples because these examples illustrate the principle being
learned and encourage limited resources to be spent on processing the relevant properties of
that principle that will foster the development of a general representation or schema (Kalyuga
et al. 2010; Sweller 1988, 2010). Attempting to apply the principle too early (before learners
have developed an understanding of it) encourages the use of strategies that make ineffective
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use of limited resources (e.g., trial-and-error or means-end analysis), divert attention away
from developing an understanding of the principle, and undermine schema acquisition. Once
learners develop a schema for the principle, they can shift resources to processing the relevant
principle-based information and no longer expend resources on irrelevant information. Worked
examples that illustrate that principle now become redundant and resources are more effectively
spent on practicing to apply the principle. Consistent with this reasoning, studies have shown
that the effectiveness of worked examples depends on a learner’s level of knowledge. Novice
learners who have low prior knowledge on a given topic learn as well or better by starting with
worked examples compared to problem-solving practice, whereas more advance learners who
have developed high prior knowledge on the topic benefit more from problem-solving practice
(Kalyuga et al. 2003; Kalyuga et al. 2001; Kalyuga 2007; Reisslein et al. 2006).1

Some research has shown that the transition from studying worked examples to problem-
solving practice can be facilitated through intermediary approaches in which learners are given
partially worked out solutions and have to complete some of the solution steps (van
Merriënboer et al. 2003), or through a faded example procedure in which the solution steps
for fully worked examples are presented and then increasingly removed on subsequent
exposures (Renkl and Atkinson 2003; Renkl 2014). The idea behind these approaches is that
the incremental introduction to problem solving helps learners practice applying the solution
procedures without overtaxing the cognitive resources they need to manage the demands
associated with independent problem solving.

Thus, the degree to which novice learners need the extra scaffolding afforded by worked
examples may depend on the complexity of the task. Consistent with this notion, it has been
proposed that the benefits of worked examples increase as element interactivity increases
(Leahy et al. 2015; van Gog and Sweller 2015; van Gog et al. 2015). This idea was directly
explored recently by Hanham et al. (2017), who compared the effects of retrieval vs. studying
of worked examples on students’ writing skills under different levels of element interactivity.
Students first received a worked example to illustrate the objective of the task (e.g., writing a
persuasive argument or a poem), and then were provided with an additional worked example
or attempted to write the material on their own. A final test over the relevant writing skills
revealed that students benefited by trying to write the material on their own instead of studying
extra worked examples under conditions in which element interactivity was low (i.e., a
template was provided for the persuasive argument in Experiments 1 and 2), but this advantage
was eliminated under conditions in which element interactivity was increased (i.e., by requir-
ing students to learn several rules for constructing a particular type of poem in Experiment 3),
and significantly reversed under conditions that further increased element interactivity (i.e., by
using the same poem task but including younger students as participants in Experiment 4, and
removing the instructional guidance that illustrated the rules in Experiment 5 (although a
replication with a delayed final test yielded no performance differences between groups)).

This research suggests that the benefits of retrieval are not ubiquitous and may depend on
the complexity of the task. Much of the research on retrieval practice with novice learners has
been conducted with declarative memory tasks for which the level of element interactivity is
low. Benefits of retrieval are regularly observed under these conditions, but have not been
observed under conditions involving principle-based rules or problem-solving procedures
when the level of element interactivity is high. From a cognitive load perspective, studying

1 The order of participants’ choices indicated that they sometimes used the restudy opportunities as feedback
following the test opportunities, particularly for definitions they could not recall.
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worked examples in problem-solving tasks reduces the extraneous load that would otherwise
occur by trying to solve the problems using inefficient strategies that are not based on
knowledge of the correct procedures (e.g., trial-and-error or means-end analysis), and this
reduced extraneous load frees up resources to focus on the relevant problem-solving proce-
dures that are illustrated by the examples and that contribute to the development of a solution-
based schema.

In a recent re-conceptualization of cognitive load theory, Kalyuga and Singh (2016) proposed
that the development of a solution-based schema may not be the only goal of learning in a
complex task, however. In problem-solving tasks, learners need to induce underlying rules and
procedures associated with the solution, but they also need to successfully remember those rules
and procedures for future use. Effective learning depends on the optimal managing of cognitive
resources in a way that facilitates the goals of the task, and those goals might entail different
processing and thus different approaches to effectively managing those resources. In this way,
depending on the goals for learning (i.e., rule induction vs. memory proficiency), a given
manipulation may produce different outcomes even within the context of the same task. There
is much evidence supporting the use of repeated studying (i.e., worked examples) in facilitating
rule induction (Atkinson et al. 2000; Baars et al. 2014; van Gog et al. 2011; van Gog and Kester
2012; vanGog et al. 2015); however, if retrievalmore effectively enhancesmemory retention than
study, then memory for the rule itself might benefit from retrieval. To the extent that enhanced
memory for the rule is needed for future problem-solving performance (i.e., after a delay), retrieval
could be more effective than study for facilitating future problem solving.

In the only known study to investigate this within the same task context, Yeo and Fazio (2019)
compared studying of worked examples vs. problem-solving practice using non-identical isomor-
phic problem scenarios (the typical procedure in studies of worked examples) vs. identical problem
scenarios in which the probability problem was the same from one trial to the next but the specific
numbers were altered. On 1-week delayed final tests containing new problems, non-identical
problem scenarios produced a benefit of worked examples over problem-solving (Experiment 1),
but identical problem scenarios produced a benefit of problem-solving over worked examples
(Experiment 2). Thus, even in the context of the same problem-solving task, the effectiveness of
retrieval over study depended on the goals for learning. Study was more effective than retrieval for
inducing the solution procedure from non-identical problems, whereas retrieval was more effective
than study for remembering the solution procedure that was practiced with identical problems. The
authors concluded that both study and retrieval can benefit learning in problem-solving tasks, but
they do so through different mechanisms. These data are consistent with those from studies on
deductive inferences and analogical reasoning tasks showing that the benefits of retrieval depend
upon the degree to which the ultimate learning outcomes depend on enhanced memory for the
information needed to solve the problem (Eglington and Kang 2018; Hostetter et al. 2019; Peterson
and Wissman 2018; Wissman et al. 2018). Given the contribution of memory to higher-order
problem solving and transfer performance (Barnett and Ceci 2002), it appears that retrieval can
benefit learning in such higher-order tasks through enhancing memory for the principles and
procedures that must be applied.

Retrieval Practice in Self-Regulated Learning

Although empirical research can provide much evidence about the effectiveness of particular
learning techniques, those techniques are not likely to benefit learning if students do not use them.
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Therefore, it is important to explore whether students utilize retrieval in their own studying, and
whether they utilize it in the ways that would bemost effective. The results of the studies reviewed
above suggest that retrieval is beneficial for improving learning in tasks that rely primarily on
memory recall, but not always in more complex tasks that rely on the induction of problem-
solving rules and procedures. When learning information, do students make decisions consistent
with this evidence and choose to engage in retrieval when it would be most effective for their
learning?

This question has been addressed in a number of studies that allow participants to select
their own strategies while studying information. We divide this section into studies that have
explored students’ self-regulated learning in memory-based tasks and in more complex
problem-solving tasks. Both sections include measures of students’ self-regulated learning
decisions involving retrieval in both laboratory- and classroom-based environments.

Memory-Based Tasks Studies exploring memory-based learning (which should benefit from
retrieval) show that students commonly avoid using retrieval in their studying. In a study by
Karpicke (2009, Experiment 4), participants learned a list of Swahili-English word pairs for an
upcoming memory test 1 week later. After an initial encoding phase over each word pair,
participants were asked to make a decision about whether they would like to (a) test their
memory of that word pair, (b) study the word pair again, or (c) drop the word pair from the list
and not see it again. Despite evidence that attempting retrieval would be the most effective
strategy (based on the results of a preliminary study using the same items), participants chose
more often to restudy the word pairs (about 55% of items) than to be tested over them (about
35% of items).

A similar preference for restudying over testing was found by Dunlosky and Rawson
(2015a, Experiments 1-2) in a study where participants learned definitions for key terms from
developmental psychology (e.g., object permanence). After studying each term and definition
once, participants were given unlimited opportunities to learn the terms and definitions by (a)
restudying each term and definition together, (b) trying to recall the definition for each term, or
(c) judging the accuracy of their recall using feedback of the correct definition for each term.
Participants could choose any of the three options for any of the terms, in any order, as often as
they liked. Results showed that participants engaged in more overall practice trials involving
restudy (choosing to restudy each item about 2.6 times, on average) than testing (choosing to
recall each definition less than 2 times, on average), and they chose restudying and testing
more often than judging the accuracy of their answers (which they chose about 1.4 times per
item, on average). When given the option, participants thus appear to choose restudy oppor-
tunities more often than retrieval opportunities in their self-regulated learning.2

Further research has revealed that students’ choices of when to use retrieval for memory-
based tasks depend on other factors. In particular, the difficulty of the learning task can
influence these decisions. Tullis, Fiechter, and Benjamin (2018, Experiments 2-5) presented
participants with word pairs that were either related (easier to learn) or unrelated (harder to
learn), and following each word pair participants were allowed to choose whether they wanted
to (a) see that word pair again for restudy, (b) be tested over that word pair, or (c) drop that

2 Similar interactions have been reported in memory-based tasks, where learners with high prior knowledge show
larger benefits of retrieval over restudy (Carpenter et al., 2016), and learners with higher fluid intelligence show
larger benefits of retrieval for difficult items compared to easier items whereas learners with lower fluid
intelligence show larger benefits of retrieval for easier items than for difficult items (Minear, Coane, Boland,
Cooney, & Albat, 2018).
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word pair so that it would not be seen again. Participants’ choices of which strategy to use
depended upon the type of item, such that for unrelated items participants more often chose to
restudy than to be tested, and for related items they more often chose to be tested than to
restudy. Thus, participants chose testing more often for easier items and restudy more often for
more difficult items. During the practice phase, half of participants’ choices were honored (i.e.,
they were given a restudy opportunity when they chose restudy, and a test opportunity when
they chose test), and half were dishonored (i.e., they were given a restudy opportunity when
they chose test, and a test opportunity when they chose restudy). When practice tests were
accompanied by feedback (Experiments 4–5), a final test 2 days later revealed an overall
benefit of testing over restudying regardless of whether participants’ choices had been honored
or dishonored. That is, despite participants’ decisions to use testing for easier items more than
for difficult items, testing with feedback ended up resulting in general learning benefits over
restudying for both types of items.

Similar results were observed by Toppino et al. (2018), who found that participants were
more likely to choose to restudy word pairs under more difficult learning conditions (i.e., when
word pairs were unrelated and a longer lag was inserted in-between initial study and subse-
quent presentation of each item) and more likely to choose testing under easier learning
conditions (i.e., when word pairs were related and a shorter lag was inserted in-between initial
study and subsequent presentation). The results of these two studies indicate that students seem
to rely on the perceived difficulty of a retrieval opportunity when making their decisions about
whether or not to use retrieval in their self-regulated learning. Students’ reliance on perceived
difficulty or effort as a cue for self-regulated learning could be misleading, however, as Tullis
et al. (2018) found that testing with feedback—regardless of item difficulty—produced better
retention than restudy. Thus, students may misinterpret the role of effort in self-regulated
learning, such that they avoid choosing strategies that involve greater effort, even when those
strategies are objectively better for learning.

Indeed, the perceived effort involved in retrieval appears to be a key factor underlying
students’ decisions to use it in their self-regulated learning. Kirk-Johnson, Galla, and Fraundorf
(2019, Experiment 2) had participants learn two text passages, one through retrieval (i.e.,
answering fill-in-the-blank questions from the passage after reading it) and the other through
restudy (i.e., reviewing intact statements from the passage after reading it). Immediately after each,
participants were asked to rate the mental effort involved in the task and how much they thought
they had learned from it. After reading both passages and experiencing both retrieval and restudy,
participants answered further questions about which strategy required more effort and which one
wasmore effective for their learning. Participants were then given a third passage to read andwere
asked to choose whether they would like to review the passage (for an upcoming test) using either
the retrieval or restudy strategy. Most participants (69%) chose restudy and a much smaller
percentage (31%) chose retrieval. Participants also rated retrieval as more effortful, and less
effective for their learning, compared to restudy. Of primary interest, these judgments influenced
strategy decisions in a particular way. Greater judgments of effort associated with retrieval
(compared to restudy) led to a reduced tendency to choose retrieval during self-regulated learning
of the third reading passage. This relationship was mediated by the perceived learning effective-
ness associated with retrieval, in that greater effort involved in retrieval predicted lower perceived
effectiveness of retrieval for learning, which in turn predicted the decision to avoid retrieval and
opt for restudy during self-regulated learning. Thus, students’ decisions to forego a more
cognitively demanding retrieval strategy (compared to an easier restudy strategy) appear to be
driven by the assumption that retrieval is not an effective strategy for learning.
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These results are consistent with other literature showing a negative relationship between
effort and perceived learning (see Baars et al. 2020), and with the results of a number of studies
showing that students are largely unaware of the direct benefits of retrieval. In recent survey
studies inquiring about undergraduate students’ study methods, a fairly large portion of
students—over 70%—reported that they regularly test themselves with questions or practice
problems (Geller et al. 2018; Hartwig and Dunlosky 2012). In these studies, over 60% of
students also reported that they regularly engage in re-reading of course material as part of their
studying. When students were asked why they use self-testing, the majority of students from
these and other survey studies (e.g., see Kornell and Bjork 2007) reported that they use self-
testing to figure out how well they have learned the information they are studying. A small
portion of students (less than 30%) reported that they use self-testing because they learn better
that way than through re-reading, and an even smaller portion (less than 15%) reported that
they use self-testing because they enjoy it more than re-reading. Thus, students appear to use
self-testing, but primarily as a means of checking their knowledge, not because they feel it
helps them learn, and certainly not because they enjoy it.

Such factors may underlie the tendencies of students to underutilize retrieval practice as a
means of learning information in their courses. Observational studies tracking students’ use of
practice questions in their courses confirm that students do not make full use of retrieval-based
tools for learning. In these studies, students were offered one or more opportunities to complete
practice quizzes prior to their mandatory exams. The practice quizzes were completely
optional, and no incentives were provided for completing them. Carillo-de-la-Peña et al.
(2009) investigated students’ completion rates of an optional practice quiz across different
courses that included basic and advanced psychology, genetics, ecology, zoology, and med-
icine. The completion rates varied among the courses, such that the optional quiz was
completed by about 40% of basic psychology students, 50% of advanced psychology students,
60% of genetics students, and 66% of ecology students. The completion rates of the optional
quiz for students in the zoology and medicine courses were much higher, at 92% and 91%,
respectively. Other studies using a similar type of optional quiz prior to a mandatory exam
have observed completion rates of about 46% for dentistry students (Olson and McDonald
2004), and about 75% for pre-med students (Velan et al. 2008).

In the case of multiple opportunities to complete optional practice quizzes, the available
data indicate that students might use these tools even less often. Throughout the course of an
entire academic term, Johnson (2006) provided two optional online practice quizzes over each
textbook chapter in an educational psychology course. Each of the 28 quizzes (two quizzes per
chapter covering 14 chapters) was available to students from the first day of class until the end
of final exams. Although no credit or other external incentives were provided for completing
these quizzes, students were informed of the potential benefits of the quizzes as a study aid and
periodically reminded about them throughout the term. Although nearly 70% of students
completed at least one quiz throughout the term, the overall completion rate of the quizzes was
quite low. Of the 28 quizzes available, on average students completed only about three of
them, or approximately 20% of the available quizzes. Furthermore, fewer than 10% of students
completed all of the 28 quizzes.

Perhaps students want to review course material but prefer not to use a quiz format
because, as indicated by the results of several survey studies, they do not consider
quizzes effective learning tools, or they do not find quizzes enjoyable (e.g., Geller
et al. 2018; Hagemeier and Mason 2011; Hartwig and Dunlosky 2012; Kornell and
Bjork 2007; McAndrew et al. 2016). If students were given opportunities to review
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material by simply reading it (rather than answering quiz questions), would they more
likely engage in online practice questions?

A recent study by Carpenter et al. (2017) explored this question. Students in an introductory
biology course were given optional online reviews throughout the academic term. Several review
questions pertaining to each day’s lesson were posted online after each class and were available
for students to access for the remainder of the term. Students could access these reviews in either
test format (consisting of multiple-choice questions followed by feedback of the correct answers)
or in read format (consisting of the same multiple-choice questions, but with the correct answers
highlighted so that students did not need to answer the questions themselves). Both test and read
formats were available, and students could access the questions using either format, or both
formats, as often as they liked. Students were informed by the instructor that the reviews were
available, and students were periodically reminded about the reviews, but completion of the
reviews was entirely optional and was not incentivized. Under these conditions, just over half of
the students completed at least one review prior to the exams over that material. Most students
used the test format or some combination of test and read formats (about 50% of students)
compared to the read format alone (only about 5% of students). Similar to Johnson’s (2006) study,
completion rate of the entire set of reviews was fairly low, with only about 30% of students
completing all of the available reviews prior to the exams over that material.

Using a similar type of approach in an introductory psychology course, Corral et al. (2020)
found that students more often utilized the test format over the read format in completing optional
online reviews, but fewer than 15% of the total number of online reviews were completed. As part
of the study, a survey was included at the end of the term inquiring about students’ reasons for
using—and not using—the online reviews. Of the students who used the online reviews, the most
common reason for doing so (chosen by 55% of students) was that students felt that the review
questions helped them figure out howwell they knew the information. Of the students who did not
use the reviews, the most common reason for avoiding the reviews (chosen by 40% of students)
was that students used other methods of studying and felt that they did not need to use the reviews.
Further analysis of the timing of completion of the reviews revealed that, although the reviews
were available immediately after each class, students tended to delay the completion of the
reviews until shortly before the exams, which further indicates that students may have been using
the reviews as a check of their knowledge in the final stages of studying. These findings are
consistent with the results of the earlier survey studies (Geller et al. 2018; Hartwig and Dunlosky
2012), in that students tend to view practice questions primarily as a tool for checking their
knowledge rather than for enhancing their learning, and they further suggest that a lack of
awareness about the direct benefits of practice questions may lead students to avoid using them
as a study strategy.

Problem-Solving Tasks What about more complex tasks? For novice learners, retrieval (i.e.,
problem-solving practice) has been found to be ineffective, and sometimes counter-effective,
compared to studying worked examples (Atkinson et al. 2000; Baars et al. 2014; van Gog et al.
2011; van Gog and Kester 2012; van Gog et al. 2015; Yeo & Fazio, Experiment 1). Benefits of
retrieval have been observed in learning situations that involve identical examples (Yeo and
Fazio 2019, Experiment 2), however all of the known studies on self-regulated learning using
problem-solving vs. worked examples have involved non-identical examples during learning.
Given the tendency for worked examples to be as effective, or more effective, than retrieval
under these conditions, optimal self-regulated decisions would presumably involve frequent
use of worked examples during study.
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However, based on a handful of studies it appears that novice learners do not typically
prefer worked examples when given the option. Foster, Rawson, and Dunlosky (2018,
Experiment 1) presented novice learners with probability problem scenarios in the form of
problems to solve vs. worked examples alternating with problems, or they allowed students to
choose whether they wanted to receive a worked example or a problem on each of several
trials (i.e., the self-regulated group). On a final test over new problems representing the same
principles, students who received alternating worked examples/problems significantly
outperformed those who received only problems, replicating the known benefits of worked
examples. Participants in the self-regulated group chose worked examples only 27% of the
time and performed only slightly better on the final test than students who received problems
with no worked examples. When comparing faded examples to worked examples, faded
examples were as effective (Experiment 2) or more effective (Experiment 3) than worked
examples, and a self-regulated group that had the option to select partially worked examples
(with the final solution step omitted) did so almost as often as they selected problem solving
(choosing problem solving and partially worked examples about 40% of the time, and
choosing worked examples only about 15% of the time), ultimately performing at a similar
level to the faded example group on the final test.

Why did students underutilize worked examples? Further analyses by Foster et al. (2018)
revealed that worked examples and partially worked examples were most often chosen after a failed
problem solving attempt. Although students received feedback after incorrect problem solving
attempts, the feedback provided a general description of how to solve the problem and did not
provide the same detailed step-by-step procedure that was present in the worked examples. It
appears, therefore, that students may have chosen problem solving practice as a means of checking
their understanding of the problem solutions, and then utilized theworked examples as opportunities
to view detailed information about the procedures in cases where they could not solve the problem
successfully. Furthermore, a questionnaire after Experiment 3 revealed that students perceived
problem solving as more difficult, and less effective for learning, than worked examples or partially
worked examples. This finding is consistent with self-reported data from other studies of worked
examples, in which problem solving is often perceived as less effective for learning than worked
examples (Baars et al. 2014; Yeo and Fazio 2019).

Students’ choices to use problem solving more often (despite considering it less effective
than worked examples) appear to reflect a mismatch between which method helps them learn
and which method they choose. Why do students not more often choose the method they
believe is better for learning? The answer may lie in what students perceive as the primary
purpose of retrieval. If retrieval is viewed primarily as a means of checking their understanding
and subsequent worked examples function to clarify and remediate aspects of the procedure
that are not well understood, students may be engaging in retrieval more often (to check
understanding), but still believe that the learning primarily takes place during the studying of
worked examples. Particularly if students are trying to master the procedures, frequent
checking of their understanding provides them with information about their progress, allowing
them to know when they have reached this goal.

Indeed, the desire for mastery could underlie students’ study decisions regarding worked
examples in real courses. Tempelaar et al. (2020) explored students’ engagement with practice
problems in an introductory mathematics course. To prepare for mandatory quizzes, students
used a computerized program that provided practice problems illustrating different mathemat-
ical principles. For each problem, students had the option of attempting to solve it, asking for a
hint, or asking for the fully worked example. They could engage with any of the problems as
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often as they wished, and if they solved an adequate number of the problems correctly they
could earn bonus credit on the quizzes. Students were thus incentivized to solve as many
problems correctly as they could. Of the total number of problems that students engaged with,
on average almost 70% of the time they attempted to solve the problem and about 30% of the
time they chose to view the worked example (hints were seldom ever chosen). Although timing
data were not reported to allow an analysis of when students relied on worked examples at the
individual problem level (e.g., after failed problem solving attempts, as in Foster et al. 2018), it
appears that students exhibited a preference for problem-solving under conditions where they
were incentivized to demonstrate mastery of the material by solving the problems. It is worth
noting, however, that the way in which the practice problems were set up (initially in problem
format, with the option to select the worked example after seeing the problem) could have
encouraged students to attempt problemsmore often and reserve the worked example option for
those problems that they could not solve or felt unsure about. As such, potential differences in
problem difficulty and performance incentives favoring problem-solving practice could have
influenced students’ tendencies to opt for problem-solving practice.

Lui et al. (2019) found that students relied heavily on problem-solving practice to learn
computer algorithms in an operating systems course. As a supplement to regular course
activities, students were given access to a computer program that allowed them to study
algorithms by choosing problem solving exercises and then checking their answers, or by
skipping the problem and going right to the solution in the form of a worked example. The
program was optional and students could engage with it at any time, using either of the
formats. Of the problems that students engaged with, they attempted to solve the problem over
96% of the time, and only about 4% of the time skipped the problem to view the worked
example. These findings suggest a heavy preference for problem-solving practice over worked
examples. However, it is important to note that the optional program was utilized by only
about half of the class, which could have represented a select group of students who preferred
to use problem-solving practice. The program also provided detailed feedback of the solution
steps after attempting a problem (unlike Foster et al. 2018, and Tempelaar et al. 2020, in which
these detailed steps were not provided as feedback). If students use worked examples primarily
to check their understanding of the solutions to problems, the detailed feedback offered after
the problem attempt could have reduced students’ tendencies to rely on the worked examples
for feedback. Furthermore, analysis of students’ engagement with the problem-solving exer-
cises over time showed a dramatic increase in the use of the exercises right before scheduled
quizzes in the course, followed by an abrupt drop in the use of the exercises right after the
quizzes, which might suggest (similar to the findings of Corral et al. 2020 on the use of
optional practice questions in courses) that students utilized the problem-solving exercises to
check their understanding and level of preparation for the quizzes.

Although research on self-regulated learning of retrieval in problem-solving tasks is limited,
the findings so far suggest that students have a preference for choosing problem-solving
practice over studying worked examples. Data from real courses are complex and could be
influenced by performance incentives and a number of characteristics unique to individual
students and the particular learning task (e.g., see van Gog et al. 2020). These data also do not
demonstrate whether or not students’ decisions were optimal, as individual students’ tenden-
cies to engage with problem-solving or worked example practice were not linked with later
learning outcomes. Though further research from real courses is clearly needed, findings on
the timing of the use of worked examples at the individual student level (from Foster et al.
2018) suggest the possibility that students use problem-solving practice primarily as a means

Educational Psychology Review (2020) 32:1029–1054 1043



of checking their understanding of problem solutions, and relying on worked examples to
remediate understanding of the procedures after failed problem solving attempts. This parallels
the findings on students’ self-reported use of retrieval practice, in which students rely on
retrieval more as a means of checking their knowledge than as a means of directly learning the
material (Geller et al. 2018; Hartwig and Dunlosky 2012).

Effort Involved in Retrieval as a Cue in Self-Regulated Learning

Students perceive that retrieval involves more effort than study (Foster et al. 2018; Hanham
et al. 2017; Kirk-Johnson et al. 2019; van Gog et al. 2011). However, students do not appear to
be aware of when this effort is good for learning and when it is not good for learning. Retrieval
is typically beneficial for memory-based tasks, but not for problem-solving tasks involving non-
identical problems during early stages of learning. Students’ perceptions of effective learning
are generally misaligned with this evidence, however, as they routinely rate retrieval as less
effective for learning than rereading (Kirk-Johnson et al. 2019; Tullis et al. 2013; Yeo and Fazio
2019) or studying worked examples (Baars et al. 2014; Foster et al. 2018; Yeo and Fazio 2019).

Students’ self-regulated learning decisions also appear to be misaligned with the effects of
retrieval. Students often choose to restudy information instead of retrieve information in
memory-based tasks where retrieval would be more beneficial (Karpicke 2009; Tullis et al.
2018), and they often choose to solve problems instead of study worked examples in problem-
solving tasks involving non-identical problems where worked examples would be equally or
more beneficial (Foster et al. 2018; Lui et al. 2019).

What does this suggest about the factors driving students’ study decisions? Students do not
consistently choose to engage in the more effortful task of retrieval, but nor do they consis-
tently avoid it. Thus, a pure effort-avoidance strategy seems unlikely. Students do not
consistently choose the tasks that they consider to be more effective for learning either, which
discounts a pure learning effectiveness strategy underlying their self-regulated decisions.
Although students perceive that retrieval is more effortful, it appears that they may not
consider this effort as a direct contributor to learning. The common finding that students rate
rereading and worked examples as more effective for learning suggests that students might
view these as the primary means by which learning takes place. Consistent with self-report
survey data, they may view retrieval more as a way of revealing that learning than as a direct
strategy for affecting learning (Geller et al. 2018; Hartwig and Dunlosky 2012).

When viewed in this way, students’ self-regulated learning decisions may reflect the use of
retrieval primarily as a monitoring strategy. Retrieval effectively distinguishes learned material
(that which could be retrieved) from unlearned material (that which could not be retrieved),
allowing learners to focus subsequent study efforts on the unlearned material. From a
discrepancy-reduction framework of self-regulated learning (Dunlosky and Ariel 2011),
retrieval may serve as the means by which the discrepancy between students’ current state
of knowledge and their goal state is revealed, which triggers self-regulated decisions aimed at
reducing that discrepancy. To the extent that study opportunities are viewed as the primary
means by which learning takes place, students’ efforts to reduce this discrepancy may involve
the choice to engage in further study in order to increase learning, and to reserve retrieval for
those times when they want to check what they have learned.

The effort involved in retrieval may provide further diagnostic information that is used to
monitor learning. That is, in the process of checking what they have learned, students might
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rely on the effort they experience during retrieval as a reflection of how well they have learned
something from a previous study opportunity. A retrieval experience that is successful and
relatively fluent might be interpreted as a sign that the previous study opportunity was
effective, whereas a more difficult and less fluent retrieval experience (even if successful)
might be interpreted as a sign that the study opportunity was less effective. Indeed, it has been
shown that students assign higher judgments of learning to items that they could recall more
quickly (e.g., Koriat and Ma’ayan 2005), suggesting that the ease or fluency with which an
answer is retrieved serves as an important cue for students’ impressions about how well they
have learned something. A difficult retrieval experience (reflecting less effective learning) may
thus lead students to engage in further study during subsequent learning opportunities as a
means of improving learning for that material.

Thus, the choice to engage in study (instead of retrieval) could be driven by different things.
When students view retrieval as a learning strategy, they could interpret the effort experienced
during retrieval as a sign that learning via retrieval was ineffective, and subsequently choose to
avoid using retrieval again as a learning strategy (Kirk-Johnson et al. 2019). When students
view retrieval as a monitoring strategy, however, they could interpret the effort experienced
during retrieval as a sign that the initial study opportunity was ineffective, and subsequently
choose to engage in study because they believe that is the means by which learning takes
place. This raises an interesting question about whether retrieval effort drives students to avoid
things (i.e., no longer use retrieval) or to pursue things (i.e., seek more study opportunities).
Although the outcome is the same—i.e., choose study over retrieval—the reasons for this may
be different depending on students’ views of the purpose of retrieval.

Research on students’ use of retrieval in self-regulated learning is still in its early stages.
Additional data are needed on when, how, and why students engage with retrieval during
learning, and how these decisions affect learning outcomes in different types of tasks. Given
the inherent effort involved in retrieval, it is particularly important to measure this effort in
valid and reliable ways (see Scheiter et al. 2020), understand how the diagnosticity of effort as
a cue may be influenced by additional factors such as students’ prior knowledge and task
design (see van de Pol et al. 2020), and understand factors that influence the sustained
investment of effort during prolonged study episodes (see Eitel et al. 2020). Key objectives
for future research include the following: (1) collecting observational measures of students’
decisions to use retrieval in real learning situations, (2) direct querying of students’ reasons for
the use of retrieval, (3) incorporating multiple measures of effort during retrieval (e.g.,
subjective ratings of effort or fluency, or time to complete learning activities) and analyzing
how these measures coincide with perceived effectiveness of learning from retrieval, (4)
tracking students’ responses to effortful retrieval situations, and the actions they take (e.g.,
persistence, disengagement) to manage that effort, and (5) how such measures affect learning
outcomes and are influenced by characteristics of individual learners, type of learning material,
and goals for learning.

Encouraging the Optimal Use of Retrieval in Self-Regulated Learning

Understanding the factors underlying students’ use of retrieval, and how they influence
learning outcomes, can help in formulating ways to optimally use retrieval for learning. To
the extent that students do not view retrieval as a learning opportunity, directly informing them
about the effects of retrieval in different learning situations could lead students to adopt it as a
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deliberate strategy for learning. Indeed, learners can be made aware of the benefits of retrieval
practice for learning declarative factual information (Tullis et al. 2013), and there is evidence
that increased awareness of these benefits results in decisions to choose retrieval more often in
self-regulated learning (Ariel and Karpicke 2018; Dunlosky and Rawson 2015a).

When the goal is to enhance memory proficiency, an increased awareness of the benefits of
retrieval practicemight be particularly effective for encouraging its use, particularly in real courses
where students would presumably be motivated to learn the material. There is some evidence that
this approach can be efficacious. For example, Kibble (2011) provided optional online quizzes
prior to mandatory exams in an undergraduate physiology course. To encourage students to use
the quizzes, students were given a presentation on the benefits of quizzes for formative assessment
purposes. Students were also shown correlational data from a previous class on the positive
relationship between use of the quizzes and subsequent exam scores. Under these conditions, 88%
of the students used the quizzes, compared to 52% of students from a previous class that was not
given the presentation over the potential benefits of the quizzes (Kibble 2007).

Carpenter et al. (2017) further found that biology students’ use of optional online practice
questions significantly increased following an instructor-led presentation of the potential
benefits of the practice questions. Students’ voluntary use of the practice questions during
the first half of the course indicated limited use of the questions, with about half of the students
trying out at least one set of practice questions before the exam, and only about 30% of
students completing all of the practice questions available before the exam. Prior to the exams
during the second half of the course, the instructor showed students a brief in-class presenta-
tion to remind them about the practice questions, and presented the averaged anonymized
exam scores associated with students who had used the practice questions during the first half
of the course, which were significantly higher than for students who had not used the practice
questions. Following this presentation, students’ use of the practice questions significantly
increased such that nearly 80% of the class completed at least some practice questions prior to
the next exam, and nearly half of the class completed all of the practice questions. Students
who completed the practice questions scored significantly higher on exams compared to
students who did not complete them, and the number of times students completed the practice
questions correlated positively and significantly with their subsequent exam scores. Although
data from these studies cannot be interpreted as cause-and-effect relationships because students
were free to choose whether and how often to use the practice questions, the pattern of results
is in line with those of more controlled experimental studies showing that students’ learning
benefits from repeated opportunities to engage in retrieval practice (Carpenter et al. 2008;
Dunlosky and Rawson 2015a; Kuo and Hirshman 1996; Rawson and Dunlosky 2011).

Although these results are encouraging, interventions that aim to increase awareness of the
effects of retrieval may not always work. Even if students are informed about the effectiveness
of particular learning techniques, students may not always alter their perceptions or beliefs
about those techniques (Yan et al. 2016). Further, although students may adopt effective
learning techniques in the short-term after being informed about them, there is evidence that
they revert back to their original strategies and habits over time (Susser and McCabe 2013). In
this way, effective learning techniques might be viewed in the same way that people sometimes
view health-conscious behaviors. One can be fully aware that a nutritious diet and exercise are
good, but choose not to do these things because the perceived cost required to implement them
(relative to more convenient options) is too great in the immediate short-term. Therefore,
interventions aimed at improving students’ awareness of effective learning strategies may not
be enough to alone produce sizeable or lasting changes in their self-regulated learning.
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Alternative intervention approaches might therefore involve other types of incentives that can
promote the use of retrieval for enhancing memory. For example, Vaughn and Kornell (2019,
Experiment 1) found that participants who were studying word pairs (e.g., idea: seeker) were more
likely to choose retrieval over restudying when they could receive hints about the target word they
were trying to recall. Participants could choose, for example, to retrieve the target word without any
hints (e.g., idea: _____), to retrieve the target word with some of the letters filled in (e.g., idea:
se__er), or to restudy the intact word pair. Consistent with past research (e.g., Karpicke 2009),
participants chose to study the intact word pair more often (29% of items, on average) than to
retrieve it with no hints (only 2% of items, on average). However, the most popular choice by far
was to retrieve with hints (69% of items, on average). A subsequent experiment (Experiment 3)
showed that when participants were randomly assigned to learn the word pairs through retrieval
without hints, retrieval with hints, or restudy, a final test over all of the word pairs revealed a
significant advantage of retrieval, regardless of whether or not hints were provided. In other words,
retrieval of any kind benefited learning relative to restudy. These results are encouraging in that
providing hints during retrieval appears to significantly increase participants’ desire to choose
retrieval, without any apparent costs.

Currently it is unknown why hints increase the desire to use retrieval while studying.
Vaughn and Kornell (2019) proposed that hints could activate people’s natural desire to get an
answer correct, enticing them to attempt retrieval under conditions where they are more likely
to be successful than when they may have no idea of what the answer is. In this way, hints
could incentivize retrieval because of a positive affective experience associated with retrieving
correctly. Along similar lines, hints could increase participants’ curiosity to know the answer.
Previous research has shown that participants learn better under conditions in which they are
highly curious to know the answer to something (e.g., Berlyne 1954; Kang et al. 2009), and
that conditions that increase or prolong this curiosity (such as brief delays before the answer is
presented) can enhance learning even more (Mullaney et al. 2014). Hints might activate
learners’ curiosity by providing them with some clues about the answer—but not completely
short-circuiting the retrieval process—that still benefits memory but also enhances the moti-
vational or affective experiences associated with retrieval.

Students might know that retrieval is good but have a hard time implementing it because
effective ways to use retrieval are neither intuitive nor easy. It might make sense that retrieving
something multiple times is better than once, but how often and when should repeated retrieval
be done? In the vast literature showing benefits of retrieval on memory retention, few studies
have yielded clear prescriptive recommendations for effective ways of using repeated retrieval
that are also straightforward for students to implement in their own studying. One such
approach—the method of successive relearning—involves cycling through a list of to-be-
learned material (e.g., terms and definitions) using retrieval with feedback, until all of the
material can be recalled with 100% accuracy. Some days later, the same material is retrieved
again, followed by feedback, until all of it can be recalled to 100% accuracy again. The same
process repeats over several sessions, each time with some of the information being forgotten
between sessions but re-learned to 100% accuracy. Rawson et al. (2013) found that this
approach, compared to the same number of sessions involving pure study, significantly
enhanced long-term memory retention of terms and definitions from an undergraduate
psychology course. Rawson and Dunlosky (2011) further found that learning key term
definitions to a criterion of three correct recalls during an initial learning session (compared
to only one correct recall) required only a fraction of the attempts to re-learn the same material
to 100% accuracy in subsequent sessions, and produced significantly better long-term
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retention. Thus, the practical advice offered from this research is that students should engage in
recall-with-feedback practice until they can correctly recall information three times, and then
successively re-learn the information in later sessions at least a few days apart. Though
research is still limited on the use of such techniques by students, there is evidence that
providing students with clear and prescriptive guidance for successive relearning can be quite
effective for increasing their tendencies to use it (Dunlosky and Rawson 2015b). Given the
effectiveness of such techniques for learning information that lends itself to direct recall that
can be checked with feedback (e.g., terms and definitions, vocabulary), future research should
explore additional ways that communicating these techniques to students might increase their
decisions to use such techniques in their studying.

In more complex forms of learning, optimal use of retrieval may depend on learner
characteristics (e.g., prior knowledge) and the goals for learning. Classroom-based studies have
shown that students make use of practice problems when those problems are made available in
the form of easy-to-access computerized programs (Lui et al. 2019; Tempelaar et al. 2020).
Students’ tendencies to choose problem-solving over worked examples may be driven partly by
their desire to check their knowledge and identify what they already understand and what they
do not understand, possibly in an attempt to increase the efficiency of their study.

There is limited research on improving self-regulated learning in problem-solving tasks,
and the optimal approaches may be quite different and more complex than for simple memory-
based tasks (e.g., Ackerman and Thompson 2017). Some research has shown positive effects
of self-regulation training, in that learning outcomes benefit from teaching students to guide
their study decisions based on their performance and degree of mental effort invested in the
current task (van Gog et al. 2020). In order to align students’ decisions with effective learning
for complex problem-solving tasks, it may also be desirable to provide problems with partially
worked solutions rather than full problem solving. Experimental studies have demonstrated the
benefits of partial problem solving (e.g., Renkl 2014; Renkl and Atkinson 2003; van
Merriënboer et al. 2003). Furthermore, in studies where students are given an option to
complete partial problems vs. full problems, students select partial problem solving about as
often as full problem-solving (Foster et al. 2018, Experiments 2–3), and sometimes substan-
tially more often than full problem solving (van Merriënboer et al. 2002), with later benefits on
problem-solving performance higher following self-regulated use of partial problem-solving
compared to a group that engaged only in full problem-solving. Thus, partial problem solving
is effective for learning and preferred by students. Though the exact reasons for this preference
are not immediately apparent, it is possible that partial problems could offer some of the same
appeal as hints (e.g., Vaughn and Kornell 2019) in arousing students’ curiosity to know the
answer under conditions where they are more likely to be correct. Partial problems might also
encourage effective self-regulated learning via performance feedback. That is, compared to full
problem solving that can reveal knowledge deficits without always pinpointing where the
deficits are, partial problems might more effectively reveal knowledge deficits in a particular
solution step that can be targeted with further practice. Because of their tendency to identify
which solution procedures are understood, partial problems might also effectively signal to
learners (after a high degree of accuracy has been maintained) when they have developed
proficiency and are ready for more advanced practice with full problem solving. Because
optimal use of problem-solving practice depends upon regular assessments of learners’
proficiency, partial problem solving practice could be beneficial not only for building this
proficiency but also for determining when learners have reached it.
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Conclusions

Retrieval practice has been a widely studied technique that can be highly effective for
enhancing memory proficiency, but students’ use of retrieval in their self-regulated learning
is at present not well-understood. When given the option, students tend to avoid using retrieval
in contexts where it would be beneficial (enhancing memory), and they tend to overuse it in
contexts where it would be better to start with extended study rather than retrieval (inducing
problem-solving rules and procedures). We proposed that students’ self-regulated learning
decisions involving retrieval may be driven by students’ views about the purpose of retrieval.
To the extent that students view retrieval as a means of checking their knowledge (rather than
as a means of directly affecting learning), they may be inclined to rely on retrieval to gauge
how effectively they have learned from previous study opportunities. An effortful retrieval
experience may be interpreted as a sign that the previous study opportunity was ineffective,
leading students to choose further study opportunities. Alternatively, students may utilize
retrieval as a means of enhancing their learning, and the effort involved in retrieval may be
interpreted as a sign that the retrieval opportunity itself was ineffective as a learning oppor-
tunity, leading them to choose study instead of retrieval when given the option, but this time as
a means of directly avoiding retrieval because it is considered an ineffective strategy. Current
data on students’ study decisions cannot clearly distinguish between these possibilities, raising
interesting questions for future research about the intentions underlying students’ use of
retrieval, the factors influencing those intentions, and the consequences for self-regulated
learning decisions and ultimate learning outcomes. Understanding more about how students
think about retrieval will contribute new data that informs the EMR framework (de Bruin et al.
2020) by shedding light on how students interpret the source of experienced effort during
learning, whether they can identify this effort as productive or non-productive for learning, and
whether the steps they take to deal with that effort afford the optimal management of cognitive
resources to meet particular learning goals.
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