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Abstract
In most STEM instruction, students interact with visual representations, which can be
presented in either in a physical or a virtual mode or in a blended form that combines
both modes. While much research has compared the effects of physical and virtual
representations on students’ learning, the field is far from being able to predict when and
why one representation mode is more effective than the other. One reason why making
such predictions is particularly difficult is that multiple different theories have been used
to explain differences between representation modes. The goal of this article is twofold.
First, it presents a survey of the literature to examine which theoretical perspectives have
been used to motivate comparisons of representation modes and what predictions they
make about their effectiveness. A review of 54 articles reveals five theoretical perspec-
tives: physical engagement, cognitive load, haptic encoding, embodied action schemas,
and conceptual salience. While the first two make general predictions about the effec-
tiveness of representation modes, the last three make concept-specific predictions.
Second, this article compares these predictions to examine how they conflict and align.
This comparison identified several conflicts between theories that predict opposite
effects, as well as several alignments where theories make the same predictions but
based on different mechanisms. Further, this comparison revealed common confounds in
experimental designs of the reviewed studies. The article concludes with recommenda-
tions for research to address the identified conflicts and with recommendations for
instructors and designers of blended technologies for appropriate choices of representa-
tion modes.
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Introduction

Instruction increasingly uses blended educational technologies that combine physical
and virtual experiences, commonly referred to as augmented/mixed reality or blended
technologies (e.g., Antle et al. 2009; Johnson-Glenberg et al. 2014; Olympiou and
Zacharia 2012). These developments have revived a century-old debate about whether
physical interactions with visual representations enhance learning (e.g., Deboer 1991;
Huxley 1897). Visual representations are objects that stand for another object, phenom-
enon, or idea while using perceptually similar features to their referent (Rau 2017;
Schnotz 2014). Physical representations are tangible objects that students construct and
manipulate with their hands. Virtual representations are displayed on a digital screen
and are typically manipulated via mouse, keyboard, or touchscreen input. Blended
technologies may combine these experiences by having students manipulate physical
objects that affect changes on a virtual screen (e.g., Fjeld et al. 2007). The rationale
underlying blended technologies is that physical and virtual representations have com-
plementary advantages that are best leveraged when they are combined (e.g., Antle
et al. 2009). However, effective combinations require knowledge about the specific
advantages of each representation mode for students’ learning. The goal of this article
is to review prior research on differential effects of physical and virtual modes on
cognitive learning outcomes in science, technology, engineering, and math (STEM)
domains.

While research indeed shows that physical and virtual representations have comple-
mentary advantages (Olympiou and Zacharia 2012), the field is far from being able to
predict when and why each representation mode is effective. Making such predictions is
particularly difficult because multiple theoretical perspectives—which have been exam-
ined by mostly separate lines of research—yield different predictions for the effective-
ness of physical versus virtual representation modes. These differing predictions result
from the fact that different theories focus on different types of learning mechanisms.
However, in realistic learning settings, effects of physical and virtual representations
result from a combination of multiple learning mechanisms. To understand realistic
effects of different representation modes, we must understand how these different
mechanisms combine. Comparing predictions by different theories will therefore yield
new predictions about how different learning mechanisms may interact with one another,
for example, whether or under which conditions they might cancel each other out or
amplify one another. Understanding interactions among these mechanisms may provide
guidance for practitioners about how to choose or combine physical and virtual repre-
sentations. Further, reviewing whether research has examined interactions between
multiple learning mechanisms will highlight gaps in prior research that can guide future
research. In sum, this article investigates (1) what predictions different theoretical
perspectives make about the effectiveness of physical and virtual representations and
(2) whether these predictions conflict or align with each other.

To address research question 1, this article reviews literature on learning with physical
and virtual representations and identifies theoretical perspectives that prior research has
used to motivate comparisons of these representation modes. To address research ques-
tion 2, this article compares the predictions that result from these different theoretical
perspectives and examines whether research has empirically contrasted predictions that
are based on the different theories.
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Definitions

Representations are objects that stand for something else—a referent (Peirce et al. 1935),
which can be another object (e.g., a bathroom sign stands for an actual bathroom) or a concept
(e.g., a line in a graph may stand for projected revenue increases). Representations can be
internal objects that a person imagines or external objects that a person encounters in the world
(Rau 2017; Schnotz 2014). Further, a common distinction is between symbolic and visual
representations (Ainsworth 2006; Schnotz 2014). Symbolic representations such as text and
equations have arbitrary mappings to the referent. Visual representations have similarity-based
mappings to the referent. This article focuses on external visual representations.

Visual representations differ in the degree to which they are static or interactive (Ainsworth
2008; Rau 2017). Static representations do not change (e.g., a picture of a line graph in a
textbook), whereas interactive representations change in response to students’ manipulations
(e.g., a tool that allows students to change the slope and intercept of a line graph). Interactive
representations also differ in terms of how much they constrain students’ manipulations. For
example, an animated line graph may highly constrain interactions if students can only play,
pause, and change viewing speed of a mathematical process. A slightly lesser degree of
constraint may allow students to manipulate the slope of the line. A lesser degree of constraint
yet may allow students to draw lines and curves that represent various mathematical functions.
This article focuses on interactive representations that involve some manipulation of visual
features of the representation itself (i.e., beyond playing and pausing an animation).

Finally, visual representations differ by representation mode, that is, whether they are
physical or virtual (de Jong et al. 2013; Zacharia et al. 2008). Physical representations are
composed of tangible objects that students manipulate by hand. Virtual representations are
presented on a screen and typically manipulated via text, mouse, or touchscreen input. With
the advent of blended technologies that combine physical and virtual representations, the
distinction is no longer dichotomous. Instead, it is useful to distinguish which components of a
representation are physical or virtual (e.g., a student may manipulate a physical object to affect
changes that are presented virtually). This article focuses on studies that compare representa-
tions that are either purely physical or purely virtual as well as studies that compare blended
representations that differ in terms of which of their components are physical or virtual.

Methods

Search for Articles

To address the research questions, I used the following methodological approach. I searched
research databases for articles published in journals and books, including ERIC, EBSCO, and
PsycINFO and Google Scholar using the keywords “physical,” “virtual,” “tangible,” “blend-
ed,” “augmented,” or “mixed,” paired with “visuals,” “representations,” or “manipulatives”
without restricting the range of years. The search was conducted in March 2019. I selected
articles that presented primary studies that compared the effects of different representation
modes (i.e., virtual vs. physical), combinations of modes (e.g., blending of physical and virtual
vs. pure physical), or sequences of modes (e.g., physical then virtual vs. virtual then physical)
on students’ learning of STEM content knowledge. Studies involving virtual labs were
included if they contained interactive visual representations and if they compared virtual and
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physical components. Dissertations were included if they presented studies that had not been
published elsewhere. When meta-reviews came up in the search, the primary studies they cited
were included in the review. This search yielded 54 articles (see Table 1 for an overview).

Focus of the Reviewing Process

In reviewing these articles, I identified the theoretical perspectives they used to motivate the
comparison between representation modes. That is, while the articles may have included
additional theories to motivate other aspects of the study (e.g., the investigation of visual
representations in general), I focused on those theories used to motivate the comparison of
representation modes. Further, while several articles investigated representation modes in
collaborative learning settings, my review focused on arguments pertaining to individual
learning. Note that this review does not focus on results of individual studies about the relative
effectiveness of representation modes, as this has been covered extensively elsewhere (e.g.,
Carbonneau et al. 2013; de Jong et al. 2013; Moyer-Packenham and Westenskow 2013).
Finally, the review focused on arguments about cognitive learning processes and learning
outcomes and therefore excluded arguments pertaining to practicality (e.g., virtual representa-
tions are cheaper) or conventions (e.g., physical labs are common practice).

Theoretical Perspectives

Five theoretical perspectives were identified: physical engagement, cognitive load, haptic
encoding, embodied action schemas, and conceptual salience. Table 2 shows the prevalence
of these perspectives across the articles. While 14 articles used only one perspective to
motivate the study, most articles referred to multiple theoretical perspectives. Further, Table 2
shows which theoretical perspectives were used in conjunction to motivate the studies in the
reviewed articles.

Physical Engagement

Twenty-three articles motivated the comparison of representation modes by referring to the
potential of physical representations to engage students physically with the learning materials
(see Table 2). While two of these articles used physical engagement as the sole motivator of the
comparison, nine articles used this theory in conjunction with cognitive load, 12 with haptic
encoding, 7 with embodied action schemas, and 16 with conceptual salience (see Table 2).

Overview of the Theoretical Perspective

Physical engagement perspectives on learning with representations originate in research on
“hands-on” educational activities from as early as the late nineteenth century, before virtual
representations were available (Huxley 1897). This early research suggests that direct contact
with the physical environment engages students more thoroughly with the learning content
than reading books or listening to lectures could (Huxley 1897). Building on this early work,
scholars have argued that physical representations allow for kinesthetic interactions that are
motivating and engage students’ interest (Deboer 1991; Flick 1993). An increase in interest
and motivation, in turn, leads to deeper processing of the concepts and thereby yields higher
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Table 1 Overview of articles included in this review

Study Perspectives Study design Domain

(Atanas 2018) Conc Quasi experiment Physics
(Bakker et al. 2012) Phys, Conc, Emb Case study Physics
(Barrett et al. 2015) CL, Conc, Hapt Randomized experiment Chemistry
(Baturo et al. 2003) Conc, Hapt Case study Math
(Burris 2010) Phys, Conc, Hapt Quasi experiment Math
(Chien et al. 2015) Conc, Emb Randomized experiment Physics
(Chini et al. 2012) CL, Conc Quasi experiment Physics
(Cuendet et al. 2012) Phys, CL, Emb Randomized experiment Math
(Doias 2013) Phys, CL, Hapt Quasi experiment Math
(Dori and Barak 2001) Conc Quasi experiment Chemistry
(Drickey 2000) Conc Quasi experiment Math
(Finkelstein et al. 2005) CL, Conc Quasi experiment Physics
(Gire et al. 2010) Conc Quasi experiment Physics
(Han 2013) Phys, Hapt Experiment Computer science
(Horn et al. 2012) Hapt Quasi experiment Computer science
(Huppert et al. 2002) Conc Quasi experiment Biology
(Jaakkola et al. 2011) CL, Conc Randomized experiment Physics
(Katsioloudis et al. 2015) Conc Quasi experiment Engineering
(Kim 1993) Phys, Conc Quasi experiment Math
(Klahr et al. 2007) Phys, Conc Randomized experiment Engineering
(Lee and Chen 2015) Conc Quasi experiment Math
(Magruder 2012) CL, Conc Quasi experiment Math
(Manches et al. 2010) Phys, CL, Conc, Hapt, Emb Randomized experiment Math
(Manches et al. 2009) CL, Conc, Hapt, Emb Case study Math
(Melcer et al. 2017) Phys, Hapt, Emb Randomized experiment Computer science
(Melcer and Isbister 2018) Phys Randomized experiment Computer science
(Moyer-Packenham et al. 2013) Conc Randomized experiment Math
(Ozgun-Koca and Edward 2011) Phys, Conc Survey study Math
(Olympiou and Zacharia 2012) Conc, Hapt Randomized experiment Physics
(Pan 2013) Phys, CL, Conc, Emb Quasi experiment Engineering
(Pyatt and Sims 2012) Phys, CL, Conc Randomized experiment Chemistry
(Rau 2017) Conc, Hapt Case study Chemistry
(Renken and Nunez 2013) CL, Conc Randomized experiment Physics
(Schneider and Blikstein 2018) Phys Randomized experiment Biology
(Schneider et al. 2016) Phys, Conc, Hapt Randomized experiment Logistics
(Skulmowski et al. 2016) CL, Hapt, Emb Randomized experiment Biology
(Smith and Puntambekar 2010) Conc, Hapt Quasi experiment Physics
(Stull et al. 2013) Conc, Hapt Randomized experiment Chemistry
(Stull and Hegarty 2016) CL, Hapt Randomized experiment Chemistry
(Stusak et al. 2015) Hapt Randomized experiment Math
(Suh and Moyer 2007) CL, Conc Quasi experiment Math
(Sung et al. 2015) Conc Quasi experiment Math
(Toth et al. 2009) Cognitive load, Conc Quasi experiment Biology
(Triona and Klahr 2003) Phys, Conc, Hapt Randomized experiment Physics
(Wang and Tseng 2018) Phys, CL, Conc, Hapt Quasi experiment Chemistry
(Yannier et al. 2015) Phys, Hapt, Emb Randomized experiment Physics
(Yannier et al. 2016) Phys, Conc, Hapt, Emb Randomized experiment Physics
(Yuan et al. 2010) Conc Quasi experiment Math
(Zacharia and Constantinou 2008) Phys, CL, Conc Randomized experiment Physics
(Zacharia et al. 2012) Phys, Conc, Hapt Randomized experiment Physics
(Zacharia and Michael 2016) Conc, Hapt Randomized experiment Physics
(Zacharia and Olympiou 2011) Phys, CL, Conc, Hapt Randomized experiment Physics
(Zacharia et al. 2008) Phys, CL, Conc Randomized experiment Physics

Phys physical engagement, CL cognitive load, Hapt haptic encoding, Emb Emb, Conc conceptual salience
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cognitive learning outcomes. For example, Doias (2013), referencing Montessori (1966), states
that students “learn and retain information best when they can manipulate objects with their
own hands.” Further, physical representations offer concrete experiences that are connected to
realistic contexts (Clements 1999; Goldstone and Son 2005). Realistic contexts provide
perceptually rich sensory-motor experiences that allow for intuitive processing in the sense
that students can connect them to prior experiences (Goldstone and Son 2005). Making such
connections allows students to embed newly learned content in existing knowledge structures,
which strengthens memory. It has been argued that concrete experiences that allow for such
intuitive processing are necessary for students to understand abstract concepts (e.g., Bruner
1966; Dienes 1961; Wolfe 2001). Building on this literature, scholars have argued that virtual
representations deprive students of hands-on experiences and may therefore be detrimental to
learning (Scheckler 2003).

In sum, physical engagement perspectives posit that concrete experiences with physical
representations increase engagement with to-be-learned concepts and thereby enhance learning
outcomes.

Treatment of the Theoretical Perspective by the Reviewed Articles

The review of the selected articles revealed a disparity in whether they referred to the physical
engagement perspective in a positive or a negative way. Articles that compared virtual
representations to virtually enhanced physical representations (e.g., tangible user interfaces)
often referred to physical engagement in a positive way to motivate the use of blended modes.
For example, Cuendet et al. (2012) state that physical representations “increase students’
engagement” (p. 99) with the content. Pyatt and Sims (2012) and Schneider and Blikstein
(2018) mention that physical representations can increase active engagement with target
concepts and may thereby enhance learning. In contrast, studies that compared virtual repre-
sentations to ordinary physical representations (i.e., without virtual enhancements) often
mentioned that the physical engagement perspective has not held up against empirical
evidence and describe it as outdated. For example, Han (2013) Jaakkola et al. (2011), and
Zacharia and Olympiou (2011) mention this perspective in the context of a review of prior
research that found no evidence that virtual representations restrict learning because they do
not provide hands-on experiences (e.g., Triona and Klahr 2003).

Table 2 The first column shows the total number of articles referencing each theoretical perspective

Prevalence
of theory

Physical
engagement

Cognitive
load

Haptic
encoding

Embodied
schemas

Conceptual
salience

Physical
engagement

23 2 9 12 7 16

Cognitive load 19 9 0 8 5 15
Haptic encoding 24 12 8 2 6 16
Embodied

schemas
10 7 5 6 0 6

Conceptual
salience

42 16 15 16 6 10

The remaining columns give an overview of theoretical perspectives that were used in conjunction with one
another to motivate the studies in the reviewed articles. The diagonal (in italics) corresponds to articles that used
only one theoretical perspective. Because a given theory might be used in conjunction with multiple other
theories, the first column is not the sum of the remaining columns
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In summary, the physical engagement perspective suggests that physical representations are
generally more effective than virtual representations. While this perspective is prevalent across
the reviewed articles, articles focusing on blended modes tend to present a positive view on
this perspective, whereas other articles mention it in a negative way to compare it to other
perspectives that they view more applicable.

Cognitive Load

Nineteen articles motivated the comparison of representation modes by referring to the
potential of virtual representations to reduce cognitive load (see Table 2). No article used
cognitive load as the sole motivator of the comparison. Nine articles referred to this theory
together with physical engagement, eight with haptic encoding, five with embodied action
schemas, and 15 with conceptual salience (see Table 2).

Overview of the Theoretical Perspective

Cognitive Load Theory (Chandler and Sweller 1991; Sweller et al. 1998) builds on findings
that human capacity for cognitive processing is limited (Miller 1956). It is generally assumed
that humans can hold 7 (± 2) chunks in working memory before cognitive capacity is exceeded
(Miller 1956). If processing of learning material exceeds this capacity, students experience
cognitive overload, which can hinder learning. Specifically, Cognitive Load Theory distin-
guishes three types of cognitive load (Sweller et al. 1998). Intrinsic load is attributed to the
difficulty level of the learning material; that is, the more chunks need to be processed
simultaneously to understand the content, the higher the intrinsic load of the material. Germane
load results from the construction of new schemas and the integration of new content in
existing knowledge structures. Extraneous load results from processing demands imposed by
the design of the material; that is, the more distracting the design of the material is—for
instance, if it includes “seductive” details that could distract from the learning content—the
higher its extraneous load. Further, visual and verbal modalities are processed in parallel via
different channels (Chandler and Sweller 1991). Because each channel has its own capacity,
the addition of visual information to verbal information makes more efficient use of students’
working memory capacity.

In sum, cognitive load perspectives posit that learning can be enhanced if learning
materials, including visual representations, are designed in ways that reduce the risk of
cognitive overload.

Treatment of the Theoretical Perspective by the Reviewed Articles

In referring to Cognitive Load Theory, research on physical and virtual representations
typically refers to two design principles that seek to reduce the risk of cognitive overload
(see Mayer 2005, 2009, 2010; Mayer and Moreno 2003 for a detailed description of the
principles).

First, the contiguity principle recommends to design learning materials so that students do
not have to split their attention between multiple sources of information (Mayer 2005, 2009;
Sweller et al. 1998; see Schroeder and Cenkci 2018 for a recent meta-analysis). When visual
information is presented separately from verbal information (e.g., a book with a picture on a
different page than the text describing it), students have to engage in visual search processes to
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establish mappings between the two sources. Because such search processes are cognitively
demanding and are not relevant to the target concepts, separate presentation increases extra-
neous load, which could cause cognitive overload. Further, with greater distance between the
sources, students are altogether less likely to actively establish mappings between them.

This principle has implications for the comparison of physical and virtual representations
when considering how they are typically presented along with other instruction. When
students use virtual representations that are displayed on a digital screen, instruction on how
to manipulate them is typically presented on the screen as well. By contrast, when students
interact with physical representations, instruction is often presented on a paper sheet or on a
digital screen, which requires students to split their attention between two sources. Hence,
physical representations have a higher risk of inducing split attention effects that can impede
learning. For example, Barrett et al. (2015) and Lee and Chen (2015) describe the capability of
virtual representations to integrate multiple resources as one of their advantages.

Second, the coherence principle recommends eliminating surface features, that is, percep-
tual details that are not relevant to the target concepts and that could distract students (Mayer
2005, 2009; see Rey 2012 for a meta-analysis). Such “seductive” details can increase
extraneous load because it may not be immediately obvious to students that they are irrelevant
and because it requires cognitive effort to ignore them (Chandler and Sweller 1991; Sweller
et al. 1998). Because physical representations have richer, more concrete features that may be
distracting, they may increase extraneous cognitive load compared to virtual representations,
which may in turn hinder learning (Goldstone and Son 2005; Kaminski and Sloutsky 2013;
Kaminski et al. 2009). For example, Magruder (2012) suggests that virtual representations
have the same informational content and require the same transformation as physical
representations while being less distracting. Zacharia and Olympiou (2011) describe ways in
which virtual representations can eliminate irrelevant details and thereby reduce cognitive load
compared to their physical counterparts. Stull et al. (2013) suggest that virtual representations
make it easier to identify key features of the representations, which reduces cognitive load.
Jaakkola et al. (2010) and Pyatt and Sims (2012) provide examples of potentially distracting
visual features in physical circuits, such as the colors of wires, or other distracting factors of
their manipulation, such as tangled wires.

Further, virtual representations can be augmented with highlights that focus students’
attention, thereby reducing cognitive load that is associated with the search for relevant
information (Wang and Tseng 2016). Indeed, several of the reviewed articles cite studies
showing that advantages of virtual over physical representations are due to increased
cognitive efficiency and attention to relevant features (Barrett et al. 2015; Durmus and
Karakirik 2006; Yuan et al. 2010). The inclusion of rich, concrete features may pose a
particular challenge for young students. For example, Manches et al. (2009) and Manches
et al. (2010) refer to research by Uttal et al. (1997) to suggest that it is particularly
cognitively demanding for children to interpret physical objects to stand for something
other than themselves.

Finally, the interactions with physical representations themselves may involve actions that
are unrelated to the to-be-learned concepts, thereby increasing cognitive load. For example,
Suh and Moyer (2007) suggest that the cognitive effort associated with manipulating physical
representations may be too high for students and can impede their ability to relate the
representations to abstract concepts. In contrast, virtual representations can automate routine
tasks and thereby reduce cognitive load (Toth et al. 2009).
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However, not all articles seem to agree with this interpretation of Cognitive Load Theory.
For example, Cuendet et al. (2012) suggest that physical representations are more natural and
may therefore reduce cognitive effort necessary to manipulate them, which in turn reduces
cognitive load. Others (e.g., Chini et al. 2012; Schneider et al. 2016; Zacharia et al. 2012) draw
on an extended version of Cognitive Load Theory that accounts for haptic encoding (see
below) to argue that physical representations can reduce the risk of cognitive overload.

In sum, while there is some disagreement on how to interpret Cognitive Load Theory in
predicting differences between physical and virtual representations, most of the reviewed
articles use this theory to highlight general advantages of virtual representations because they
can be more easily integrated with other learning materials and exclude distracting features.

Haptic Encoding

Twenty-three articles motivated the comparison of representation modes with the capability of
physical representations to offer haptic encodings of information (see Table 2). In two of these
articles, haptic encoding was the sole motivator of the comparison. Twelve articles referred to
this theory together with physical engagement, eight with cognitive load, six with embodied
action schemas, and 16 with conceptual salience (see Table 2).

Overview of the Theoretical Perspective

Research on haptic encoding proposes that physical representations provide haptic cues for
learning, that is, students can encode the target concepts directly through the sense of touch, in
addition to the visual sense (Magana and Balachandran 2017; Zaman et al. 2012). The
availability of haptic cues in physical representations allows students to make more explicit
connections between the perceived environment and the target concepts, compared to virtual
representations (Shaikh et al. 2017; Skulmowski et al. 2016). Haptic encoding perspectives
describe three mechanisms of how the availability of haptic cues can enhance learning. First, if
students can connect visual as well as haptic features to concepts, they have more retrieval cues
than if they can only connect visual features to concepts. This increases their ability to
remember the given concept and to make further connections to it later on. Second, haptic
experiences contribute to perceptual grounding of abstract concepts. Perceptual grounding
describes how abstract concepts originate in concrete experiences that become increasingly
stylized (Goldstone et al. 1997; Harnad 1990). That is, initial experiences with a concept are
strongly tied to sensorimotor experiences of the concept (e.g., lifting objects requires energy)
until they gradually become more and more abstract (e.g., understanding energy as a form of
strength). Third, haptic cues can increase cognitive capacity. This line of reasoning draws on
updated version of Cognitive Load Theory. While Baddeley (1992)’s original working mem-
ory model proposed that visual and verbal modalities can be processes in parallel, recent
modifications (e.g., Baddeley 2012) also include a haptic modality. Since each modality has its
own working memory, adding a haptic modality increases students’ overall cognitive capacity
and thereby reduces the risk of cognitive overload.

Haptic encoding perspectives fundamentally differ from physical engagement perspectives.
While physical engagement perspectives refer to general engagement with the learning
materials that is not specific to the target concepts (i.e., if a physical representation is more
motivating, that is true regardless of which concept a student is learning), haptic encoding
perspectives focus on how specific concepts are encoded in a physical representation. If a
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physical representation provides haptic cues for one concept but not for another, learning
benefits would be expected only for the concept for which haptic cues are available and only if
students explicitly attend to these cues.

In sum, haptic encoding perspectives focus on advantages of haptic cues in providing
retrieval cues, in offering opportunities for perceptual grounding, and in reducing risk of
cognitive overload. Hence, physical representations can enhance learning, provided they offer
haptic cues for the target concepts.

Treatment of the Theoretical Perspective by the Reviewed Articles

The way in which the reviewed articles refer to haptic encoding perspectives reflects their
focus on connecting haptic cues and target concepts. For example, Barrett et al. (2015) and
Stull and Hegarty (2016) describe advantages of physical representations for learning of spatial
concepts as a result of their direct encoding of spatial information that is accessible via touch
(e.g., bond angles in chemical molecules). Some authors further emphasize that the presence of
haptic cues alone is not sufficient, but that students’ manipulations of the haptic features need
to be associated with the to-be-learned concepts (Manches et al. 2010; Melcer et al. 2017).

The reviewed articles describe a variety of advantages of haptic encoding. First, several
articles emphasize advantages for memory and recall. For example, Olympiou and Zacharia
(2012) and Wang and Tseng (2018) suggest that physically feeling the materials and
procedures performed in laboratories experiments provides richer experiences that may
enhance learning. Similarly, Stusak et al. (2015) suggest that processing information both
through a visual and a haptic channel enhances memorability.

Second, a few articles refer to advantages of haptic encoding in terms of providing
perceptual grounding for abstract concepts. For example, Han (2013), Zacharia and Michael
(2016), and Zacharia and Olympiou (2011) describe physical experiences of concepts as the
foundation of understanding. Similarly, Zacharia et al. (2012) suggest that physical touch can
serve as an anchor that grounds conceptual understanding. Such haptic experiences may also
improve students’ ability to mentally manipulate the representation later on when it is no
longer physically present (Yannier et al. 2015).

Third, several articles describe advantages of haptic encoding in terms of increased
cognitive capacity. For example, Zacharia et al. (2012) propose that physical representa-
tions increase overall cognitive capacity because they allow students to utilize their haptic
working memory. Similarly, Chini et al. (2012) suggest that physically touching represen-
tations offers an additional processing pathway that increases cognitive capacity and
thereby decreases cognitive load. Also Schneider et al. (2016) suggest that haptic infor-
mation provided by physical representations can decrease cognitive load. Some of the
reviewed articles relate this argument to the distributed cognition literature. For example,
Manches et al. (2010) propose that physical representations allow offloading memory into
physical materials, which can lead to a reduction in cognitive load. Note that this argument
is distinct from the cognitive load perspective described above in that the reviewed articles
emphasize that cognitive load advantages of haptic encoding only come into play if the
haptic cues encode the target concepts. For example, Skulmowski et al. (2016) provide a
nuanced discussion of how physical representations may on the one hand increase
cognitive load because they require more motor actions, but how they may on the other
hand reduce cognitive load if these motor actions are directly associated with the to-be-
learned concepts.
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In sum, this perspective suggests that physical representations are not generally more
effective than virtual representations but that their advantages depend on whether they allow
students to explicitly process haptic cues that encode specific target concepts. If physical
representations offer haptic cues for a concept, they may enhance memory, provide perceptual
grounding of the concept, and reduce cognitive load.

Embodied Action Schemas

Ten articles motivated the comparison of representation modes by referring to the potential of
physical representations to activate embodied action schemas (see Table 2). None of these
articles used embodied action schemas as the sole motivator of the comparison. Seven articles
used this theory in conjunction with physical engagement, five with cognitive load, six with
haptic encoding, and six with conceptual salience (see Table 2).

Overview of the Theoretical Perspective

Embodied action theory suggests that body movements influence cognition (Glenberg
2010; Glenberg et al. 2013; Wilson 2002). According to this theory, cognition evolved to
facilitate our interactions in the real world by mentally simulating effects of our actions
(Glenberg 1997). Similarly, all higher-order thinking (e.g., thinking about abstract con-
cepts) can be viewed as a mental simulation of body actions. The use of embodied
metaphors in our day-to-day language is an illustrative example of embodied action
theory. Embodied metaphors tie abstract concepts to body actions, thereby grounding
the concepts in real-world experiences. For example, the phrase “that made an impression
on me” relates an emotional experience to a physical experience of an imprint (Lakoff and
Johnson 1980, p. 127). More formally, embodied metaphors are implicitly acquired action
schemas that result from sensory-motor experiences of our body movements and interac-
tions in the world (Lakoff and Johnson 1980). Embodied action schemas can be invoked
through speech (e.g., using metaphors as in the example above) or through body move-
ments (e.g., moving one’s hands upward can invoke concepts related to increase, improve-
ment, or happiness) (Black et al. 2012; Johnson-Glenberg et al. 2014). The more embodied
the experience of a concept through physical interactions, the higher learning outcomes
regarding that concept (Johnson-Glenberg et al. 2014).

According to this theory, learning means that students form mental simulations that are
grounded in such embodied action schemas (Abrahamson and Lindgren 2014; Clark 2013).
Research on embodied action schemas shows that learning can indeed be enhanced by moving
the body in ways that are synergistic with mental simulations of target concepts (Hayes and
Kraemer 2017). For example, when students learn about growth functions, they mentally
simulate increase that is grounded in upward movements, which may be enhanced by
physically moving their hand upwards.

While this perspective is related to the perceptual grounding argument described under
haptic encoding, it is distinct from it in the sense that it does not require students to be
explicitly aware of the connection between the body action and the to-be-learned concepts.
Hence, it describes an implicit, often nonverbal mechanism. Indeed, even seemingly unrelated
body movements affect cognition. For example, being instructed to enact shapes helps students
understand geometry concepts even if they are not aware of the relation between their
enactments and the concepts (Nathan and Walkington 2017).
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Further, embodied action schema and physical engagement perspectives are somewhat
related in that both propose that moving the body can enhance learning. However, they are
distinct in that the former suggests that only movements that invoke action schemas that align
with the target concept positively affect learning, whereas the latter proposes effects
independent of which concept is learned. Indeed, in a recent review, Duijzer et al. (2019)
use the involvement of the student’s body as a key dimension to organize embodied cognition
studies. Specifically, they distinguish studies in which students move their own bodies and
studies where students observe movements of others. In the latter case, they refer to neural
mirroring mechanisms (see Anderson 2010; Gallese and Lakoff 2005 for overviews) to explain
why observing movements of others can activate action schemas and thereby ground concepts
in physical experiences. Nevertheless, in each case, the movement needs to be related to the
target concept. A review by Skulmowski and Rey (2018) further underlines the importance of
this relation. They compared studies in which the relation between concept and movement was
weak or strong. They found that stronger relations yielded higher learning outcomes. Further,
they examined the role of the amount of body movements in embodied learning. While high
amounts of body movement can compensate for weak relations between movement and
concept, they can also increase cognitive load and thereby reduce learning outcomes.

In sum, embodied action schema perspectives propose that body actions implicitly ground
abstract concepts in real-world experiences. Therefore, an effect of a particular representation
mode results from its capacity to ground a specific concept in body actions.

Treatment of the Theoretical Perspective by the Reviewed Articles

Many of the reviewed articles refer to embodied action schemas to advocate for physical over
virtual representations. For example, Pan (2013) refers to the link between sensorimotor action
and cognition to argue that physical representations can “tap into cognition at a very primal
level and may provide a more unconscious understanding” of the to-be-learned concepts (p. 8).
Several articles refer to the potential of physical representations to activate sensorimotor states
that can enhance learning. For example, Skulmowski et al. (2016) interpret the embodied
cognition literature’s tenet that abstract thinking is a reenactment of sensorimotor perceptual
states as suggesting that physical representations have motor affordances that may enhance
learning. Similarly, Yannier et al. (2015) reference the literature on embodied action
schemas to argue that the research showing that mind and body are integrated during
learning suggests that bodily activity can support cognition. In addition, several of the
reviewed articles refer directly to the activation of embodied action schemas. For
example, Bakker et al. (2012) and Melcer et al. (2017) motivate the design of tangible
user interfaces in their capability to engage students in recurring sensorimotor expe-
riences that activate embodied metaphors. Yannier et al. (2016) propose that interac-
tions with physical representations can trigger affordances for action that activate
embodied schemas.

This view stands in contrast to research on embodied cognition, which suggests
that it is not the mode of the representation that matters but how students move their
bodies when interacting with the representation. Studies show how virtual representa-
tions that are manipulated by movements that invoke synergistic embodied metaphors
enhance students’ learning of target concepts more so than those manipulated by less
synergistic movements (Segal et al. 2014). Further, representations that are designed
so that they require students to move their bodies in ways that are more synergistic to
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target concepts have been shown to be more effective (Abrahamson and Lindgren
2014; Antle et al. 2009; Bamberger and diSessa 2003).

Yet another view in the reviewed articles is that imagined movements may suffice to
leverage embodied action schemas and that physical movement may not be necessary. For
example, King and Smith (2018) refer to research on embodied action schemas showing that
imagined actions are neurologically correlated with brain activation resulting from physical
actions and may hence yield the same benefits for learning. Similarly, Manches et al. (2009,
2010) describe research showing that viewing gestures performed by instructors can also
activate embodied action schemas to explain why virtual representations may have advantages
for learning over physical ones.

In sum, this theoretical perspective suggests that (actual, observed, or imagined) actions
used to manipulate representations may affect learning more so than the representation mode
itself. Specifically, representations that engage students in body actions that invoke embodied
schemas that are synergistic with the to-be-learned concepts should enhance learning. Because
physical and virtual representations are manipulated via different movements, this theory may
nevertheless explain effects of representation modes.

Conceptual Salience

Forty-two articles motivated the comparison of representation modes by referring to their
capability of making concepts salient (see Table 2). In ten of these articles, conceptual salience
was the sole motivator of the comparison. Sixteen articles used this theory in conjunction with
physical engagement, 15 with cognitive load, 16 with haptic encoding, and six with embodied
action schemas (see Table 2).

Overview of the Theoretical Perspective

Conceptual salience perspectives build three lines of prior research. First, they build on
information processing accounts of cognition (Miller 1956), Multimedia Learning Theory
(Mayer 2005, 2009) and the Integrated Theory of Picture Comprehension (Schnotz 2005;
Schnotz and Bannert 2003), which hold that students have to explicitly attend to information in
order to process it in working memory. Further, the design of external representations can
affect the likelihood that students attend to certain information (Mayer and Moreno 1998;
Schnotz 2005; Schnotz and Bannert 2003). For example, highlighting a specific feature of a
representation makes it more likely that students pay attention to it, thereby making this feature
more salient. If a salient feature carries meaningful information about the to-be-learned
concept, it is conceptually salient.

Second, they build on affordance theory (Gibson 1997), which proposes that perception
and action are invariably intertwined. Students do not “objectively” see representations but
instead subjectively see representations as allowing for certain actions that help them
achieve certain goals. That is, students do not perceive the objects themselves but their
affordances for action. According to affordance theory, even if a physical and virtual
representation provides the same information, they are perceived differently because they
naturally afford different actions. Further, according to Olympiou and Zacharia (2012),
virtual representations emerged to address a need to complement physical representations
and therefore were designed to affordances that complement (and hence differ from)
physical representations.
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Third, conceptual salience perspectives build on research on conceptual change, which
suggests that students have to be confronted with events that challenge their preconceptions
(diSessa 2014; Vosniadou 1994). Interactive representations provide the grounds for students
to explore events that challenge their thinking and compare these events to their own
conceptions (Olympiou and Zacharia 2012). Because physical and virtual representations
differ in terms of which aspects of events they make salient, they differ in their effectiveness
to induce conceptual change about a particular concept or event.

Research on conceptual salience builds on a large number of studies that have compared
virtual and physical representations (Chini et al. 2012; Klahr et al. 2007; Yuan et al. 2010;
Zacharia and Constantinou 2008). These studies did not find conclusive evidence that either
representation mode is generally more effective. However, the pattern of results suggests that
the effectiveness of representation modes depends on whether they make the target concept
salient; that is, whether they can draw students’ explicit attention to the concept. Experimental
evidence for this interpretation comes from a study that determined a priori which represen-
tation mode made which target concept more salient (Olympiou and Zacharia 2012). Results
showed that students indeed benefited more from the representation mode that had advantages
in terms of conceptual salience.

In sum, the main tenet of conceptual salience perspectives is that effects of representation
modes are concept-specific and depend on whether they make a concept salient.

Treatment of the Theoretical Perspective by the Reviewed Articles

In contrast to findings that effects of representation modes are specific to the target concept, the
review of the identified articles revealed that many articles used this theoretical perspective to
argue for the effectiveness of a particular representation mode. On the one hand, several
authors emphasize the capability of virtual representations to make concepts salient. For
example, several authors suggest that one advantage of virtual representations is that they
can make unobservable phenomena visible and thereby conceptually salient (Chien et al. 2015;
Drickey 2000; Finkelstein et al. 2005; Gire et al. 2010; Lee and Chen 2015; Moyer-
Packenham and Westenskow 2013; Pyatt and Sims 2012; Renken and Nunez 2013; Yannier
et al. 2016; Yuan et al. 2010). Burris (2010) extends this argument to connections to symbolic
representations and suggests that virtual representations afford easier connections to abstract
symbols. Further, the ability of virtual representations to provide immediate feedback on
interactions can help students attend to relevant visual features (Magruder 2012; Sung et al.
2015).

Several authors connect this latter argument to Cognitive Load Theory. For example, Chini
et al. (2012), Smith and Puntambekar (2010), and Toth et al. (2009) suggest that the capability
of virtual representations to highlight features and constraining certain interactions enhances
students’ ability to notice conceptually relevant information. On the other hand, some authors
argue that physical representations have advantages when it comes to conceptual salience. For
example, Schneider et al. (2016) and Stull et al. (2013) emphasize advantages of physical
representations make spatial information salient. Others have argued that physical representa-
tions are more concrete and detailed, which can make information more salient (Stusak et al.
2015).

Overall, however, there seems to be an agreement that different representation modes
may have complementary advantages in making concepts salient—especially among the
recent publications within the reviewed articles. While some argue that the advantages of
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physical and virtual representations depend on how they display information relevant to
the content being taught (Barrett et al. 2015), the overarching consensus seems to be that
displaying information is not sufficient to make concepts salient, but that students need to
interact with them (e.g., Jaakkola et al. 2011; Manches et al. 2009; Olympiou and Zacharia
2012; Triona and Klahr 2003; Wang and Tseng 2018; Zacharia et al. 2012). That is,
physical and virtual representations afford different types of interactions, which allows
them to make different concepts salient. For example, Olympiou and Zacharia (2012)
argue that interacting with physical representations of experiments allows for measure-
ment errors—hence making this concept more salient—whereas virtual representations
afford cleaner, more controlled interactions and hence allow making concepts of system-
atic variation more salient.

In sum, this perspective suggests that it is not the representation mode itself that affects
learning. Rather, regardless of the mode, a representation should be more effective if it engages
students in actions that make the target concept more salient.

Comparison of Theoretical Perspectives

Figure 1 summarizes and compares the mechanisms and scope of each theoretical perspective.
This also highlights several conflicts between the perspectives. First, Fig. 1 illustrates that
physical engagement and cognitive load perspectives predict general effects on learning
outcomes that are not specific to a particular concept (i.e., the arrows in Fig. 1 point at the
full circle that stands for general learning outcomes). Specifically, physical engagement
perspectives make unspecific predictions that are based on the assumption that students’
increased engagement with learning content enhances learning outcomes, without fully spec-
ifying the underlying mechanisms. Cognitive load perspectives mainly propose advantages of
virtual representations because they can be more easily designed to reduce extraneous
cognitive load that physical ones. By contrast, haptic encoding, embodied action schemas,
and conceptual salience perspectives make predictions that are specific to the target concept
(i.e., the arrows point at specific concepts).

Fig. 1 Summary and comparison of the different theoretical perspectives
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It seems that this conflict has mainly been resolved in recent literature, as the consensus is
that there is no representation mode that is consistently better than the other (see above).
However, this does not mean that physical engagement and cognitive load effects do not occur.
Rather, it appears that they are not strong enough to override the concept-specific effects
described by the other theoretical perspectives. For example, if a physical representation
contains seductive details that increase cognitive load but makes the target concept more
salient, it may still yield higher learning outcomes than a virtual representation that does not
include seductive details and fails to make the target concept salient. Hence, this conflict
highlights shortcomings of the physical engagement and cognitive load perspectives; namely,
that they ignore the consensus of prior research that found concept-specific effects of repre-
sentation modes. Likewise, the concept-specific theories should not ignore general effects due
to physical engagement and cognitive load mechanisms.

A second conflict exists between the physical engagement and cognitive load perspectives.
Both predict effects of representation modes per se but in opposite directions. As illustrated in
Fig. 1, the physical engagement perspective predicts advantages of physical representations,
whereas the conceptual load perspective predicts advantages of virtual representations. While
it is possible that both perspectives describe mechanisms that co-occur when students work
with physical and virtual representations, we know little about how these mechanisms interact.

When examining how the reviewed studies treated this conflict, I found that only one of the
54 reviewed studies (Skulmowski et al. 2016) tested for interactions between designs that
reduce cognitive load (integrated labels) and representation mode (blended vs virtual). The
authors found an interaction effect, such that integrated labels enhanced learning for the
blended mode but not for the virtual mode. Even though this study did not compare pure
physical and virtual modes, it suggests that physical engagement and cognitive load mecha-
nisms may interact. In 18 of the 54 reviewed studies, the designs pertaining to cognitive load
were the same between modes, 16 articles did not provide enough information about this issue,
and 20 confounded instructional designs that reduce cognitive load with representation mode.
That is, over one third of the studies confounded cognitive load and representation mode in
their experimental designs. Confounds typically resulted from virtual representations being
integrated with instructional text to reduce cognitive load, whereas physical representations
were not. When such confounds exist, it is possible that effects other than the representation
mode itself may account for the effects in these studies. Hence, these conflicts highlight
shortcomings of prior studies that have not teased apart these two mechanisms. Future research
should systematically examine to what degree physical engagement and cognitive load
mechanisms may counteract one another and to what extent either of these mechanisms drive
differences between representation modes.

A third conflict exists between the embodied schemas and conceptual salience perspectives.
As illustrated in Fig. 1, neither predicts an advantage of the representation mode per se.
Instead, both predict effects that are specific to the target concept and that depend on students’
actions. However, the mechanisms they describe are fundamentally different. The embodied
schemas perspective predicts action effects based on implicit mechanisms that students are not
necessarily aware of. By contrast, the conceptual salience perspective predicts action effects
based on explicit mechanisms that require students’ attention to how the representations show
concepts. Because of these different underlying mechanisms, these predictions often conflict in
practice. An action that implicitly invokes embodied schemas without requiring students’
awareness may at the same time reduce the saliency of the concept. For example, consider a
student learning about constant functions using an interactive coordinate graph. If she has to
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move her hand sideways to plot the dots, this movement may induce an embodied metaphor
related to equality (Lakoff and Johnson 1980), which is synergistic to the concept that in a
constant function, the y-value is equal for all x-values. At the same time, however, the
sideways movement means that the student does not have to pay attention to the y-value each
time she plots a dot. Therefore, the action that induces a synergistic embodied schema does not
make the concept salient. By contrast, if the student had to perform an intermediate action
(e.g., pick up a pin to place on a physical board that shows the coordinate graph), she would
have to find the y-value each time, which makes it more salient that the y-values are equal.
However, this action no longer induces a synergistic embodied schema.

When inspecting the reviewed articles for this conflict, I found that only one study used an
intervention that induced embodied schemas (Bakker et al. 2012). However, in this study,
students were explicitly asked to relate their actions to the target concept, so that the
intervention did not exclusively manipulate embodied action schemas. Indeed, in most
research on learning with representations that is based on embodied schema theory, the
interventions are designed to help students explicitly connect embodied schemas to concepts
(Abrahamson and Lindgren 2014; Segal et al. 2014). Further, while activation of embodied
schemas is effective without such explicit connections, connecting actions to concepts en-
hances the effectiveness of this activation (Nathan and Walkington 2017; Nathan et al. 2014).
However, prior research has typically focused on only one representation mode at a time, such
as virtual only (Segal et al. 2014), physical only (Dackermann et al. 2016), or blended only
(Howison et al. 2011). Consequently, it is unclear to what extent the embodied schemas
mechanism by itself accounts for possible differences between representation modes. Further,
in cases where embodied action schemas and conceptual salience conflict because—as is the
case in many representations that were not purposefully designed to help students connect
embodied schemas to concepts—we do not know whether the two mechanisms cancel each
other out or if one is stronger than the other and consequently prevails. Hence, this conflict
highlights a shortcoming of embodied action schema perspectives to explain the extent to
which its mechanisms are independent of explicit connection making to concepts as pertaining
to physical and virtual representations.

In addition, Fig. 1 highlights two aligning predictions. Both the physical engagement and
the haptic encoding perspectives predict mode effects in favor of physical representations.
However, because the haptic encoding perspective makes concept-specific predictions, this
alignment only applies to physical representations that offer haptic cues for the given concept.
The inspection of the reviewed articles showed that none of the selected articles tested whether
physical representations yield higher learning outcomes only for those concepts for which they
provide haptic cues. None of the reviewed studies inspected whether null effects could be
explained by a physical representation’s lack of haptic cues. Only one study came close to
examining differential effects of haptic cues. Manches et al. (2010) found that haptic cues of
physical representation modes afford different problem-solving strategies for partitioning tasks
than virtual representations. Even though this was not directly assessed in their study, the
authors argue that differences in problem-solving strategies could yield different conceptual
outcomes. Hence, this alignment reveals a shortcoming of haptic encoding perspectives in that
the concept-specific scope their predictions has not been empirically tested.

A second alignment exists between the haptic encoding and conceptual salience perspec-
tives. As illustrated in Fig. 1, both perspectives predict that physical representations with haptic
cues for a concept enhance learning. They do so for similar yet slightly different reasons. The
haptic encoding perspective explains this advantage of physical representations with their
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ability to provide direct, bodily experiences of the target concept. By contrast, the conceptual
salience perspective suggests that physical experiences can draw students’ attention to specific
concepts—but this is just one of multiple features that could do so (e.g., visual cues of a
physical representation could also make a concept salient). The inspection of the reviewed
articles showed that arguments about haptic encoding and conceptual salience were often
confounded. For example, Olympiou and Zacharia (2012) tested concept-specific effects but
did not distinguish whether a representation provided haptic cues for the concept and/or made
it more salient. Similarly, Wang and Tseng (2018) qualitatively inspected concept-specific
effects. However, even though they used haptic encoding to motivate their research, their
hypotheses about mode effects were purely based on conceptual salience, and they did not
discuss whether haptic cues could account for concept-specific effects. Finally, Zacharia et al.
(2012), Zacharia and Michael (2016), and Zacharia and Olympiou (2011) tested concept-
specific effects based on conceptual salience, which included some reasoning about how
haptic cues can make concepts more salient. However, their analyses did not distinguish
effects that were due to a physical representation making a concept salient through haptic
cues from those due to other characteristics such as affordances for interactions or visual
features. Hence, this alignment highlights a shortcoming of conceptual salience perspectives,
which have yet to compare the effectiveness of different types of conceptual cues. Future
research could address this shortcoming by systematically comparing—for example—haptic
cues, visual cues, and their combination, to test which has the strongest effect on students’
learning.

Finally, Fig. 1 highlights that multiple mechanisms together may account for the effects of
physical and virtual representations on students’ learning. Rather than making predictions
based on one theoretical perspective, a unified theory would suggest that a given representation
mode is most effective if it engages students in multiple of the described mechanisms. For
example, a physical representation may be more effective if it is designed to activate concept-
specific embodied action schemas in addition to offering haptic cues for the concept, compared
to a version of the physical representation that only provides haptic cues. Similarly, a virtual
representation may be more effective if it draws attention to salient cues while also reducing
cognitive load, compared to a version of the virtual representation that only focuses on
reducing cognitive load. However, prior research has not tested whether these mechanisms
are additive and whether or when they might interfere with one another. Hence, thus far, the
suggestion that multiple mechanisms together may enhance students’ learning is solely based
on theoretical considerations.

Discussion

This review investigated what predictions different theoretical perspectives make about the
effectiveness of physical and virtual representations (research question 1). To this end, I
examined how prior research has motivated comparisons of representation modes, focusing
on theoretical perspectives used to describe learning with physical, virtual, or blended repre-
sentations. This revealed five theoretical perspectives that describe different mechanisms
through which representation modes may affect learning and that yield different predictions
for learning outcomes. Two of the perspectives make general predictions in favor of one or the
other representation mode (i.e., the physical engagement perspective favors physical repre-
sentations; the cognitive load perspective favors virtual representations). Three of them make
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concept-specific predictions: one predicts a mode effect (i.e., the haptic encoding perspective
favors physical representations for specific concepts), and two predict an effect not of
representation mode but of the actions students use to manipulate them (i.e., the embodied
action schemas perspective favors actions that invoke embodied schemas that are synergistic to
the concept, and the conceptual salience perspective favors actions that draw students’
attention to concepts).

An interesting contrast exists between the prevalence of the two perspectives that made
concept-specific action predictions. On the one hand, the conceptual salience perspective is
by far the most dominant perspective across the reviewed papers: it occurred in 42 of 54
reviewed articles. It was used as a sole perspective in ten papers and used equally frequently
with the physical engagement, cognitive load, and haptic encoding perspectives. The dom-
inance of this perspective reflects a consensus in the literature that neither physical nor virtual
representations are superior but that their effectiveness depends on the concepts they illus-
trate. On the other hand, the embodied schemas perspective is the least dominant perspective:
it occurred in 10 of 54 articles. It was never used as the sole perspective and about equally
often used in conjunction with any of the other perspectives. The sparsity with which this
perspective was used to motivate comparisons of representation modes is surprising for two
reasons. First, this perspective is rarely used even though it matches the consensus that no
mode is generally superior. Second, the infrequent use of this perspective in the context of
comparisons of representation modes stands in contrast to research on the design of visual
representations that has extensively made use of this perspective. One reason why the
conceptual salience perspective is more prevalent than the embodied schemas perspective
may be that the former describes explicit mechanisms through which students connect
features of the representations to concepts, whereas the latter describes implicit mechanisms
that do not require students attention or awareness. When multiple mechanisms may be at
play, it may be easier to assess those that are more overt and accessible, for example, through
verbal protocols. By contrast, implicit mechanisms are more difficult to assess because they
are not verbally accessible.

The remaining perspectives were moderately frequent. The haptic encoding perspective
occurred in 24 of 54 articles and was used as the sole perspective only twice. Most frequently,
this perspective was used in conjunction with the conceptual salience perspective. This reflects
the fact that the mechanisms described by the haptic encoding perspective match the mech-
anism described by the conceptual salience perspective because both rely on explicit processes.
Similarly, the physical engagement perspective was used in 23 of 54 articles, three times as the
sole perspective, and most frequently in conjunction with conceptual salience. Again, the
mechanism is explicit because students can report on what features of a representation catch
their attention, which aligns with the explicit nature of the conceptual salience perspective.
Further, it is worth noting that—with the exception of articles that focused on blended
representation modes—most articles contrasted this perspective to the conceptual salience
perspective to illustrate that a pure physical engagement perspective is somewhat outdated
because it does not account for concept-specific effects. Finally, the cognitive load perspective
was used in 19 of 54 articles, was never used as the sole perspective, and was also most
frequently used in conjunction with conceptual salience. The common co-occurrence likely
results from the fact that both perspectives describe mechanisms through which visual features
draw students’ explicit attention to relevant concepts. In sum, in response to research question
1, this review shows that comparisons of representation modes are mostly motivated by a
combination of multiple perspectives that describe mostly explicit mechanisms.
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In addition, this review investigated whether predictions by the different mechanisms
conflict or align with each other (research question 2). To this end, I compared predictions
made by the given theoretical perspectives and examined whether research has empirically
contrasted predictions that are based on the different theories. This comparison revealed three
conflicting predictions. First, the perspectives differ in scope, that is, whether they predict
general or concept-specific effects. While the literature has converged on concept-specific
mechanisms, general mechanisms may still be at play when students work with representation
modes. Second, physical engagement and cognitive load perspectives make opposite predic-
tions. In the reviewed articles, they were often confounded, which complicates the interpre-
tation of mode effects. Third, embodied schema and conceptual salience mechanisms often
have opposite directions because actions that invoke synergistic embodied schemas often do
not require explicit conceptual processing. None of the reviewed articles described studies that
distinguished between these mechanisms, so that it is unclear how they interact with one
another.

Further, the comparison revealed two aligned predictions. First, in cases where physical
representations have haptic cues for a concept, the haptic encoding and physical engagement
perspectives make identical predictions in favor of physical representations. Second, in cases
where a haptic cue makes a concept salient, the haptic encoding and conceptual salience
perspectives made identical predictions in favor of physical representations. None of the
reviewed articles distinguished whether advantages of physical representations were due to
physical engagement, conceptual salience, or haptic encoding mechanisms.

In sum, in response to research question 2, the comparison of the different theoretical
perspectives suggests that multiple mechanisms co-occur while students learn with physical
and virtual representations. This highlights a need for a unifying theory that would specify
exactly how these mechanisms interact with one another. Specifically, in cases where the
predictions conflict, we know very little about which mechanism outweighs the other and
therefore explains the identified effects. In cases where the predictions align, we do not know
whether the mechanisms are additive or which mechanism is the dominant one. A unifying
theory would not only explain these interactions but also yield specific predictions for
practitioners to effectively combine physical and virtual representations.

Implications for Research

This review has several implications for future research, summarized in Table 3. First, because
multiple mechanisms can explain advantages of physical or virtual representations, researchers
should be aware of potential confounds when comparing representation modes. Most prom-
inently, this review showed that cognitive load mechanisms were often not controlled for,
which makes it difficult to interpret differences between representation modes. For example, in
light of prior research suggesting that physical representations can increase cognitive load
because they are perceptually richer than virtual representations, research on blended repre-
sentations should account for cognitive load effects when comparing blended to virtual
representations. Overall, researchers should ensure their experimental designs do not confound
different mechanisms that have been shown to account for effects of representation modes.

Second, because multiple mechanisms are likely at play when students learn with physical
and virtual representations, future research should move beyond focusing on just one mech-
anism and address open questions about how multiple mechanisms interact, with an eye
towards building a unified theory of learning with physical and virtual representations.
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Specifically, this review identified cases where mechanisms align and cases where they
conflict. When they align, open questions exist about whether the different mechanisms are
additive. For example, is there added benefit to adding a haptic cue to a physical representation
that already makes the target concept salient through visual features? When the mechanisms
conflict, it remains unknown whether they cancel each other out or whether one mechanism is
stronger and therefore prevails. For example, if a physical representation invokes a synergistic
embodied schema but fails to make the concept salient, whereas the reverse is true for a virtual
representation, which mode is more effective? Systematic comparisons of representation
modes that isolate which learning mechanism accounts for learning advantages could resolve
these questions. Blended representation modes offer new venues to isolate effects of particular
physical and virtual features because they can strategically vary which aspects of students’
interactions are physical or virtual.

Third, the dominance of perspectives that focus on explicit mechanisms ignores a large
body of research on embodied action schemas, which suggests that implicit mechanisms also
play an important role in students’ learning with physical and virtual representations. Hence,
research should take implicit mechanisms into account. To this end, research may assess
implicit, nonverbal learning processes, for example, based on eye gaze or gestures.

Finally, this review revealed a gap in how research on physical/virtual modes and research
on blended modes treats the physical engagement perspective. While the former casts this
perspective as outdated, the latter uses it more optimistically to motivate the use of blended
representations. This suggests that future research should examine the impact of physical
engagement on cognitive learning outcomes.

Implications for Instruction

Instructors face a difficult choice when it comes to selecting appropriate representation modes for
their students. Likewise, developers of blended educational technologies have to weigh multiple
considerations when deciding which components should be presented in the physical or virtual
mode. While this review showed that recent research appears to have reached a consensus that
effects of representation modes are concept-specific, this does not invalidate prior research that
established general mode effects through physical engagement and cognitive load mechanisms.

Table 3 Overview of implications for future research

Implication Gap in prior research Recommendation for future research

Confounds Prior research has often confounded multiple
mechanisms that might account for effects
of representation modes

Future research should control for different
mechanisms when comparing
representation modes

Interactions
among
mechanisms

Prior research has mostly focused on a single
mechanism of learning with representation
modes

Future research should investigate how the
different mechanisms of learning with
representation modes interact with one
another

Include
implicit
mechanisms

Prior research has mostly focused on explicit
learning mechanisms pertaining to effects of
representation modes

Future research should include implicit
mechanisms (e.g., embodied action
schemas) into research designs

Role of
physical
engagement

Prior research on blended representations takes
a different view on physical engagement
than prior research on physical/virtual rep-
resentations

Future research should reconcile different
views on the impact of physical
engagement on cognitive learning outcomes
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Further, multiple perspectives describe different types of concept-specific mechanisms. Instructors
and developers should be aware of these perspectives to make educated choices. Until research
addresses open questions about how the different mechanisms interact, these choices can only be
based on a few heuristics, summarized in Table 4.

First, if a physical representation makes a concept more salient than a virtual representation
and offers haptic cues for the concept, instructors and developers need to ensure that it does not
increase extraneous cognitive load. For example, physical representations are often used in
ways that require students to split their attention between the representation and other
instructional materials. Further, they can distract students from relevant visual features because
they may contain more seductive details than their virtual counterparts. If necessary, they could
consider modifying how the physical representation is incorporated with other instruction so as
to minimize extraneous cognitive load. For example, providing verbal instead of written
instructions for using the representation can reduce split attention effects. Further, focusing
students’ attention on relevant visual features, for example, through verbal instructions or
pointing gestures, may reduce the risk of students getting distracted by seductive details. If it is
not possible to decrease cognitive load demands, the instructor has to weigh the intrinsic and
germane cognitive load of the learning experience (e.g., difficulty of the material) against the
increased cognitive load of the physical representation and against the possibility of losing its
haptic and conceptual benefits if students instead used a virtual representation.

Second, if a representation has conceptual advantages, instructors and developers may want
to ensure that it does not invoke antagonistic embodied action schemas (e.g., by requiring hand
movements that invoke a conflicting schema). If it does, for a physical representation, they
may consider making modifications so as to disrupt body movements that could invoke
misleading schemas. For example, if a horizontal movement would be more favorable for a
given concept, arranging materials so that students pick up pieces of the physical representa-
tion they are assembling with a horizontal rather than vertical movement might enhance
learning. Similarly, interactions with a virtual representation could be modified so that students
click buttons in a certain sequence that induces a horizontal movement.

Finally, purposefully combining representation modes may enhance students’ learning
because different learning mechanisms may be more or less relevant to particular content. In
an instructional lesson, this can be done by pairing representation modes with specific content.
In a blended learning environment, this can be done by manipulating which components are

Table 4 Overview of heuristics for instruction

Heuristic Research basis Recommendation for instruction

Reduce extraneous cognitive
load for physical
representations

Physical representations may increase
extraneous cognitive load through
seductive details and split attention

Reduce extraneous cognitive load by
focusing attention to relevant visual
features and through verbal
instruction

Reduce antagonistic body
movements for
representations with
conceptual advantages

Body movements that invoke
antagonistic embodied action
schemas may reduce learning

Modify representations so that students
move bodies in synergistic ways or
disrupt antagonistic movements

Purposefully combine
physical and virtual
representations

Different representation modes offer
complementary advantages by
engaging students in different
learning mechanisms

Consider the representation’s potential
for physical engagement, cognitive
load, haptic encoding, embodied
action schemas, and conceptual
salience for the target concept
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offered in a physical or virtual mode. To this end, instructors and designers should carefully
consider which concepts are best enhanced through physical and virtual representations, pair
them accordingly, and switch between modes as these considerations change throughout the
learning experience. Further, they may examine how students react toward physical experi-
ences, for instance, whether they connect physical representations more readily to concrete
experiences in ways that could help them learn. If this is the case, instructors and developers
could strategically choose physical representations for concepts for which they also have
haptic, conceptual, and embodied advantages. By contrast, virtual representations may be
particularly helpful when reducing the risk cognitive overload is particularly important, for
instance, when the content is particularly complex, when it is important to emphasize specific
conceptually relevant features, or when they can activate embodied schemas. Nevertheless,
whether or not a physical, virtual, or blended mode is most effective for the given learning
content likely depends not only on the mode itself but also on the specific design of the given
representation.

Limitations

This review article should be interpreted in the context of several limitations. First, it focused
on cognitive learning outcomes. It did not take into account affective or motivational outcomes
such as interest in the subject matter or enjoyment of the instructional activities. Yet, it is
possible that representation modes that increase enjoyment also motivate students to interact
with them more in the future, which could in turn affect long-term cognitive outcomes.
Relatedly, this review focused on learning mechanisms that impact cognitive learning out-
comes. Therefore, I did not take into account arguments about the practicality of physical vs.
virtual representations, such as that virtual representations are more easily accessible than
physical ones that are often more expensive. This review also did not take into account
arguments pertaining to conventional practices, such as the fact that physical ball-and-stick
models are commonly used in chemistry and that gaining experience with these physical
representations is therefore a goal in and of itself. Third, this review focused on individual
learning. Therefore, arguments about advantages of collaborating with shared physical re-
sources were not taken into account. Finally, this review focused on STEM domains. It is
possible that the role of representation modes for non-STEM fields, such as the use of
interactions with physical artifacts and virtual experiences in domains such as history or arts,
is fundamentally different than in STEM.

Conclusion

The availability of blended instructional materials that combine physical and virtual represen-
tations has drawn renewed attention to comparisons of representation modes. This review
revealed that research generally considers five different mechanisms that make different
predictions about when and why each mode is effective. Further, this review revealed specific
cases when predictions align and conflict, which yields new directions for future research that
can systematically investigate which learning mechanisms account for mode effects. Such
research will yield important directions for instructors who face a practical decision about
which representation mode to use for instructional activities. This review also showed that
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research lacks attention to a large body of literature that has focused on implicit embodied
mechanisms. While the embodied schemas perspective does appear in several of the reviewed
articles, the research designs rarely reflect this perspective. Consequently, we know little about
the interplay between implicit and explicit mechanisms. Finally, further research pending, this
review yields some practical heuristics that may help instructors and designers of blended
technologies to choose representation modes wisely and modify how they integrate them with
other instructional materials.
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