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Abstract Robust knowledge serves as a common instructional target in academic settings.
Past research identifying characteristics of experts’ knowledge across many domains can help
clarify the features of robust knowledge as well as ways of assessing it. We review the
expertise literature and identify three key features of robust knowledge (deep, connected,
and coherent) and four means of assessing these features (perception, memory, problem
solving, and transfer). Focusing on the domains of math and science learning, we examine
how four instructional techniques—practice, worked examples, analogical comparison, and
self-explanation—can promote key features of robust knowledge and how those features can
be assessed. We conclude by discussing the implications of this framework for theory and
practice.
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Over the past several decades, cognitive and learning scientists have investigated a variety of
instructional techniques to support learning from problem solving. These techniques include
practice (Anzai and Simon 1979; Barron et al. 1998; Chen 1999; Nokes and Ohlsson 2005;
Phye 1990, 2001), worked examples (Atkinson et al. 2003; Paas and Van Merriënboer 1994;
Sweller and Cooper 1985; Ward and Sweller 1990), analogical comparison (Gentner et al.
2003; Gick and Holyoak 1983; Gick and Paterson 1992; Robins and Mayer 1993; Star and
Rittle-Johnson 2009), and prompting self-explanation (Chi et al. 1989; Chi et al. 1994; Rittle-
Johnson 2006). Although a great deal of work has investigated each technique individually,
much less has been done to examine the similarities and differences across techniques. Such an
analysis raises a number of interesting questions. What instructional features are shared across
techniques? Do these techniques lead to the acquisition of the same type of knowledge or are
there important differences in terms of what is learned? Are the techniques equally effective in
facilitating the acquisition of robust knowledge? Are these techniques hypothesized to trigger
similar or different cognitive processes? Would a combination of techniques have a cumulative
effect?
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Learning has been defined and operationalized in dramatically different ways across the
vast body of literature examining learning outcomes of instructional techniques. As many
papers fail to provide explicit definitions for terms such as “deep” or “conceptual” learning, the
way they are operationalized in experiments often serves as the only avenue for comparing
differences in meaning across research. The lack of clear, consistent terminology for learning
outcomes makes it very difficult to see whether different types of instructional techniques lead
to similar learning and transfer. Furthermore, this lack of a coherent theoretical framework
hampers progress in identifying patterns in the features of instruction across techniques. To
compare techniques, we must first define the knowledge targets of instruction in such a way
that they can be standardized across theories and research.

For the current work, we identify “robust knowledge” as the general learning objective for
each instructional technique. We propose a framework for acquiring robust knowledge based
on Koedinger et al.’s (2012) knowledge–learning–instruction (KLI) framework, which exam-
ines the relationship between observable instructional and assessment events and inferred
learning events and knowledge (Fig. 1). Our review is split into three sections in accordance
with the goals of the work. We first describe a framework for acquiring robust knowledge,
propose three features that characterize it, and describe assessment events that are likely to
identify those features. Next, we review four common instructional techniques—practice,
worked examples, analogical comparison, and prompting self-explanation—and examine the
evidence for whether each promotes the separate features of robust knowledge. Finally, we
discuss the theoretical implications of this analysis and potential directions for future research.

By analyzing a variety of techniques that have been shown to promote robust knowledge,
we aim to identify critical features shared by those techniques as well as important features that
may not be shared. The identification of such features could provide insight into instructional
principles that go beyond any single technique and may help to bridge laboratory discoveries

Fig. 1 Representation of robust knowledge acquisition, adapted from KLI framework (Koedinger et al. 2012)
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to instructional interventions tested in classroom settings. Such an approach will also help to
provide a conceptual framework for how these different interventions relate to one another and
offer evidence of which techniques are best suited to promote particular learning and transfer
outcomes.

A Framework of Robust Knowledge

The KLI framework was designed to integrate instruction, knowledge structures, and cognitive
processes as core features of a unified, domain-independent theoretical framework (Koedinger
et al. 2012). It incorporates four key elements: observable instructional events (e.g., practice
problems and self-explanation prompts), inferred learning events (e.g., proceduralization of
problem-solving steps and generation of inferences), inferred knowledge components that
contain application conditions and responses (e.g., 1+1=2, F=ma), and observable assess-
ments that can serve as a means of inferring knowledge components and also as instructional
events in themselves (e.g., measuring accuracy and reaction time to solve a geometry
problem). By representing the relationship between instructional techniques and knowledge
components, the KLI framework can be used to identify which instructional techniques are
best suited for acquiring specific knowledge components (Koedinger et al. 2012).

Our review proposes a complementary analysis that examines robust knowledge at a larger
grain size than the knowledge components proposed in the KLI framework. While knowledge
components capture fine-grained, domain-specific knowledge content, we examine higher-
level features of robust knowledge, which we identify and elaborate in the following sections.
We structure our review of four instructional techniques within a KLI framework to articulate
the specific changes in knowledge features that each instructional technique has been shown to
produce. This framework also integrates assessments that can be used to detect changes as
learners acquire robust knowledge. Based on this framework, we make specific predictions
about the features of robust knowledge produced by each instructional technique, the oppor-
tunities for improved assessment of that knowledge, and future directions for better under-
standing the relationships between instructional techniques, acquired knowledge, and assess-
ment outcomes.

Identifying the Key Features of Robust Knowledge: An Analysis of Experts

We draw on research from the expertise literature to identify features of robust knowledge.
Experts have often been cited as a standard for measuring robust knowledge and learning
(Nokes et al. 2010; Sternberg 1998). For example, Sternberg (1998) argued that the skills
underpinning academic success could be viewed as developing expertise, whereas Bransford
et al. (1986) suggested that explicitly focusing on the type of domain-specific knowledge that
distinguishes experts from novices could bolster efforts to teach thinking and problem solving.

The expertise literature is informative for our framework of knowledge, learning, and
instruction for several reasons. First, expertise has been the focus of extensive research, leaving
us with a deep understanding of experts’ knowledge and behaviors (Chi et al. 1988; Chi and
Ohlsson 2005; Nokes et al. 2010; Ericsson and Smith 1991). Research on expertise highlights
the importance of the underlying organization that supports robust knowledge. It places
emphasis on the structure of knowledge and the role of long-term memories in making
knowledge more flexible and adaptive (Schwartz et al. 2005). Differences in experts’ behav-
iors are driven by differences in schemas stored within long-term memory structures. Schemas
are hierarchical knowledge structures with deep features and connected relations between
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variables that support expert behaviors. They organize knowledge through the relationships
between different variables and values that fill those variables (Chi and Ohlsson 2005; Ohlsson
1993; Thorndyke 1984), and they can include application conditions and problem-solving
procedures for applying knowledge. As a result of these representational differences in experts’
knowledge structures, there are also behavioral differences in how experts approach problems
and carry out their computations.

Second, instructors and teachers often want students to become expert-like, in the sense that
they know some of what experts know (acquire disciplinary content knowledge) and behave in
ways similar to experts (acquire disciplinary problem-solving skills). A number of different
kinds of assessments have been used to identify expert-novice differences (Chi 2006), and we
argue that these assessments can be applied more broadly to assess robust knowledge and
identify the features of knowledge resulting from different instructional techniques.

We can use our understanding of expertise as both a target for what and how instructional
content is taught and an indicator of the knowledge structures that students acquire as they
learn. Although instructional techniques often use expertise as an implicit target, we can gain
additional understanding by comparing the learning outcomes across techniques and relating
them to the critical features of robust knowledge. This will provide a framework for
interpreting the four instructional techniques of interest.

Features of Robust Knowledge

Across many studies of expertise, several key features of robust knowledge emerge. First,
experts have conceptual and strategic knowledge advantages demonstrated in their more
elaborate, abstract planning and more efficient strategies. Second, there are perceptual and
memory advantages facilitated by the volume and connectedness of experts’ knowledge. Their
schemas allow them to perceive deep features and maintain more information about a problem
state in working memory. Third, experts demonstrate highly accurate and consistent perfor-
mance. These differences suggest that three key characteristics of robust knowledge are its
tendency to be deep, connected, and coherent (Chi and Ohlsson 2005), characteristics that we
define in greater detail in the following sections.

It is important to note that we are not claiming that all expert knowledge is deep, connected,
and coherent. There are certainly circumstances in which experts generate novice-like behavior
for particular tasks. It is also likely that experts have some knowledge that is incidental,
isolated, and superficial, similar to novices’ knowledge. Our point here is to emphasize the
critical features that differentiate experts from novices and discuss how instruction might help
students better acquire those features.

Deep Deep knowledge consists of the critical features or relations necessary to understand a
problem and its solution (Chi and Ohlsson 2005). This knowledge can be articulated with
respect to several different levels of analysis including the problem, task, domain, or discipline.
Within a particular problem domain, there tends to be a set of deep features that are common to
the structure of many problems in that domain. By contrast, superficial features are not broadly
applicable across problems or relevant for solutions. For example, differences between
novices’ and experts’ classification of physics problems suggest that experts connect percep-
tual information to deep knowledge (e.g., Newton’s Laws) while novices connect it to
superficial features such as whether the problem involves sliding blocks or pulleys (Chi
et al. 1981; Novick 1988). Based on Chi et al.’s (1981) examination of a third group whose
experience placed them in between experts and novices, this ability to see principle-based
features appears to change incrementally as expertise develops.
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There is no general rule for differentiating deep and superficial knowledge across domains
without taking into account a domain-specific content analysis and the goals of the task (Lynch
et al. 2000; Proffitt et al. 2000). However, the difference between deep and superficial elements
has been demonstrated across a variety of domains, including computer programming, phys-
ics, geometry, medicine, literature, and dance (Adelson 1981; Allard and Starkes 1991; Chi
et al. 1981; Hardiman et al. 1989; Koedinger and Anderson 1990; McKeithen et al. 1981;
Schmidt and Boshuizen 1993; Schoenfeld and Herrmann 1982; Zeitz 1994). Deep knowledge
also promotes forward-working strategies by allowing experts to identify principles and
develop solutions based on these principles, rather than working backward from the goal
(Simon and Simon 1978; Sweller et al. 1983).

Connected Connected knowledge consists of relations linking separate pieces of information
to one another. Connections can relate abstract principles to specific problem features (Nokes-
Malach et al. 2013), or they can relate principles to one another within or across domains. They
can also link problem-solving steps within a problem, which may be represented declaratively
(e.g., the steps can be verbalized) or procedurally (e.g., the steps can be executed in sequence
with few cognitive resources and may not be verbally accessible). In addition, connections can
relate steps or features across problems within the same domain or across domains. Chase and
Simon’s (1973) seminal work on chess expertise showed that experts tend to perceive
underlying patterns based on knowledge connecting critical features. Although both experts’
and novices’ semantic networks are grouped by domain, with interconnected knowledge
components, Chi and Koeske (1983) found that experts’ semantic networks are more strongly
and cohesively connected. Specifically, they found that when a child discussed a set of
dinosaurs with which he was very familiar (more expert), compared with a set with which
he was less familiar (more novice), he made many more links between dinosaurs that belonged
in the same group (e.g., large plant eaters). Connecting concepts to procedures can make
procedural knowledge more flexible and powerful by helping a learner to correct errors, apply
procedural skills in novel situations, and strategically modify steps to overcome obstacles
(Hiebert and Lefevre 1986; Ohlsson and Rees 1991).

Coherent Coherent knowledge is consistent and free of contradictions. Some contradictions lie
in factual inaccuracies; for example, if a person believes gravity is simply the pull of the earth
on other objects, this inaccurate belief would be contradicted by the information that every
object exerts an equal and opposite force on the earth. Other cases only appear to be
contradictions because of misconceptions or a lack of deep understanding. For example, that
the gravitational force the earth exerts on an object is proportional to the object’s mass might
appear to contradict the fact that all objects fall to the earth at the same rate of acceleration in a
vacuum. When the processes are better understood, however, the apparent contradiction is
eliminated because the learner recognizes that an object with greater mass also has more
inertia, resulting in thee same acceleration due to gravity regardless of mass. Knowledge
contradictions are extremely common as a person acquires information and replaces or
modifies inaccurate beliefs, and the process of recognizing and resolving those contradictions
can be extremely difficult (for a review of levels of misconceptions, see Chi 2008).

Coherent knowledge influences experts’ behaviors by directing their attention to new
information that is consistent with their existing knowledge framework. This can have
implications for whether they see superficial or deep features as more consistent with their
existing understanding. Novick (1988) found that experts were able to see superficial analog-
ical matches as conflicting with their prior knowledge and instead chose deeper, structural
matches. By contrast, novices went with the surface match over the structural match,
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suggesting they are not able to override superficial consistency to see structural consistency.
Research on misconceptions has repeatedly shown that novice learners are also poor at
detecting inconsistencies in their knowledge and, when faced with contradictory evidence,
are likely to ignore or reinterpret the evidence rather than revising their own ideas (Chinn and
Brewer 1993; Dunbar et al. 2007; Posner et al. 1982).

In this section, we have identified three important characteristics of robust knowledge: that
it is deep, connected, and coherent. This provides a set of features by which one can evaluate
successful instructional interventions. We now turn to methods of assessment for identifying
features of robust knowledge.

Assessments of Robust Knowledge

The memory structures that make robust knowledge deep, connected, and coherent give rise to
differences in performances on four broad types of assessment events: those that target
perception, memory, problem solving, and transfer. We describe evidence for the indicators
of robust knowledge with each type of assessment event. Table 1 summarizes and character-
izes the major behavioral features and hypothesized knowledge structures of experts, who have
robust knowledge, and novices, who do not.

Differences in Perception

Experts perceive domain-relevant problems differently than novices. Experts tend to focus on
structural information such as the underlying principles and relations contained in a problem,

Table 1 Behaviors and hypothesized knowledge structures of experts and novices

Novice Expert

Features

Surface: Problem encoding typically includes
superficial features not critical to understanding
the problem.

Fragmented: Knowledge about concepts is not
connected, and new information is not connected
to prior knowledge.

Inconsistent: Knowledge contains contradictions and
may include robust misconceptions.

Deep: Encoding typically includes critical features
necessary to solve and understand the problem.

Connected: Knowledge is connected between problem-
solving steps, across problems or concepts in
domain, and across domains.

Coherent: Knowledge is consistent and free of
contradictions.

Assessments

Perception: Focuses on salient surface features of the
problem.

Memory: Recall constrained by working memory
capacity, susceptible to memory encoding and
retrieval errors.

Problem solving: Use of domain-general methods
such as means-ends analysis, trial-and-error, and
working backward from the goal to solve new
problems. Error-prone, long solution times, and
inconsistent performance.

Transfer: Inflexible knowledge based on surface
details limits transfer to near problems with same
surface details.

Perception: Focuses on structural and conceptual
features of the problem.

Memory: Ability to recall many critical details of
domain-relevant material.

Problem solving: Use of forward-working strategies
and many domain-specific reasoning strategies and
approaches for particular problem types. High
accuracy, short solution times, consistent
performance on routine problems.

Transfer: Flexible knowledge to support transfer to new
problems in the domain.

186 Educ Psychol Rev (2015) 27:181–218



while novices typically focus on salient surface information, even when the superficial details
are not relevant to how a problem is solved or how variables relate to one another (Kellman
and Garrigan 2009). Consequently, experts are more adept at encoding abstract, relational
patterns of information from domain-relevant problems. This ability to see and encode the
relevant problem information has been referred to as “feature-focusing” (Koedinger et al.
2012). Similar evidence regarding experts’ perception of deep features has been found for
math (Schoenfeld and Herrmann 1982) and computer programming (Adelson 1981), among
other domains. Students’ abilities to sort problems by structure can be improved through
exercises such as practice matching variables and selecting common structure descriptions
(Cummins 1992; Quilici and Mayer 2002) and training to analyze physics problems like
experts (Dufresne et al. 1992).

Differences in Memory

Experts develop more efficient processes for storing information by using the structures in
long-term memory to assist working memory (Ericsson and Kintsch 1995). The complex,
interrelated structures that organize experts’ knowledge afford more robust and accessible
long-term memories. For example, Chase and Simon (1973) demonstrated that expert chess
players could reliably recall three to four times as many chess pieces as novices when studying
various chessboard game scenarios. The authors hypothesized that the expert players had
10,000 to 100,000 chess piece configurations stored in long-term memory, enabling them to
rapidly encode and recall the various configurations from real game scenarios. Experts’ vast
memories of possible configurations captured important features of the domain, such as how
different chess pieces interact with each other, constraints on how they can move, and
strategies for defeating an opponent. Similar evidence for interconnected memory structures
has been found in many domains including math (Koedinger and Anderson 1990), computer
programming (McKeithen et al. 1981), medicine (Schmidt and Boshuizen 1993), and literature
(Zeitz 1994).

Differences in Problem Solving

In some domains, experts tend to do more planning than novices and, consequently, spend less
time executing a series of problem steps. Voss et al. (1983) demonstrated a domain-general
problem-solving behavior of experts by having three groups of expert faculty members (USSR
policy experts, policy experts with no USSR specialization, and chemists) and a group of
novice undergraduates enrolled in a USSR policy course address an ill-structured political
science problem about the USSR. The authors found that while USSR policy experts had
significantly more knowledge related to the specific context of the USSR, all three expert
faculty groups demonstrated the same expert problem-solving behaviors. Compared with the
novice group of undergraduates, they spent more time evaluating the questions, developed
more elaborate problem representations, and proposed a small number of more complex and
well developed solutions, rather than a large number of simple, poorly developed solutions.

Another problem-solving difference between experts and novices arises from the strategies
they use in formal domains like mathematics and science. Novices tend to use means-end
strategies, attempting to reduce the distance between the initial problem state and the goal state
through the use of available operators, or working backward from the goal state to the initial
problem state (Larkin et al. 1980). Experts, on the other hand, frequently work forward from
the initial state to the goal state of a problem (Simon and Simon 1978). Koedinger and
Anderson (1990) modeled experts’ tendencies to focus on abstract steps connected to
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principles when planning geometry proofs, while often omitting steps tied to details less
critical to the solution.

Differences in Transfer

Transfer assessments can help to distinguish robust knowledge from shallower or more fragile
forms of knowledge (Day and Goldstone 2012; Hickey and Pellegrino 2005). We define
transfer as the ability to use knowledge or skills acquired in one situation to solve novel
problems in another (Nokes-Malach and Mestre 2013). Transfer assessments can test partic-
ipants’ abilities to understand a topic at a conceptual level (Brown and Kane 1988), adapt to
changing conditions (Judd 1908), or learn from a new resource (Schwartz et al. 2005). Transfer
assessments are often described as being near or far, with the distance typically referring to
how similar the transfer scenario is to the original learning scenario (Barnett and Ceci 2002).
Barnett and Ceci (2002) propose nine dimensions across which transfer distance can be
measured, including factors concerning the content of what is transferred (e.g., procedures
or concepts) and the context in which transfer occurs (e.g., time, modality, domain, etc.).

Experts possess a detailed, interrelated body of knowledge that can be applied flexibly to
solve new problems and reach beyond that which has been explicitly taught (Hiebert and
Lefevre 1986). Hatano and Inagaki (1986) proposed that “routine experts” cannot flexibly
apply their knowledge to new problems, while “adaptive experts” can. This difference is
hypothesized to arise from declarative, conceptual understanding of the content in the expert’s
domain. However, there is relatively little evidence of expert transfer outside their domain of
expertise. Some domain-general strategies appear to transfer, such as ways of representing ill-
structured problems and working toward solutions (Schunn and Anderson 1999; Voss et al.
1983), but the specific knowledge components of experts’ schemas are generally not thought
to support performance in novel domains (Ericsson and Charness 1994; Gick 1986).

Instructional Techniques that Facilitate Robust Learning

We now turn to the literature on instructional techniques hypothesized to facilitate robust
learning. We examine a set of instructional techniques associated with a broad range of
learning events. Koedinger et al. (2012) suggest a general taxonomy of learning events
consisting of memory and fluency-building processes, induction and refinement processes,
and understanding and sense-making processes. While different instructional techniques
commonly facilitate different types of learning events, the authors note that learning
events are not uniquely associated with different knowledge components and learning
outcomes (e.g., it is not the case that only sense-making processes are associated with
transfer). As all three classes of learning events can support the creation of robust
knowledge, we chose to examine a set of instructional techniques that would, taken
together, cover all three learning processes. Our representative sample includes practice
(primarily associated with memory and fluency-building processes), worked example
study (primarily associated with induction and refinement processes), analogical com-
parison (primarily associated with understanding and sense-making processes), and
prompting self-explanation (primarily associated with understanding and sense-making
processes) (Koedinger et al. 2013; Koedinger et al. 2012).

Prior work has investigated different theories for each technique, such as skill acquisition
for practice, cognitive load for worked examples, analogy for comparison, and self-explanation
and conceptual change for prompting explanations. Although this strategy has led to
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significant progress in testing aspects of each of those theories, it does not easily lead to the
development of a general theory of instruction that incorporates multiple techniques and relates
the different techniques to one another and their roles in acquiring robust knowledge. Part of
the problem stems from the absence of a common theoretical language shared across all of the
techniques. It is possible, for example, that the different techniques promote similar types of
knowledge but use different names for them. This is important for knowing which technique is
needed for promoting a particular type of knowledge outcome (deep, consistent, or coherent).
Based on these features, different techniques might be best suited for targeting different points
in the learning trajectory.

We focus our review on problem-solving instruction in the domains of math and science,
with an emphasis on applications to classroom environments, although we also cite some
foundational work conducted outside of traditional academic domains. We chose this focus
because all of the techniques have been investigated in these domains, and reviewing work in
the same domains makes it easier to compare across techniques. We describe each technique,
provide examples, review the central findings, and relate the findings back to the features of
robust knowledge. After introducing all four techniques, we analyze the commonalities and
differences across them and, through this analysis, identify factors that promote features of
robust knowledge. We also discuss limitations of each technique, highlight the knowledge
features best supported by each one, and describe how they might work together to promote
robust knowledge.

Practice

We define practice as repeated problem solving or task performance completed without any
additional instructional techniques. “Practice” is sometimes used interchangeably with “prob-
lem solving”; other times, a practice-only condition is labeled “conventional problem solving.”
For our purposes throughout this paper, we describe the process of repeated problem solving
without an additional instructional intervention as practice. When repeated problem solving is
interleaved with worked examples, prompts to reflect or explain, feedback, or some other form
of instruction, we identify it as such. We use problem solving more generally to refer to any
process of working from an initial problem state to a solution state.

Practice is often incorporated into instruction in math and science classes in the form of
problem-solving activities (Richland et al. 2012). Practice is a common pedagogical feature
built into most disciplines for the development of expertise (Brown et al. 1989), and there is a
very large literature on practice in the cognitive and educational sciences (Chi and Ohlsson
2005; Ericsson et al. 1993; Newell and Rosenbloom 1981; VanLehn 1996). Research over the
past 30 years suggests that practice can foster skill acquisition, but there are many
factors involved in determining its effectiveness. We begin by describing the mecha-
nisms of practice within a three-phase model of skill acquisition in which practice plays
a key role (Fitts 1964; Newell and Rosenbloom 1981; Nokes et al. 2010; VanLehn
1996). Anderson and colleagues have proposed production compilation as the mecha-
nism through which practice transforms declarative knowledge into a set of steps and
procedures for solving a problem (Anderson 1987; Singley and Anderson 1985). This
mechanism provides an account for how people can use declarative knowledge to solve
a problem early in the skill acquisition process, and it models the types of errors and
solution times people generate across the stages of skill acquisition (Anderson et al.
1997; Neves and Anderson 1981; Taatgen and Anderson 2002). Figure 2 illustrates the
characteristic changes in time on task as a function of practice across the three phases
of skill acquisition.
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Mechanisms of Practice

During the early phase of skill acquisition, learners primarily compile information about the
skill, acquiring declarative knowledge from a lecture or demonstration, a worked example, an
analogous problem, or some other source. The learners then use this declarative knowledge to
attempt to solve the problem or perform the task. This phase is characterized behaviorally by
long solution times and a high likelihood of making errors (see Fig. 2). Research has shown
that learners during this phase often incur a high cognitive load and make errors due to
memory retrieval failures (Chandler and Sweller 1991; Paas 1992; Sweller et al. 1998).

In the intermediate phase, learners refer less often to declarative sources of instruction for
step-by-step guidance during problem solving and depend more on the procedures that they
have been practicing (Anderson et al. 1997). In this phase, learners can address gaps or errors
in their understanding, but the primary focus is attaining more accurate and efficient problem
solving and task performance. This phase and the next phase are characterized by production
compilation, in which two repeating steps or productions are concatenated into a single
production rule (Taatgen and Lee 2003). The single production rule takes less time to execute,
thereby providing a mechanism to account for the dramatic changes in reaction time typically
observed during this phase, with learners getting faster and faster at performing the task or
solving the problem (e.g., Singley and Anderson 1985).1

During the late phase, learners continue to improve their speed and accuracy until the task
becomes fully proceduralized, allowing them to perform a specific sequence of steps with no
errors (VanLehn 1996). This phase is often described as automatic in that once a procedure is
initiated, it is hard to interrupt or adapt to new or changing conditions, and it can be difficult for
the learner to describe the individual steps of the procedure. At this stage, learners have often
forgotten the declarative rules or examples they relied upon when practice began (Anderson
et al. 1997). It is also hypothesized that executing these skills in the late phase requires very
few cognitive resources (i.e., working memory). One outcome of this phase is extremely fast
and accurate performance. Transfer from this stage of practicing a task to a new task is
constrained by the degree to which the productions for the practiced task are also applicable
to the new task (Singley and Anderson 1985). Anderson and colleagues have proposed the
use-specificity principle, which hypothesizes that acquired procedural rules are goal-specific
and will not transfer to tasks that have different goals, even if those tasks address the same
content knowledge (e.g., Delaney et al. 1998; Singley and Anderson 1989).

1 By contrast, Logan and colleagues have argued that practice enables learners to progress from an early phase
characterized by reliance on general algorithms to a later phase characterized by retrieval of declarative memories
of specific problems (Compton and Logan 1991; Logan 1988).

Fig. 2 Changes in task time based
on amount of practice across the
three phases of skill acquisition.
This curve has been described as
the power law of practice
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As described above, practice plays a large role in transitioning learners from declarative to
procedural knowledge and enables them to solve similar problems accurately and efficiently
with little cognitive effort (Singley and Anderson 1989). The three phases of skill acquisition
have been shown to produce very consistent patterns of performance across many different
tasks and domains, including geometry and physics (Neves and Anderson 1981; Newell and
Rosenbloom 1981; VanLehn 1999). Expert performance emerges only after significant delib-
erate practice in the domain (Ericsson et al. 1993; Ericsson and Charness 1997), which entails
repeated practice but also focus on the task at hand, effort to improve, and attention to timely
feedback.

Limitations of Practice

This work supports the view that practice can help novices acquire the perceptual-memory
components of expert performance, leading to highly accurate and consistent performance on
routine problems in the domain (Neves and Anderson 1981; Newell and Rosenbloom 1981;
VanLehn 1999). However, much research also suggests that procedural knowledge acquired
through practice cannot be adapted easily to solve new problems that require different goals or
have different structures (Singley and Anderson 1985). This outcome is consistent with
problem-solving phenomena such as the “Einstellung effect,” in which an over-practiced,
successful solution procedure is applied to a new problem that shares some similar features
with the practice problems but also differs in critical ways such that applying the procedure
results in either an incorrect or inefficient solution to the new problem (Luchins 1942). This
result is often described as a rote or blind application of prior knowledge without reflection,
which in some contexts can lead to poor performance. Examples are often given in mathe-
matics where students learn a procedure through practice and then apply that same procedure
to a new problem for which the procedure is not appropriate (e.g., Sherman and Bisanz 2009).

Factors Influencing Practice

Although work on proceduralization suggests that transfer is limited to contexts in which the same
application conditions are present, other research and approaches have identified factors that can
affect what is learned and transferred. These include investigations of the role of cognitive factors
such as prior knowledge and cognitive load during practice as well as instructional factors such as
the variability and the types of goals used in the practice problems. In addition, other approaches
have examined procedural-to-declarative knowledge acquisition through practice. Below, we
briefly describe how each of these approaches and factors can affect what is learned.

Declarative and Procedural Interactions While practice is generally viewed as helping the
learner progress from relying on declarative knowledge to procedural knowledge, the two may
work in a reciprocal fashion. For example, Capon and Kuhn (2004) found that an instructional
condition that combined direct instruction with problem-solving practice improved learners’
conceptual knowledge of a math concept after a delay more than direct instruction that did not
include practice. In turn, conceptual understanding can drive the development of procedural
skills both by improving learners’ understanding of instructed procedures and supporting their
ability to modify those procedures (Hiebert and Wearne 1996). Rittle-Johnson et al. (2001)
argue that conceptual and procedural understanding relate through problem representations:
conceptual knowledge improves attention to the key features of a problem, which in turn
supports the use of procedures, while procedural knowledge frees up cognitive resources and
may help learners identify misconceptions, which in turn can improve conceptual knowledge.
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Prior Knowledge Prior knowledge also plays a critical role in what is learned from
practice. Capon and Kuhn (2004) hypothesized that problem-based instruction encour-
ages the activation of prior knowledge and its integration with new information,
compared with lecture and discussion-based instruction. Ohlsson and Rees (1991)
also have argued that principled knowledge can constrain the number of possible
problem states a learner considers, thus guiding procedural learning. Some researchers
have argued that the minimal level of guidance offered with some practice regimens
cannot support learning until learners have acquired sufficient knowledge to guide
themselves, based on limitations of working memory, the role of working memory in
creating long-term knowledge, and research comparing guided and unguided instruction
(Kirschner et al. 2006).

Cognitive Load Practice can facilitate transfer by freeing up cognitive resources, although this
does not address the issue of the procedures themselves being specific to the conditions
encoded from the original learning task (Cooper and Sweller 1987; Paas 1992). Significant
practice can reduce cognitive load and free up working memory, providing an opportunity for
reflective cognitive processes such as comparison or self-explanation. Through these forms of
reflection (described in greater detail in later sections), a learner can abstract a general solution
principle and schema from the problem.

Variability of the Practice Problems The variability of the practice problems also has impli-
cations for what is learned. High variability of practice problems can provide an opportunity
for acquiring more abstract knowledge representations (Nokes and Ohlsson 2005). This can
occur if the learner attempts to construct a problem representation or procedure that applies to
all of the problems in the practice set. For example, Chen (1999) found that practice supported
young participants’ abstract schema induction only when they solved problems with variant
solution procedures. When the participants practiced only one invariant solution procedure,
most derived a specific schema bound to the procedure they would practice, instead of an
abstract schema representing the general solution principle. The very specific schemas derived
from invariant practice make transfer challenging, as learners demonstrate great difficulty
modifying highly practiced procedures tied to specific problem conditions (Chen 1999).
This is consistent with work suggesting that one mechanism for schema induction is
analogical comparison, in which the learner is exposed to multiple examples that
share the same general principles but have different superficial features (Gick and Holyoak
1983; Novick and Holyoak 1991). We discuss this specific instructional technique in a later
section.

Goals The number and types of goals learners receive while practicing can also affect what is
learned. Receiving a higher density of subgoals on practice problems improves speed on
trained problems and reduces reliance on means-end strategies favored by novices (Sweller
1983). The same series of experiments showed that as a consequence of increasing rule
induction, high-density subgoals also increase speed on transfer tasks. Sweller (1988) found
that nonspecific goals led to better recall of trigonometry problems, and particularly the
recall of structurally significant features, compared with specific goals. Performance
on the problems, however, did not differ by goal type. Burns and Vollmeyer (2002)
presented evidence that nonspecific goals encourage hypothesis testing, while specific
goals promote goal focusing. These studies suggest that frequent but nonspecific goals
encourage expert-like behaviors such as structural feature-focusing and lead to more flexible,
abstract knowledge.
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Relating Practice to Robust Knowledge Features

Practice can potentially lead to the acquisition of deep features (VanLehn and van de Sande
2009), depending on whether schema induction takes place based on the structure and type of
practice. Learning outcomes depend on a myriad of factors including one’s prior knowledge,
cognitive load, goals, amount of practice, and variability of problem structure and content. By
exposing the learner to many examples, practice provides an opportunity to learn to complete a
procedure efficiently and with few errors; however, a well-practiced procedure is typically
applied under conditions very similar to those under which it was learned, resulting in little far
transfer (Singley and Anderson 1985, 1989). Proceduralized knowledge is specific, accurate,
and fast but not flexible. Given the focus on attaining procedural knowledge, learners engaged
in practice can easily focus on superficial features of the examples. A learner might recognize
deep features through induction after significant practice, or the learner might engage in
reflection across problems once proceduralization has reduced the cognitive load of the task.
Transfer from practice seems limited to applying the same procedure to similar problems in
new contexts, however, suggesting that neither of these processes is common (Salomon and
Perkins 1989; Singley and Anderson 1989).

Standard practice regimens typically create procedural connections among steps within a
problem but fewer connections across problems or between concepts and problem steps, as
evidenced by participants’ tendency to forget initial examples or principles once a task has
been well practiced (Anderson et al. 1997). Practice primarily supports the acquisition of
procedural knowledge connections within a problem through the process of proceduralization
(Anderson 1993), as the learner transitions from declarative to procedural knowledge. Practice
does little to improve declarative connections between concepts, as it promotes a reliance on
nonverbal procedural knowledge (Singley and Anderson 1989).

Practice can lead to very high procedural consistency in the sense that a learner will tend to
execute a well-practiced process whenever the application conditions are present and some-
times will over-apply the procedure, as discussed previously (e.g., Luchins 1942). Although it
has not been well studied, practice may not affect conceptual coherence because it does not
afford the reflection opportunities necessary to resolve conceptual incoherence. While prac-
ticing a series of steps, a learner rarely has reason to compare steps for inconsistencies.
Furthermore, once those steps have been compiled into a series of productions, the learner
loses the declarative access to the steps necessary for comparison. For these reasons, we argue
that practice alone is unlikely to resolve misconceptions or inefficient problem-solving
strategies and may at times exacerbate them (e.g., the Einstellung effect). In fact, students
can become adept problem-solvers while still demonstrating misconceptions (Brown and
Hammer 2008).

In summary, practice supports procedural learning, leading to fast, accurate performance,
and long-term retention (see Table 2 for a summary of features and evidence of
knowledge acquired through practice). While practice is a critical instructional pathway for
proceduralizing knowledge, the degree to which a learner can acquire robust knowledge or
recognize and correct errors in understanding is limited by the amount and type of practice.

Worked Examples

Worked examples refer to instruction that gives example problems with solutions (Atkinson
et al. 2000; Cooper and Sweller 1987; Paas 1992; Sweller and Cooper 1985). They can range
from sample problems with answers to step-by-step solutions with justifications or explana-
tions accompanying each step (see Atkinson et al. 2000, for a review). Worked examples aim
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to demonstrate correct problem-solving steps that learners can then apply on their own to
similar problems. In laboratory studies, students who first studied sample algebra problems
with solutions performed better on subsequent problems than if they were told to practice
solving the same examples without solutions (Cooper and Sweller 1987; Sweller and Cooper
1985). Worked examples are also more efficient than principle- and definition-based hints
offered in a computer learning environment (Ringenberg and VanLehn 2006). They have been
studied most commonly in math and science domains, although this technique could be
applied to illustrate any correct procedure or problem solution.

Worked examples are often most effective when combined with other instructional tech-
niques such as practice (Kalyuga et al. 2001; Renkl and Atkinson 2003) and self-explanation
(Atkinson et al. 2003; Renkl 2002). Worked examples are rarely used on their own, given the
powerful results of combining worked examples with other techniques, although exclusive
worked example study has still been shown to produce greater learning than practice (Paas and
Van Merriënboer 1994). For the purposes of this review, we define worked examples as
examples interleaved with some amount of practice. Later in this section we discuss key
modifications to worked examples that have proven successful for increasing learning and
transfer, and in later sections, we discuss evidence focused on combining different instructional
techniques.

Mechanisms of Worked Examples

Worked examples support the development of robust knowledge by reducing the learner’s
reliance on means-end analysis and trial-and-error approaches (Owen and Sweller 1985;
Sweller and Levine 1982; Sweller et al. 1982; Sweller et al. 1983; Sweller 1988). When
learners begin solving problems, they are often unsure of which steps or strategies to apply.
They frequently attempt to solve problems by inferring the next steps and keeping those
intermediary states in mind. This approach leads to means-end analysis or trial-and-error
approaches, which can result in a failure to discover the correct steps, strategies, or answers.
Many novices confronted with a novel problem turn to means-ends analysis to reduce the gap
between the problem and the solution (Larkin et al. 1980). The process of means-end analysis
can interfere with learning, at least in part because of the large amount of information a learner
must remember when manipulating a number of nonautomated operators while considering
the problem, the goal, and the distance between the two (Sweller et al. 1983). Even when such
approaches lead to the correct answer, they require much more time and thus are much less
efficient than being told the correct steps.

Table 2 Robust knowledge features supported by practice

Depth

+ Supports the acquisition of condition-specific procedural features (Anderson 1987; Anderson et al. 1997;
Singley and Anderson 1985; Taatgen and Lee 2003)

0 Declarative features lost with practice (Anderson et al. 1997)

Connectedness

+ Supports the creation of procedural connections between steps within a problem (Anderson 1987; Anderson
et al. 1997; Singley and Anderson 1985, 1989)

0 Little evidence for supporting between-problem and between-domain connections (Anderson et al. 1997;
Singley and Anderson 1985)

Coherence

0 Little evidence for promoting coherence and reducing misconceptions
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Directly related to this issue, students who must infer and keep track of multiple problem
states while solving problems can “overload” working memory and make mistakes. Sweller
and colleagues’ (Chandler and Sweller 1991; Sweller et al. 1998) cognitive load theory builds
on well-documented evidence of the limits of working memory, which determines the amount
of information people can maintain in their minds at a given time without storing any of it in
long-term memory (Ericsson and Kintsch 1995). The cognitive load theory suggests that this
limit imposes natural constraints on a learner’s processing capacity. Cognitive load is created
by factors inherent to the problem (e.g., complexity) and the learner (e.g., prior knowledge).
Learners and instructors can alter a task to reduce the amount of load stemming from learning
behaviors such as processing information, constructing representations, and automatizing
procedures, as well as a wide range of sources not directly related to the task such as the
format of the problem, the presence of a distractor task, or emotional input such as anxiety or
fear (Chandler and Sweller 1991; Sweller et al. 1998). The cognitive load theory suggests that
a large cognitive load can disrupt learning by reducing the cognitive resources available for
recognizing and committing to memory the key structural features of a problem, as these are
often more difficult to recognize than superficial features and thus may require deeper
processing to identify. By providing the correct steps and strategies, worked examples provide
students an opportunity to focus their limited processing capacity on encoding those steps and
strategies into long-term memory.

Worked examples can reduce cognitive load by decreasing the size of the search space and
diminishing the need for a learner to construct procedural solution steps, represent subgoals, or
maintain multiple problem states. Reducing cognitive load should facilitate learning by leaving
more mental resources available for recognizing critical problem features. Worked examples
also reduce the likelihood of initially learning an incorrect solution or strategy and having that
solution interfere with later problem solving (Paas 1992).

Limitations of Worked Examples

Although worked examples improve near transfer and promote more efficient learning, there is
mixed evidence concerning their utility in facilitating far transfer. Sweller and Cooper (1985)
initially argued that worked examples may do little to facilitate far transfer, which depends on
schema abstraction. The authors found that worked examples improved efficiency and accu-
racy on similar algebra problems, compared with a practice-only condition, but they did not
improve performance on dissimilar problems that required the same operations but differed in
problem structure. More recent work has also shown that worked examples alone are not a
reliable technique for promoting far transfer (Renkl et al. 2002). However, factors such as
extended example study, variability of examples, backward fading, self-explanation
prompts, and comparison can all improve far transfer from worked examples, and these factors
will be discussed in greater detail below (Atkinson et al. 2003; Cooper and Sweller 1987;
Nokes-Malach et al. 2013; Paas and Van Merriënboer 1994).

Factors Influencing Worked Examples

Despite the many potential benefits of using worked examples in place of rote practice in early
skill acquisition, there are a number of factors can influence how effectively worked examples
promote learning through these mechanisms.

Goals Worked examples give students an opportunity to engage in more constructive cognitive
processing than practice alone. One example of this has been examined through worked
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examples with explicit subgoals, which represent intermediate problem states along the path to a
solution. Labeling clusters of problem-solving steps as subgoals provides clues for applying
relevant prior knowledge, limits the search space for correct procedures, and creates an oppor-
tunity for self-explanation (Catrambone and Holyoak 1990). Groups receiving labels on clusters
of worked example steps perform better on novel problems than no-label groups (Catrambone
1996). Catrambone (1998) argued that meaningless or abstract labels require more effort during
encoding but lead to better memory and acquisition of deep features by reducing focus on
superficial features associated with the labeled subgoals and encouraging self-explanation of the
abstract labels. This is consistent with work reviewed in the previous section suggesting that
including nonspecific subgoals in practice improves learners’ focus on structural information,
hypothesis testing, and schema acquisition (Burns and Vollmeyer 2002; Sweller 1988).

Example Design Based on the cognitive load theory, Ward and Sweller (1990) explored a
variety of worked examples and found that they were beneficial only to the extent that
the worked examples directed attention to the solution path and did not increase cognitive
load beyond that of a similar practice problem. While their work replicated previously
demonstrated benefits of single-source worked examples over conventional problems, the
authors found that worked examples were actually less effective than practice problems if
the worked examples required students to split their attention between multiple sources of
information. The authors hypothesized that the process of having to integrate multiple
sources of information dramatically increased cognitive load, cancelling out the benefits of
worked examples and actually exceeding the cognitive load created by the same problems
in unsolved form. When the worked examples were reformatted to provide a single
source of information, students studying the worked examples once again outperformed
students who had practiced with traditional problems, as well as those who studied the
split-source worked examples.

Prior Knowledge Cooper and Sweller (1987) conducted an extensive comparison of worked
example study and practice using algebra problems. For learners with less prior knowledge
given shorter problem or example sets, only those who studied worked examples showed
evidence of schema acquisition, while practice and worked examples were equally effective
for learners with greater prior knowledge or longer problem or example sets. While under the
right conditions both practice and worked example study supported both near and far transfer,
worked examples led to more efficient learning and transfer and proved more useful for
students with less prior knowledge.

Explanations Providing too much information, as in the form of instructional explanations
accompanying worked example steps, can also disrupt learning, possibly by reducing the
activation of prior knowledge and the opportunity to engage in spontaneous self-
explanation (Richey and Nokes-Malach 2013). Even if students are engaged in studying
worked examples, evidence suggests that the act of generation can be a valuable learning
process because it activates prior knowledge and brings it in direct relation to the problem
at hand (Berthold and Renkl 2009; Chi 2000). A meta-analysis of instructional explana-
tions used in worked examples showed that instructional explanations are minimally
helpful and may not be more effective than self-explanation of worked examples
(Wittwer and Renkl 2010).

Fading If solutions appear obvious or a student is unwilling to engage more deeply than the
minimal level required by a problem, worked examples may suppress activation of prior
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knowledge and inference generation by simply providing all the answers, which in turn
reduces learners’ opportunities to build connections and identify inconsistencies in their
knowledge. Worked examples may be especially helpful for novices, but with experience
standard practice problems may become more beneficial (Kalyuga et al. 2001).

Alternating between worked examples and practice problems or removing steps
from worked examples and requiring students to fill in the missing pieces can
encourage more active engagement while still reducing cognitive load. Known as
“fading,” this technique is most successful when worked examples are interwoven
with problem-solving activities and when the scaffolding provided by the worked
examples is reduced, or “fades,” with successive problems (Atkinson et al. 2003).
Fading the level of support provided with successive problems leads to more flexible
knowledge and better performance on near-transfer tasks (Atkinson et al. 2003; Renkl
et al. 2002). Even with steps faded, however, Atkinson et al. (2003) found that
students failed to show greater performance on far-transfer items, suggesting that
worked examples with faded steps still did not support the induction of abstract
schemas that could be applied in superficially different situations. To achieve far
transfer, the authors had to employ self-explanation prompts mixed within the faded
worked examples.

Variability As with practice, increasing variability in worked examples can also support
transfer (Paas and Van Merriënboer 1994). The authors argue that worked examples free up
additional resources for extracting the shared, relevant features across examples, making
variability that highlights those features particularly beneficial.

Relating Worked Examples to Robust Knowledge Features

Worked examples operate through a focus on acquiring declarative knowledge, rather than
procedural, with students learning structural features within a problem such as principles,
subgoals, and sometimes explanations of the application conditions for a principle or concept
(Burns and Vollmeyer 2002; Renkl 1997; Sweller 1988). These constitute some features of
deep knowledge. As worked examples provide solution steps, however, they also provide an
opportunity for a learner to engage in superficial study by mimicking the steps provided on
new problems without necessarily engaging in constructive practices such as inference
generation (Koedinger and Aleven 2007; McLaren et al. 2008; Pirolli and Anderson 1985).
The way a student engages with worked examples plays a large role in determining the depth
of knowledge acquired from them (Renkl 1997).

Worked examples can promote connectedness between pieces of declarative knowledge by
helping to highlight features and principles shared across problems (Fong and Nisbett 1991).
Each step is explicitly presented, providing the student with declarative information to learn
the steps and the order in which to apply them (Pirolli and Anderson 1985). Most worked
examples increase declarative knowledge of problem-solving steps but they do not lead to
proceduralization the way practice does because worked examples do not entail such extensive
repetition; to achieve the speed and accuracy of a proceduralized skill, learners must transition
from worked examples to practice problems (Renkl and Atkinson 2003). Worked examples
promote connections between pieces of knowledge to the extent that the learner engages in
explaining or justifying worked example steps using declarative knowledge (Renkl 1997,
2005). By reducing cognitive load, worked examples may leave more working memory
capacity available for generative activities such as self-explaining, which in turn could help
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learners to form connections across concepts. In addition, the learner is more likely to notice
relationships among subgoals, procedures, and concepts, leading to greater connectedness
among these critical elements. There is little evidence suggesting worked examples promote
connections across domains.

Little work has examined whether worked examples improve knowledge coherence. Seeing
correct steps should prevent learners from acquiring incorrect solutions, but there is little
evidence that worked examples help learners to recognize errors in their understanding or
prompt them to abandon incorrect problem-solving steps in favor of correct ones. Worked
examples often incorporate more conceptual information compared with practice problems,
but they do not provide a direct opportunity for recognizing contradictions between the newly
acquired information and prior knowledge. Renkl (2014) suggests that worked example-
problem pairs might help learners to recognize gaps in their knowledge while working through
problems, and then facilitate opportunities to fill those gaps with the subsequent examples.
However, no work has explicitly examined this mechanism. If worked examples do not
provide opportunities to integrate new information into prior knowledge, then they could
decrease coherence by introducing new, conflicting information without causing the learner to
revise existing, inaccurate knowledge. Empirically, we know of no evidence testing the effects
of worked examples on misconceptions.

In summary, worked examples reduce cognitive load, allowing students to focus on
learning solution steps and deep features. Worked examples support the acquisition of
declarative knowledge about steps and some deep concepts that support near transfer (see
Table 3 for a summary of the features of knowledge acquired through worked example study).
However, by providing clear solution paths, worked examples potentially create the opportu-
nity for learners to rely on superficial processing, which may reduce some of the benefits
mentioned above. While there is some evidence of worked example study supporting far
transfer to problems with different or adapted structures from the ones in the examples, this far
transfer seems to be supported through additional constructive activities such as self-
explanation.

Analogical Comparison

There is a huge literature on analogy’s role in problem solving, learning, and education.
Analogy is the mapping of shared features or relationships between two examples, cases, or
problems (Gentner 1983, 2002). A large amount of prior work has focused on understanding
the processes of analogical problem solving including retrieval, mapping, and inference and

Table 3 Robust knowledge features supported by worked examples

Depth

+ Supports the acquisition of the declarative structural features of a problem including principles, subgoals,
and application conditions (Burns and Vollmeyer 2002; Renkl 1997; Sweller 1988)

Connectedness

+ Supports the creation of connections within a problem, linking declarative problem steps to one another
(Renkl 1997, 2005)

+ Provides an opportunity to link concepts to problem steps (Fong and Nisbett 1991)

0 Little evidence for supporting between-domain connections

Coherence

0 May help learners recognize gaps in their knowledge, but little evidence exists for this outcome or for the
reduction of misconceptions (Renkl 2014)

198 Educ Psychol Rev (2015) 27:181–218



the various cognitive and instructional factors that affect each stage of the process. Analogy
allows learners to transfer prior knowledge to new situations, such as the use of familiar
examples to solve novel problems, and it can serve as a powerful pedagogical tool. Analogy
can also take the form of a comparison activity, which involves comparing between two
examples in an effort to better understand the cases and concepts involved in those examples.
Comparison focuses on the mapping and learning components of problem solving while
eliminating the issue of retrieval, and it can facilitate schema acquisition from the comparison.

For the purposes of this paper, we focus the remainder of our discussion on analogical
comparison, in which the learner compares two provided examples, then applies information
derived from that comparison to a novel problem or uses it to construct an abstract represen-
tation (Gick and Holyoak 1983). We chose this focus because this instructional technique has
been shown to facilitate learning and transfer in both math and science domains.

Mechanisms of Analogical Comparison

Analogical comparison involves two basic processes: mapping between analogs and drawing
inferences from the comparisons. Similarities play a major role in helping learners identify
mappings between analogs, and these similarities can be structural (those that are critical to the
shared concepts and the comparison) or superficial (those that are noncritical to the underlying
shared concepts). Learners are sensitive to differences between superficial and structural
similarities, and past work has shown that people generally have a preference for the latter
when asked to identify which is more important for the utility of an analogy (Clement and
Gentner 1991; Markman and Gentner 1993). However, learners also have been shown to have
a strong bias to recall similar surface features when retrieving an analog for comparison
(Blanchette and Dunbar 2000; Reed et al. 1990). Analogical comparison instruction directly
addresses the issue of superficial analog retrieval by providing both cases for comparison. The
learner can thus focus on the comparison process of aligning cases, mapping between their
features, and drawing inferences. In educational settings, the instructor often provides the
cases.

In Gentner’s structure-mapping theory, analogy involves finding relations and correspon-
dences between structures (Gentner 1983). At first, learners might create representations based
on domain-specific rules that are not particularly helpful outside of that domain’s context.
During comparison, however, learners have the opportunity to align features across cases and
encode the commonalities shared between them. If the cases are structured to highlight higher-
level relations, the learner can create more abstract and generalizable structural representations
(Gentner 1983). Most theories of analogical comparison agree that far transfer, the application
of existing knowledge to a novel situation in a different semantic domain, depends on abstract
schemas (Novick and Holyoak 1991; Reeves and Weisberg 1994). Direct comparison between
two cases may help a student to solve a similar problem but will probably not help solve a
novel problem with nonalignable features (Novick and Holyoak 1991). To make the shared
features between two cases applicable to more distant problems, the learner must adapt and
abstract the shared features or principles between two cases. In other words, learners must
extract deep knowledge about the principles’ underlying relationships in the cases so they can
then apply those principles to matching variables in new problems.

Limitations of Analogical Comparison

Analogical comparison generates robust knowledge in the form of abstract schemas and by
linking key features to principles (Novick and Holyoak 1991). However, empirical evidence
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suggests it is not always enough to simply offer analogs and instruct students to compare them
(Reed 1989; Richland et al. 2007). The superficial similarities that most novices gravitate
toward will, at best, help them solve only those problems that happen to share both superficial
and structural features (Holyoak and Koh 1987). Ross and Kilbane (1997) provided further
evidence that superficial details affect the mapping process, sometimes improving structural
mapping and other times interfering with it depending on problem structure. Simply increasing
the number of examples is also unlikely to improve success, as Scheiter and Gerjets (2006)
found that the benefit of multiple examples depends on learning conditions. Having
insufficient time or instructions has a larger negative effect on learning from three examples
than from one example, and under such nonoptimal conditions, three examples are not better
than one.

Factors Influencing Analogical Comparison

Through analogical comparison, a learner can extract a principle or set of key relationships
from familiar problems and use them to solve a new problem. Comparing across examples can
be an effective way to help a learner identify the critical features of a problem set, and this
process can highlight the structural elements and relations that are most critical to the
problems. Structural comparisons can help a learner to better understand and remember the
conceptual correspondences between two cases, and knowledge of those correspondences can
be transferred to novel problems that rely on similar structural principles. Gick and Holyoak
(1983) demonstrated that learners were more likely to recognize and successfully apply a
solution to a novel problem when they extracted the solution through comparison
across multiple examples, as opposed to reading only one example. Gentner et al. (2009)
have also shown that schemas abstracted from analogical comparison can in turn promote
backward retrieval of additional analogous examples from memory. However, a
number of factors in the design and instruction of analogical comparison can influence
learning outcomes.

Scaffolding Comparison A number of studies in math and science have shown that people
perform better on assessments of problem solving, conceptual understanding, and transfer
when they are encouraged to compare across cases or examples, as opposed to seeing those
examples sequentially (Catrambone and Holyoak 1989; Cummins 1992; Nokes-Malach et al.
2013; Rittle-Johnson and Star 2007; Star and Rittle-Johnson 2009; see Alfieri et al. 2013, for a
review). Similarly, Cummins (1992) found that instructed comparison of examples improves a
learner’s focus on structure and equation selection, while sequential processing increases focus
on superficial features.

A recent meta-analysis found that analogical comparison of cases in both classroom and
laboratory settings leads to better learning outcomes than instruction using sequential cases,
single cases, or nonanalogous cases, d=0.50 (Alfieri et al. 2013). Providing insight into the
mechanisms responsible for the learning benefits, the authors found that positive outcomes
were associated with instructions encouraging learners’ effortful search for similarities but not
differences between cases. Given novices’ difficulty distinguishing superficial and structural
features, it suggests that analogical comparisons must be carefully constructed to emphasize
structural similarities (Guo et al. 2012). The meta-analysis also revealed that providing abstract
principles for learners after they completed the comparison led to the greatest learning gains.
This suggests benefits from inference generation during the comparison process and poten-
tially from knowledge correction by comparing the abstracted principle with the provided
principle to correct inconsistencies in prior knowledge.
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In the classroom, analogical comparison can be supported through instructional techniques
that encourage active reasoning and knowledge generation (Richland et al. 2007). Although
analogies are frequently employed as instructional devices in classrooms, simply presenting an
analogy to students is often ineffective (Richland et al. 2007). Based on an analysis of
classroom videos of mathematics instruction from around the world, the authors discovered
that high achievement was associated with analogies being presented with support cues such as
hints and prompting questions. A number of techniques have been found to promote compar-
ison, including labeling relations (Gentner and Medina 1998), using software to suggest
alignments (Kolodner 1997), prompting subjects to rate similarity (Markman and Gentner
1993), asking directed questions (Catrambone and Holyoak 1989), providing guided-
analogy prompts (Kurtz et al. 2001), and prompting descriptions of commonalities
(Gick and Holyoak 1983; Loewenstein et al. 1999).

Bridging Analogies Brown and Clement (1989) employed analogical reasoning to help
students overcome physics misconceptions; they proposed the use of “bridging” analogies to
help students understand the analogical relationships between different elements. For example,
to help students understand that a table exerts an upward force on a book resting on the table,
contrary to the common misconception that the only force in the situation is that of the book
exerting a downward force, the authors used an analogy of a book resting on a spring that
compresses under the book. Although a physics expert would see the two situations as similar,
physics students often reject the analogy because they believe the spring scenario is somehow
different. The authors succeeded in getting students to accept the analogy after introducing the
bridging analogy of a very thin, flexible table bending under the weight of a book. The authors
note the challenge of getting students to accept an analogy that contradicts what they already
(incorrectly) believe they understand, and they argue that simply presenting analogies for
students will often be insufficient to override misconceptions. Instead, they suggest students
may need to be guided through the process of analogical reasoning, using techniques such as
bridging analogies to overcome misconceptions.

Relating Analogical Comparison to Robust Knowledge Features

Successful analogical comparison increases a learner’s understanding of deep features and the
relationships among features, as these features and relationships must be abstracted to build
schemas (Gentner 1983). Dellarosa (1985) found that comparison across isomorphic problems
improved participants’ performance on a classification task based on solution procedures,
indicating that they perceived the key, deep features of the problems in a way more similar to
experts, but there was no effect when applying the procedures to solve problems. Carefully
constructing comparisons to highlight key features or including scaffolding to support the
learner through the comparison can improve the likelihood that analogical comparison will
support deep knowledge acquisition (Gentner et al. 2003; Gentner 1983; Kurtz et al. 2001).
Alternatively, poorly constructed or unscaffolded analogical comparisons can allow the learner
to focus on shared superficial features across analogs, resulting in no deep feature learning
(Kurtz et al. 2001).

Unlike practice and worked examples, analogical comparison emphasizes learning relations
not only within a problem but also across problems and sometimes across domains. As a result
of the emphasis on structural relationships, analogies help learners form connections in
knowledge that the other techniques do not, particularly between structural features, principles,
and the application conditions in which they can be applied (Novick and Holyoak 1991). For
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example, a student instructed to compare two superficially different examples of
projectile motion might come to understand they are really governed by the same
principles and, consequently, the application conditions for those principles would
then be connected to both sets of values. If learners focus on structural features, they
may be able to derive abstract, general principles from the comparison, and those
principles can also be connected to the specific features of the cases. Scaffolding, such as
prompts to recognize similarities and differences across examples, can support the learner in
forming connections (Gentner et al. 2003; Kurtz et al. 2001). Simply providing instructions to
compare examples also encourages learners to connect elements, resulting in greater learning
(Loewenstein et al. 1999).

Analogical comparison can serve as an opportunity for supporting coherence by allowing
learners to recognize that different cases are governed by the same principle (e.g., Gick and
Holyoak 1983) or to identify and revise flaws in their mental models (Gadgil et al. 2012). It has
even been employed specifically as a method for reducing misconceptions (Brown and
Clement 1989). However, incoherence and gaps in knowledge will disrupt a learner’s ability
to recognize similarities across examples, thus pushing the learner to focus on more superficial
features (Booth and Koedinger 2008). As with worked examples, increasing knowledge
coherence through analogical comparison also requires that learners integrate new information
into their prior knowledge (Gadgil et al. 2012; Rittle-Johnson et al. 2009). Additionally,
analogies that depend on superficial features may increase misconceptions by leading the
learner to infer relationships that may not exist in all examples or promoting a focus on
superficial relationships (Markman and Gentner 1993).

In summary, analogical comparison eliminates the challenges of retrieving an
appropriate analogical match. Comparison between two cases that share structural
features can help a learner abstract general principles and form connections between
the features and principles (see Table 4 for a summary of the features of knowledge
acquired through analogical comparison). Learners often fail to see the opportunity for
analogical comparison when cases are presented sequentially, and they may focus on
superficial similarities or misalign structural features even when directly instructed to
compare. Scaffolding that facilitates fruitful comparisons can improve the utility of
analogical comparison, although the learner may still require additional support to
integrate the new principles into prior knowledge. Selection of cases, placement of
comparisons within the learning process, and supporting materials highlighting key principles
can also affect learning outcomes.

Table 4 Robust knowledge features supported by analogical comparison

Depth

+ Supports the acquisition of structural features and relations (Dellarosa 1985; Kurtz et al. 2001)

+ Allows for abstraction of general principles (Gentner et al. 2003; Gentner 1983; Gick and Holyoak 1983)

0 Little evidence for creating proceduralized knowledge

Connectedness

+ Scaffolds connections between features and relations both within and across problems (Gentner et al. 2003;
Kurtz et al. 2001)

+ Can lead to connections between problem features and abstract principles (Novick and Holyoak 1991;
Nokes-Malach et al. 2013)

Coherence

+ May support coherence by addressing misconceptions (Brown and Clement 1989)
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Self-explanation

Self-explanation is the process of generating explanations of some target instructional material.
It can be spontaneous, as in the case of students who study a text or example and then pause to
explain it in their own words (Chi et al. 1989; Renkl 1997), or it can be prompted, as in the
case of materials that intersperse prompts instructing students to reflect and explain key ideas
(Atkinson et al. 2003; Chi et al. 1994; Nokes et al. 2011).

Mechanisms of Self-Explanation

Nokes et al. (2011) highlights two types of self-explanations shown to support learning: those
that focus learners on filling in gaps in the provided text or examples (e.g., Conati and
VanLehn 2000; Hausmann and Chi 2002), and those that focus on revising errors and
inconsistencies in prior knowledge (Chi et al. 1994; Hausmann and VanLehn 2007). Gap-
filling self-explanations draw inferences to justify provided content or fill in missing informa-
tion, and they are especially useful when the learner has little relevant prior knowledge.
Mental-model revising self-explanations also rely on inference generation, but they focus on
connecting prior knowledge to provided content and addressing conflicts between the two
(Nokes et al. 2011). Self-explanation of new strategies may also operate through the mecha-
nism of improving subgoal understanding and management, as opposed to better recall or
increased likelihood of selecting a given strategy (Crowley and Siegler 1999).

Self-explanation can encourage learners to identify and elaborate on the critical features of
problems, including the underlying principles (Atkinson et al. 2003; Chi andVanLehn 1991), the
conditions for applying those principles (Chi et al. 1989), and the logic and subgoals for applying
them (Catrambone 1998; Crowley and Siegler 1999). These critical features tend to apply across
problems within a domain. By recognizing and understanding these features, a learner is more
likely to successfully transfer knowledge to a novel problem (Atkinson et al. 2003).

Critically, providing detailed instructional explanations does not produce similar positive
effects (Richey and Nokes-Malach 2013), possibly because the instructional explanations
reduce self-explanations (Schworm and Renkl 2006). Even when self-explanations are incom-
plete or inaccurate, they can be more effective than studying provided instructional explana-
tions as the latter does not promote the same kind of prior knowledge activation, inference
generation, and revision of existing knowledge (Hausmann and VanLehn 2007). The act of
generating explanations is important, and it seems that students don’t derive the same benefits
from being told explanations (Crowley and Siegler 1999) or paraphrasing instructional
explanations (Hausmann and VanLehn 2007).

Limitations of Self-Explanation

Only some learners self-explain without any prompting. Chi et al. (1989) found that the
students who scored best on a series of physics problems after studying physics materials
were the ones who generated the most self-explanations. Furthermore, the content of the self-
explanations that students generate is strongly predictive of learning. Chi et al.’s (1989)
analysis of protocols offered a number of clues about the mechanisms that may have supported
the high-performing students’ success. They found that the high-performing students focused
on conditions for executing a problem step, thus building an understanding of the structural
features associated with a correct step rather than using superficial features as cues. High-
performing students often drew inferences to expand their understanding, while the low-
performing students’ explanations often focused on restating problem elements (e.g., reading
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a force diagram and stating which forces were acting on which objects). High-performing
students also gained many more knowledge components about the physics laws they were
studying than the low-performing students, who gained very few. Furthermore, low-
performing students spent more time re-reading examples while problem solving, suggesting
they had extracted less information from the examples compared with the high-performing
students. In other research, explanations focused on principles and positive monitoring have
been associated with better performance (Ainsworth and Burcham 2007).

Factors Influencing Self-Explanation

Given the high variability in the types of self-explanations that students generate, and the
impact of that variability on learning outcomes, a number of factors have been investigated
with the aim of increasing students’ fruitful self-explanations.

Prompting Given that spontaneous self-explanation is associated with positive learning out-
comes but occurs infrequently (Chi et al. 1989), researchers have pursued the question of
whether prompting self-explanation can produce similar effects. Applying self-explanation
prompts to an expository text, Chi et al. (1994) found that prompted students showed greater
learning gains than unprompted students on a variety of conceptual measures. The perfor-
mance benefits for students prompted to self-explain were most pronounced on the most
difficult questions, which required students to induce information from the provided content.
This suggests that self-explanation may be particularly beneficial for inference generation and
sense-making, which is consistent with the KLI taxonomy (Koedinger et al. 2013). Similarly,
Atkinson et al. (2003) found that self-explanation prompts incorporated in faded worked
examples led to greater near and far transfer.

Type of Explanations Self-explanations can be trained or prompted, but there are still big
individual differences in the length, depth, and effectiveness of the explanations learners
generate. These differences translate into differences in performance outcomes (Roy and Chi
2005) and reflect the effortful processes (e.g., knowledge revision and inference generation)
that good self-explanations require on the part of the learner (Chi 2000). While completeness
and accuracy are not necessary to make self-explanations fruitful (Hausmann and VanLehn
2007), the focus and content matter. Simply increasing the volume of self-explanations is not
necessarily beneficial, though there are benefits to increasing the number of explanations used
to generate inferences, integrate new information into prior knowledge, or revise prior
misconceptions (Ainsworth and Burcham 2007). In another example of explanations not
focusing on the most fruitful elements, Rittle-Johnson (2006) found that children instructed
to self-explain math problems focused explanations on procedures and explaining why an
answer was correct or incorrect. They rarely talked about concepts, which may explain why
the self-explanation condition performed better on procedural assessments but no better on
conceptual questions compared with a condition that did not receive self-explanation prompts.

Type of Material Given that the benefits of self-explanation stem as much from the
information that is not provided and thus must be constructed, Roy and Chi (2005) argue that
self-explanation is more fruitful with materials that require more integration and explanation
on the part of the learner, such as diagrams or multimedia lessons, compared with materials
that require less work on the part of the learner, such as texts. However, Ainsworth and
Burcham (2007) found that although less coherent text encourages people to make more self-
explanations, these additional self-explanations did not promote more robust learning.
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Explanations of less coherent text included more goal-driven explanations, which were not
associated with performance, and false explanations, which were negatively associated with
performance (Ainsworth and Burcham 2007).

Relating Self-Explanation to Robust Knowledge Features

Self-explanation can encourage a learner to focus on deep, structural features within problems
or concepts when attempting to fill gaps in novel material (Conati and VanLehn 2000;
Hausmann and Chi 2002) and revise flawed mental models (Chi 2000). Some learners
spontaneously engage in self-explanation, but others produce relatively sparse self-
explanations even when prompted (Chi et al. 1989, 1994). Explanations that focus on certain
superficial features, such as describing surface elements and re-reading examples, lead to less
learning and transfer than explanations focused on structural features such as principles and
application conditions (Ainsworth and Burcham 2007; Chi et al. 1989; Rittle-Johnson 2006).
The materials provided for self-explanation can increase deep learning outcomes by requiring
more integration and explanation on the part of the learner (Roy and Chi 2005), but they must
be coherent enough to promote fruitful explanations (Ainsworth and Burcham 2007).

Self-explanation encourages connectedness as learners attempt to relate new information to
prior knowledge (Chi et al. 1989) and examples to principles (Chi and VanLehn 1991). Chi
et al. (1989) found that students who frequently self-explained were more likely to generate
explanations relating steps to underlying principles from the text, thus focusing on the
connections between examples and principles. They also generated more connections to their
prior knowledge. These connections can prompt learners to draw inferences that fill gaps in
existing knowledge (Chi et al. 1994; Chi and VanLehn 1991; VanLehn and Jones 1993).
Connections can be formed among problem features (Nokes-Malach et al. 2013), between
problem features and principles (Aleven et al. 2003), or between what is being learned and
prior knowledge (Chi et al. 1989). Connections between problem features and principles can
help the learner recognize the appropriate principle to apply based on a novel problem’s
features, thus improving transfer performance. Inferences generated to connect pieces of
knowledge can also fill in gaps in the learner’s understanding. When these connections are
generated through self-explanation, they are typically explicit, declarative connections.

Multimedia support may help students in generating self-explanations that connect new
content to prior knowledge (Roy and Chi 2005), although it can also provide additional
resources, such as a glossary, that might permit students to copy explanations without building
connections to prior knowledge (Aleven et al. 2003). Critically, most of the focus of self-
explanation in problem solving is on filling gaps and making inferences within problems.
Rarely does self-explanation target comparison across problems, which might create more
connections across problems and domains.

While generating inferences and forming connections, learners also have the opportunity to
notice inconsistencies in their understanding or contradictions between their prior knowledge
and the new information. Chi et al. (1989) found students who generated more self-
explanations made more monitoring statements in general than students who self-explained
less frequently and also that a significantly greater portion of these monitoring statements
focused on a lack of understanding. While the more-frequent self-explainers’ statements were
roughly split between identifying a failure to understand and declaring a satisfactory under-
standing, the less-frequent self-explainers’ statements usually confirmed their understanding
and rarely identified misunderstandings. Students who recognized their comprehension limits
as they were self-explaining also learned more than those who did not. Based on the frequency
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with which students fail to recognize that they do not understand something, the authors argue
that monitoring statements identifying comprehension failures are particularly important for
correcting misconceptions and creating more coherent knowledge. As learners identify and fill
gaps in their understanding through self-explanation, they may engage in mental model
revision to correct errors in their understanding.

Self-explanation is the only technique for which there is much evidence for resolving
misconceptions and fragmented knowledge. Self-explanation encourages the learner to iden-
tify and correct contradictions within prior knowledge or between prior knowledge and new
information. While generating inferences and forming connections, learners also have the
opportunity to notice contradictions between their prior knowledge and the new information.
Consequently, self-explanation also affords learners the opportunity to address incoherence,
and students who recognize their comprehension limits as they are self-explaining learn more
than those who do not (Chi et al. 1989).

In summary, self-explanation is subject to large individual differences, both in spontaneous
and prompted occurrences. Self-explanation is highly effective when it focuses on
deep principles, connecting new information to prior knowledge, and identifying and
resolving contradictions in prior knowledge (see Table 5 for a summary of the
features of knowledge acquired through self-explanation). Self-explanations focused
on more superficial features of material provide little instructional value, however, and it is
challenging to create scaffolding that will encourage all students to engage in fruitful
self-explanations.

Comparing and Contrasting Instructional Techniques

We have shown that four common instructional techniques—practice, worked examples,
analogical comparison, and self-explanation—can all be understood as addressing some of
the critical features of robust knowledge structures: being deep, connected, or coherent. We
now integrate these reviews of instructional techniques to suggest which techniques are best
suited to facilitate different features of robust knowledge.

Table 5 Robust knowledge features supported by self-explanation

Depth

+ Supports the acquisition of structural features including principles, goals and subgoals, and application
conditions (Ainsworth and Burcham 2007; Chi et al. 1989; Crowley and Siegler 1999; Rittle-Johnson
2006)

0 Little evidence for creating proceduralized knowledge

Connectedness

+ Supports the acquisition of declarative connections within problem steps as well as between principles
and problem features (Aleven et al. 2003)

+ Supports connections between new information and prior knowledge (Ainsworth and Burcham 2007;
Chi et al. 1989; Hausmann and VanLehn 2007)

+ Some evidence for supporting declarative between-problem connections, based on improvements in
procedural transfer measures (Rittle-Johnson 2006)

Coherence

+ Supports coherence by highlighting inconsistencies and gaps in learners’ knowledge (Ainsworth and
Burcham 2007; Chi et al. 1989; Chi et al. 1994)

+ May help learner recognize inaccurate conceptions (Chi 2000)
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Deep Knowledge

Deep knowledge depends on understanding critical features or relations (Chi and Ohlsson
2005), and it supports experts’ abilities to classify examples based on principles (Adelson
1981; Allard and Starkes 1991; Chi et al. 1981; Hardiman et al. 1989; Koedinger and
Anderson 1990; McKeithen et al. 1981; Schmidt and Boshuizen 1993; Schoenfeld and
Herrmann 1982; Zeitz 1994) and employ principle-driven, forward-working strategies
(Koedinger and Anderson 1990; Larkin et al. 1980; Simon and Simon 1978). Practice leads
to highly accurate, efficient, proceduralized knowledge, but it does not generally promote deep
knowledge of principles unless it is used in combination with other techniques. Worked
examples make principles more explicit, though sometimes the deep knowledge acquired
from worked example study is connected to the superficial features of the examples.
Analogical comparison can highlight deep principles across cases, and scaffolding can reduce
the likelihood that a learner may instead focus on superficial commonalities. Self-explanation
provides an opportunity for the learner to identify underlying principles, and prompts can
encourage more fruitful explanations, particularly if they target the appropriate learning goals.

Connected Knowledge

Connections exist in both conceptual and procedural knowledge: they relate concepts to one
another and to instances of those concepts, and they link sequential steps within a procedure.
We have identified multiple levels of connectedness, and we argue that different instructional
techniques target connections at different levels. Practice promotes proceduralization within
skills and tasks, which connects nonverbal representations, but there is little evidence that it
promotes any connections across problems, domains, or principles. Worked examples promote
connections between declarative steps, and depending on the level of instructional explanation
included in the worked examples, it may also create an opportunity for connecting problem
steps to principles. Analogical comparison facilitates connections between features and rela-
tionships both within problems and across problems. It can also promote connections to
abstract principles and, depending on the cases selected for comparison, it can lead to
between-domain connections. Depending on the materials and the focus of the learner’s
explanations, self-explanation can support connections between new information and prior
knowledge; declarative problem steps; or features and principles (Nokes et al. 2011).

Coherent Knowledge

Coherent knowledge, which is free of contradictions, allows experts to behave in structurally
consistent ways when applying their knowledge to solve problems. There is little evidence that
practice or worked examples promote coherence or help learners resolve misconceptions.
While worked examples model accurate problem solving and thus should help learners
identify errors in their declarative knowledge of problem-solving steps, we know of few
studies that have directly examined this outcome. Some evidence suggests that analogical
comparison can be used to revise science misconceptions, at least when one of the analogs
represents the learner’s flawed model, but further research is needed to examine the analog
features necessary for improving conceptual coherence (Gadgil et al. 2012). Self-explanation
has the most empirical support for improving coherence and addressing misconceptions, as it
provides an opportunity for the learner to make direct comparisons between instructional
materials and prior knowledge. Even with prompted self-explanation, however, this process is
effortful and many learners fail to engage in it productively.
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Assessments of Robust Knowledge

Robust knowledge improves perception of structural and conceptual features (Adelson 1981;
Chi et al. 1981; Kellman and Garrigan 2009; Schoenfeld and Herrmann 1982). Little work has
assessed the effectiveness of practice, worked examples, or self-explanation using perceptual
assessments. It has frequently been used to assess the knowledge acquired through analogical
comparison in the form of problem-sorting tasks (Booth and Koedinger 2008; Cummins 1992;
Dellarosa 1985; Dunbar et al. 2007), ratings of perceived similarity (Kurtz et al. 2001), or
learners’ selections of good analogical matches (Reed et al. 1990).

Working memory capacity and encoding and retrieval errors often disrupt memory perfor-
mance, but robust knowledge improves a learner’s ability to recall many details of domain-
relevant material by relying on long-term memory structures (Chase and Simon 1973; Ericsson
and Kintsch 1995). While memory tests are not often used to assess learning from practice,
worked examples, or self-explanation in math and science, practice can have a powerful effect
on memory span (Ericsson et al. 1980) and the reduction in cognitive load created by worked
examples can increase the number of problem details a learner recalls (Sweller 1988).
Learners’ recall of details from analog problems (Robins and Mayer 1993) has been examined
to assess learning from analogical comparison.

Robust knowledge encourages the use of forward-working strategies and domain-specific
reasoning strategies when problem solving, resulting in high accuracy, short solution times,
and consistent performance on routine problems (Koedinger and Anderson 1990; Simon and
Simon 1978). The effects of practice on problem solving have been carefully examined
through computational models (Anderson 1993) as well as observation and self-reported
descriptions of problem-solving steps (Anzai and Simon 1979; Chen 1999), solution times
(Delaney et al. 1998), and self-reported mental effort or cognitive load (Paas 1992). Worked
examples have been tested using performance on isomorphic problems (Sweller and Cooper
1985), self-reports of mental effort or cognitive load (Kalyuga et al. 2001; Paas and Van
Merriënboer 1994; Paas 1992), a learner’s application of subgoals (Catrambone and Holyoak
1990), talk-alouds collected during problem solving (Catrambone 1996), and groupings of
solution steps (Catrambone 1996). Problem-solving skills derived from analogical comparison
can be assessed through a learner’s ability to map between analogs (Kurtz et al. 2001; Novick
and Holyoak 1991), the amount of variety in a learner’s solution procedures (Rittle-Johnson
and Star 2007), and mapping errors between problems (Ross and Kilbane 1997). The effects of
self-explanation on problem-solving strategies have been examined through learners’ judg-
ments of whether sufficient information is provided (Aleven et al. 2003), accuracy on learning
materials (Hausmann and VanLehn 2007), frequency of help requests (Hausmann and
VanLehn 2007), and variety of problem-solving strategies (Rittle-Johnson 2006).

The depth and flexibility of robust knowledge supports transfer to new problems with
different surface features, as well as transfer across time and contexts (Brown and Kane 1988;
Day and Goldstone 2012; Hickey and Pellegrino 2005; Judd 1908; Schwartz et al. 2005).
Practice has been well studied through measures of transfer to problems with similar structural
features (Anderson 1993; Chen 1999; Sweller 1983) as well as problems with different
structural features or goal states (Burns and Vollmeyer 2002). Worked examples have also
been assessed using transfer to problems with similar and different structural features
(Atkinson et al. 2003; Catrambone 1998; Paas and Van Merriënboer 1994; Paas 1992),
problems solved after a delay (Fong and Nisbett 1991; Kalyuga et al. 2001), and
problems solved in a different context (Catrambone and Holyoak 1989). Transfer from
analogical comparison is primarily assessed through the learner’s transfer of a solution or
principle to novel problems (Gick and Holyoak 1983; Nokes-Malach et al. 2013; Novick and
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Holyoak 1991; Reed 1989). The effects of self-explanation on transfer have been examined by
assessing the learner’s ability to induce functions of components (Chi et al. 1994), generalize
strategies (Crowley and Siegler 1999), solve new problems that differ in structure or domain
(Hausmann and VanLehn 2007; Nokes-Malach et al. 2013), and solve problems given after
delay (Hausmann and VanLehn 2007; Rittle-Johnson 2006).

In summary, perceptual and memory assessments have been underutilized for measuring
robust knowledge acquired through practice, worked examples, and self-explanation.
Expertise literature suggests a number of assessments for identifying and characterizing
components of robust knowledge, and these assessments could provide greater insights into
the specific features of robust knowledge acquired from different instructional techniques.

Implications for Theory

A great deal of past research has examined each instructional technique reviewed here, leading
to significant progress in understanding the theoretical and practical underpinnings of these
techniques. However, there is much work to be done in developing a comprehensive theory of
instruction that incorporates these techniques and makes general claims about the common
knowledge features acquired through each one. To address these issues, we adopted a
theoretical approach based on the KLI framework and employed expert knowledge as a model
for identifying robust knowledge features (Koedinger et al. 2012). Research on expertise
suggests that robust knowledge consists of three target attributes: that the knowledge is deep,
connected, and coherent. This research also suggests that robust learning results in changes in
perception, memory performance, problem solving, and transfer. We identified which of these
features were promoted by each technique and the ways they have been assessed. Although
our review focused on four instructional techniques that covered a range of learning events
(i.e., memory and fluency-building processes, induction and refinement processes, and
understanding and sense-making processes), this framework could also be applied for
categorizing and reasoning about additional types of instruction, such as structured inquiry or
argumentation.

The review has also identified new features of these techniques. One example is the
different notions of connectedness: within-problem procedures, within the declarative steps
of a problem, between-problem connections, between-domain connections, and connections
between new information and prior knowledge. These different types of connections matter for
what is learned and what is transferred. For example, connections between procedural steps
support the fast, accurate performance typical of well-practiced strategies, while connections
between new information and prior knowledge are particularly useful for identifying and
addressing misconceptions. Identifying these features may also guide the design of new types
of instruction by providing a key set of target features to promote.

While many of the studies reviewed here focused on math and science learning with high
school and college students, some examined learning in elementary and middle school
classrooms. Rather than classifying studies by the age of participants, we argue based on the
KLI framework that examining the knowledge components learners possess at the start of
instruction may be a more fruitful approach to understanding how these instructional tech-
niques might lead to different learning outcomes. In other words, while different age groups
might demonstrate different outcomes from the same instructional techniques, we believe these
effects are driven by differences in knowledge components typical for those age groups. A
systematic examination of the knowledge components students possess prior to engaging in
each instructional technique could provide greater insights into when in the learning process
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each technique is most useful. For example, if connecting prior knowledge to new information
is a critical component of self-explanation, a learner who lacks relevant prior knowledge
components may benefit more from an alternative instructional technique.

Implications for Practice

The instructional techniques we have reviewed suggest several basic practices that make
learning and transfer from problem solving more effective and efficient. Across all instruc-
tional techniques, carefully selected problems that focus on critical features appear to be best.
Scaffolding the learner’s comparison across problems or providing instructionally appropriate
self-explanation prompts can also help, although the worked example and self-explanation
literatures suggest that leaving some gaps in information is more likely to encourage construc-
tive learning practices and, in turn, deeper, more connected knowledge (Nokes et al. 2011;
Renkl et al. 2002; Roy and Chi 2005).

Given the robust evidence that self-explanation supports the development of knowledge
that is connected and coherent, it is not surprising that self-explanation has been frequently
employed in conjunction with other instructional techniques. A number of studies have found
promising learning effects by applying self-explanation to worked example study (Atkinson
et al. 2003; Nokes-Malach et al. 2013; Renkl 2002; Schworm and Renkl 2007), so much so
that Renkl (2005) included prompting or training self-explanation among a core set of
principles for structuring effective worked examples. In fact, many of the classic studies
examining the effects of self-explanation have used worked examples as the target for learners’
explanations (e.g., Chi et al. 1989). Other empirical studies of prompting self-explanation of
worked examples have shown mixed results, however, suggesting that combining multiple
instructional practices may not have an additive effect (Rittle-Johnson 2006). When employing
self-explanations as a way to enhance learning from worked examples, many of the same
principles previously described for effective self-explanation apply, such as focusing on
principles (Renkl 1997, 2002).

Interleaving worked examples and practice problems has also produced powerful learning
effects, with evidence suggesting that students benefit from the scaffolding of worked exam-
ples early in the learning process but also the reduced structure of practice problems as their
skill improves (Renkl and Atkinson 2003). Analogical comparison often features worked
examples as the cases being compared (e.g., Nokes-Malach et al. 2013; Rittle-Johnson et al.
2009). Comparing self-explanation of worked examples, analogical comparison of worked
examples, and worked example study with practice problems, Nokes-Malach et al. (2013)
found that while the analogical comparison condition performed less well than the others on a
near-transfer task, the self-explanation and analogical comparison conditions led to greater far-
transfer performance than the worked example and practice condition. Participants’ transfer
performance suggested that they created connections between abstract principles, prior knowl-
edge, and examples, while the group that read worked examples and completed practice
problems acquired knowledge that was tied to features of specific examples.

Future Directions

Although these instructional techniques have been extensively investigated, there are still
important phenomena that have not been explored. For example, the effects of practice,
worked examples, and analogical comparison on knowledge coherence have not been
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thoroughly investigated. Future work should examine whether these techniques provide direct
opportunities for learners to recognize and revise misconceptions in their knowledge and, if
not, how they might be modified to do so. Our review also suggests that some types of
assessment have been underutilized. While perception and memory tests are not typically
included in assessments of students’ learning from practice, worked examples, and self-
explanation, it is likely that these assessments could provide new insights into the depth,
connectedness, and coherence of the knowledge students acquire through these techniques.
Future work should make use of all types of assessments to create a more complete picture of
the ways these instructional techniques impact robust knowledge.

There is extensive work directly comparing some of these techniques, such as worked
examples vs. rote practice (e.g., Cooper and Sweller 1987; Sweller and Cooper 1985),
analogical comparison vs. sequential study of worked examples (e.g., Rittle-Johnson et al.
2009; Rittle-Johnson and Star 2007; Star and Rittle-Johnson 2009), and self-explanation of
examples vs. worked example study (e.g., Atkinson et al. 2003; Renkl 2002). However, one
particularly noticeable gap in the literature deals with direct comparison of self-explanation
and analogical comparison. Only a handful of studies have compared these two (Gadgil et al.
2012; Nokes-Malach et al. 2013), and further comparison could significantly expand our
understanding of the levels of transfer each promotes, the role of prior knowledge, and the
effectiveness of each in addressing misconceptions.

These studies mark only the beginning of comparing different combinations of instructional
techniques to one another on the same task to test similarities and differences in what is learned.
Future work should examine whether different instructional combinations predict the learning
and transfer outcomes described here or whether there are interactive effects of combining
techniques. Our work demonstrates the utility of incorporating a concrete framework for com-
paring across techniques. Koedinger et al. (2012) proposed the KLI framework to encourage
systematic analysis and testable hypotheses about the vast number of instructional techniques that
have emerged from decades of research. Our review adopts the utility of clearly distinguishing
and articulating the relationship between knowledge, learning, and instruction, and it demon-
strates that such an approach can be applied at different grain sizes (e.g., the knowledge
component level of KLI and the knowledge feature level of the current review). Further work
examining evidence within instructional techniques and comparing across techniques should
maintain such a structured framework, as it highlights the importance of considering learning
goals, assessments, and knowledge features when selecting an instructional approach.
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