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Abstract
The paper empirically examines whether and how political institutions shape the 
nexus between finance and carbon dioxide  (CO2) emissions. In a sample of devel-
oping and developed countries, it finds that financial development impedes green 
technology development and thus raises energy use and  CO2 emissions, the effects 
that moderate with improvements in institutional quality. Despite so, there are dif-
ferences between banks and stock markets, banking competition and concentration, 
and household and firm credit. Specifically, a more concentrated, less competitive 
bank-based financial system that lends more to households hinders green technol-
ogy development and exaggerates energy use and  CO2 emissions, and the impacts 
diminish when institutional quality enhances. Conversely, a more market-oriented 
financial system with a more competitive and less concentrated banking sector that 
lends more to private non-financial enterprises promotes green technology develop-
ment and decreases energy use and  CO2 emissions, the effects that weaken when the 
quality of political institutions betters.
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1 Introduction

Significant debate continues about how to reduce greenhouse gas emissions 
in general and carbon dioxide  (CO2) emissions in particular. Conventional wis-
dom holds that economic growth mitigates environmental degradation within the 
framework of the Kuznets curve hypothesis. The major argument for economic 
growth to improve environmental quality is that the government is responsive to 
increased demand for environmental quality by strengthening environmental regu-
lation, which creates the motive for enterprise innovations toward technology with 
clean and environment-friendly production processes that improve the environ-
ment. Since a country’s political institutions affect the way policymakers respond 
to environmental concerns and the financial sector provides financial resources to 
support environmental-related investment projects, the environmental repercus-
sion of economic growth depends crucially on a country’s quality of political insti-
tutions and financial sector development. Given that countries differ in their insti-
tutional quality and extent of financial development, it thus comes as no surprise 
why there is no clear-cut in the environmental consequence of economic growth.

In an attempt to contribute to this line of inquiry, the paper brings a country’s 
financial sector and political institutions into the analysis of pollution emissions. 
Specifically, we investigate the consequence of financial sector development on 
 CO2 emissions and how the quality of political institutions influences this reper-
cussion during the process of economic development. To the best of our knowl-
edge, this is among few studies that emphasize the role of institutional quality in 
the nexus between financial development and  CO2 emissions. This contribution 
is crucial from the policy perspective. Although many policies have been imple-
mented to influence, directly or indirectly, economic agents to internalize envi-
ronmental externalities, the success of these policies hinges on the institutional 
quality of a country (Goel et al. 2013). Likewise, it is argued that varying growth 
performance of financial development across countries may reflect differences in 
the quality of finance, which is determined by the quality of financial regulation 
and rule of law (Demetriades and Andrianova 2004). Since both financial develop-
ment and environmental problems are a matter of policy, the nexus between finan-
cial development and environmental quality cannot be formed in isolation from 
political institutions that are related to the process of environmental protection and 
financial liberalization policymaking in a country. Furthermore, the exploration 
allows one to address the question of whether there exists a certain quality level 
of political institutions for a country to benefit or lose from financial development.

To provide further insights into the issue, the paper checks also other aspects of 
financial development. It is well recognized that in the process of financial develop-
ment, the financial sector has gone through significant structural changes from 1990 
onward, the era characterized by frequent financial (particularly banking) crises. 
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When countries develop economically and financially, their financial sector tends 
to be more stock-market-oriented because entrepreneurs are more likely to need a 
rich set of risk management tools and flexible vehicles for raising capital (Boyd and 
Smith 1998; Levine 2005). The banking industry is more concentrated and competi-
tive because of financial globalization, deregulation, privatization and consolidation. 
Also, in facing greater competition banks tend to lend more to households than enter-
prises relative to total credit. It is thus interesting to know how these changes would 
affect the environment. In this respect, our second contribution is to explore whether 
and how the structure of financial development (i.e., bank- versus market-based) and 
banking sector (i.e., concentration versus competition and credit composition) affect 
 CO2 emissions, conditional on the quality of political institutions.

Green technological progress is considered as one major factor impacting the 
 CO2 emissions in the long run. For instance, studies including Grossman and Krue-
ger (1995), Buonanno et al. (2003), and Gerlagh and Lise (2005) stress the impor-
tance of endogenous green technological progress in reducing the costs of achieving 
pollution mitigation targets. Green technology innovations can reduce raw material 
waste, improve energy efficiency and alleviate environment pollution. It can help 
enterprises strengthen their competitive advantages and promote the development 
of a global low carbon economy (Porter and van der Linde 1995). Since energy, as 
both a final good for end-users and an input into the production processes of many 
businesses, plays a unique role in the supply chain and is the direct source of  CO2 
emissions, the last main contribution of the paper is to investigate the green technol-
ogy channel for finance to influence energy use and  CO2 emissions, conditional on 
institutional quality.

Methodologically, we employ the system GMM estimator for panel data, given 
the dynamic nature of  CO2 emissions and potential endogeneity of finance and 
political institutions (and other regressors). In a sample of developed and developing 
countries, we find that financial development promotes green technology develop-
ment and then alleviates energy use and  CO2 emissions but only for countries with 
high institutional quality. Despite so, there are significant differences between banks 
and stock markets, banking competition and concentration, and household and firm 
credit. Specifically, a more concentrated, less competitive bank-based financial sys-
tem that lends more to households is conductive to green technology development, 
thus reducing energy use and  CO2 emissions for countries with high institutional 
quality. On the contrary, a more market-oriented financial system with a more com-
petitive and less concentrated banking sector that lends more to private non-finan-
cial enterprises is beneficial for green technology development and hence decreases 
energy use and  CO2 emissions for countries with low institutional quality.

The remainder of the paper is organized as follows. Section 2 gives a brief review 
of related literature. In Sect. 3, we discuss our empirical models, introduce estima-
tion strategies and describe the data. Section 4 analyzes the empirical results, and 
Sect. 5 concludes.
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2  A brief review of related literature

The theoretical explanation of the environmental consequences of financial develop-
ment is based on the environmental Kuznets curve (EKC) hypothesis, according to 
which environmental deterioration rises in the early stages of economic develop-
ment, and reduces as the economy develops beyond a certain point. The inverted 
U-shaped Kuznets curve effect has become empirical regularity since Grossman and 
Krueger (1993, 1995) and has been taken to suggest that economic growth, instead 
of being a threat to the environment, is a means to environmental improvement.1 
Among determinants of economic growth, the financial sector, arising to ameliorate 
credit market frictions, performs vital functions in an economy, including mobiliza-
tion of saving, information production and monitoring, risk sharing, and facilitation 
of capital formation and technology innovation (Levine 2005). Insofar as financial 
sector development influences economic growth, an improvement in a country’s 
financial sector will play a role in shaping environmental quality via the EKC effect.

To be more specific, financial development can have both positive and negative 
effects on the environment. Financial development eases borrowing constraints of 
households and firms and allows greater consumption and investment, which would 
result in more energy use, industrial pollution and hence environmental degrada-
tion (Sadorsky 2010). On the contrary, financial development might reduce envi-
ronmental pollutants by promoting technological innovations in the energy sector 
(Kumbaroglu et  al. 2008a, b) and by redirecting the financial resources to envi-
ronment-friendly investment projects (Tamazian and Rao 2010; Kim et  al. 2020; 
Zeqiraj et al. 2020). Financial development also supports economic transitions from 
manufacturing to high-tech and service-based industries, and intensifies demand for 
cleaner products. Besides, financial development may impose a disciplinary effect 
on firms’ pollution control (Lanoie et al. 1998; Dasgupta et al. 2001). For instance, 
efficient capital markets, if properly informed with improved governance, may react 
negatively to adverse environmental incidents such as violation of permits, spills, 
court actions, complaints but positively to greater pollution control effort such as 
the adoption of cleaner technologies, and thus create incentives for pollution control 
(Capelle-Blancard and Laguna 2010).

On the empirical front, studies both in a cross-country and country-specific set-
ting also provide mixed results using various model specifications with different con-
trol variables and different econometric techniques. Some studies such as Sadorsky 
(2010), Abbasi and Riaz (2016), Shahbaz et al. (2016), and Shahzad et al. (2017) find 
that financial development increases  CO2 emissions. Others show that  CO2 emissions 
decrease with financial development. Examples include Lanoie et  al. (1998), Das-
gupta et al. (2001), Kumbaroglu et al. (2008a), Tamazian et al. (2009), Bekhet et al. 
(2017), Paramati et al. (2017), Shahzad et al. (2018), Acheampong et al. (2020) and 
Zhao and Yang (2020). Still, work by Ozturk and Acaravci (2013), Omri et al. (2015), 

1 The EKC hypothesis has been extensively studied and the literature continues to grow. Despite so, 
whether economic growth improves the environment remains controversial (see Dinda 2004 and Shahbaz 
and Sinha 2019 for a survey and references therein).



841

1 3

Economic Change and Restructuring (2022) 55:837–874 

Abbasi and Riaz (2016) and Acheampong (2019) indicates no significant influence 
of financial development on  CO2 emissions. Nonlinearity is also detected. Zakaria 
and Bibi (2019) find that carbon emissions increase when institutions are weak but 
decrease when institutions are strong. Kim et  al. (2020) suggest that the effect of 
finance on  CO2 emissions is nonlinear and depends on the type of finance.

When it comes to the quality of political institutions, it is argued that govern-
ments in countries with better and inclusive political institutions such as democ-
racy are more responsive to people’s environmental concerns and the influence 
from environmentalists on policy (Payne 1995; Torras and Boyce 1998; Barrett and 
Graddy 2000; Farzin and Bond 2006; Bernauer and Koubi 2009). However, more 
democratic governments are also sensitive to the economic concerns of the majority 
of the voting public and influenced by industry lobbying groups and multinational 
corporations that seek to maximize their profit (Congleton 1992; Midlarsky 1998). 
While environmental protection generates widespread long-term benefits, the pro-
environment policies are often regarded as harmful to short-term economic growth 
(Kirchgässner and Schneider 2003). Thus, elected politicians may overweigh short-
run economic interests at the expense of long-term environmental benefits (Congle-
ton 1992; Midlarsky 1998). Democracy may actually lead to environmental degra-
dation. Please see Li and Reuveny (2006), Bernauer and Koubi (2009) and Carlitz 
and Povitkina (2021) for detailed discussions and references therein.

On the empirical front, most studies find that democracy positively affects envi-
ronmental policy stringency and/or environmental quality (see, e.g., Congleton 
1992; Murdoch and Sandler 1997; Neumayer 2002; Fredriksson et al. 2005; Farzin 
and Bond 2006; Li and Reuveny 2006; Fredriksson and Wollscheid 2007; Bernauer 
and Koubi 2009; Tamazian and Rao 2010; Fredriksson and Neumayer 2013; Poli-
cardo 2016; Halkos and Paizanos 2017; Iwińska et al. 2019; Ren et al. 2020). How-
ever, several scholars including Midlarsky (1998), Scruggs (1998) and Roberts and 
Parks (2007) show that democracy may not improve the environmental quality or 
may even worsen it. Still, You et al. (2015) find that democracy is positively associ-
ated with emissions for the least emissions countries, while the relationship is nega-
tive for the most emissions countries. Povitkina (2018) shows that more democracy 
is associated with lower  CO2 emissions only in countries with low corruption.

Depart from current empirical studies, the paper brings the two lines of literature 
together and takes a step further to check whether institutional quality makes a dif-
ference for financial development to shape environmental quality. We base our test-
able hypothesis on the following observations. It is argued that political institutions 
that can effectively enforce property and contract rights and impose constraints on 
rulers create an environment conducive to financial development (Haber et al. 2007; 
Girma and Shortland 2008; Huang 2010; Roe and Siegel 2011; Law and Azman-
Saini 2012; Khalid and Shafiullah 2021). Recent research also suggests that coun-
tries with better political institutions are in a better position to benefit from financial 
development (e.g., Law et al. 2013, 2018 for economic growth; Law et al. 2014 and 
Kim et al. 2021 for income inequality).

We therefore build the following hypotheses to test whether political institutions 
play an important role in moderating the effect of financial development on pollu-
tion emissions:
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Hypothesis 1 Financial development promotes green technology innovation and 
hence reduces energy use and CO2 emissions in a regime with better institutional 
quality.

Hypothesis 2 This beneficial effect of political institutions is more pronounced for 
bank-based financial systems with the dominance of big banks.

As argued, banks are inherently conservative in the investment strategy and avoid 
to fund innovative projects (Weinstein and Yafeh 1998). Moreover, powerful banks 
often stymie innovation by extracting informational rent and protecting established 
firms (Hellwig 1991; Rajan 1992). It is also argued that state-owned banks are 
less likely to supply credit to support strategic industries with possible innovation 
and growth opportunities (La Porta et al. 2002). Efficient political institutions may 
help reduce the degree of uncertainty and corruption in the banking system, hence 
encouraging productive economic activities that possibly improve the environment.

3  Data and empirical strategy

3.1  Data

The paper examines the determinants of  CO2 emissions using a large panel data-
set that includes as many countries and years as possible. Our dataset spans from 
1984 up to 2017 and includes 82 countries that have at least half of observations for 
finance and institution variables during the sample period. Table 7 of Appendix lists 
countries included in the analysis. As typical in the empirical literature, all data are 
averaged over non-overlapping 4 years during the sample period to mitigate business 
fluctuation effects and measurement error.

Regarding the dependent variable, we consider  CO2 emissions per capita. The 
main reason for studying  CO2 emissions is that they have been recognized by most 
scientists as a major source of global warming through its greenhouse effects. 
Another reason is that  CO2 emissions are directly related to the use of energy, which 
is an essential factor both for production and consumption in the world economy. 
To check for the impact of finance on energy use, we consider energy use (kg of oil 
equivalent) per capita. These data are in logs and sourced from the World Develop-
ment Indicators (WDI) of the World Bank and the World Data Atlas of Knoema.2 
To explore the effect of finance on green technology, we consider the (log of) num-
ber of inventions developed by country’s inventors as a share of population sourced 
from the OCED database.

Regarding financial development, we follow Beck and Levine (2002) to use 
a composite measure, denoted as findev_aggreagte, which equals the first prin-
cipal component of three underlying measures of the size, activity and efficiency 
of banks and stock markets. Each of the underlying variables is constructed so 

2 https:// knoema. com/ atlas/ ranks/ CO2- emiss ions- per- capita.

https://knoema.com/atlas/ranks/CO2-emissions-per-capita


843

1 3

Economic Change and Restructuring (2022) 55:837–874 

that higher values suggest a better developed financial system. The first variable 
( findev_activity ) is a measure of the overall activity of the financial intermediaries 
and markets. It equals the log of the product of private credit (the value of credits 
by financial intermediaries to the private sector divided by GDP) and value traded 
(the value of total shares traded on the stock market exchange divided by GDP). The 
second variable ( findev_size ) is a measure of the overall size of the financial sector 
and equals the log of the sum of private credit and market capitalization (the value 
of listed shares divided by GDP). The last variable ( findev_efficiency ) is a measure 
of the overall efficiency of the financial sector and equals the logarithm of the total 
value traded ratio divided by overhead costs. Efficiency of banking is measured by 
overhead costs defined to be the ratio of banking overhead costs to banking assets. 
Large overhead costs may reflect inefficiencies in the banking system.

With respect to financial structure, the extent to which a country’s financial sys-
tem is bank- or market-oriented, we consider also a composite measure of the com-
parative role of banks and markets in the economy, denoted as finstr_aggregate , 
following Beck and Levine (2002), as our indicator of the extent of stock market 
orientation. finstr_aggregate is the first principal component of three variables that 
measure the comparative activity, size and efficiency of markets and banks. Each of 
the underlying variables is constructed so that higher values indicate more liquid, 
active and efficient stock markets, and hence more market-based financial systems. 
The first variable ( finstr_activity ) measures the relative size of stock markets to that 
of banks in the financial system and equals the log of the ratio of value traded to 
bank credit. Bank credit equals the claims of the banking sector on the private sector 
as a share of GDP. The second variable ( finstr_size ) measures the activity of stock 
markets relative to that of banks and equals the log of the ratio of market capitaliza-
tion to bank credit. The last variable ( finstr_efficiency ) measures the relative effi-
ciency of a country’s stock markets relative to that of its banks and is the log product 
of turnover ratio (the value of stock transactions relative to market capitalization) 
and overhead costs.

As for bank market power, we consider both the Lerner index and the Boone indi-
cator to proxy for the extent of competition in the banking sector. The Lerner index 
measures bank competition based on markups in banking and is defined as the differ-
ence between output prices and marginal costs (relative to prices). Higher values of the 
Lerner index signal less bank competition. The Boone indicator measures the effect of 
efficiency on performance in terms of profits and is calculated as the elasticity of profits 
to marginal costs. The main idea of the Boone indicator is that more-efficient banks 
achieve higher profits. The more negative the Boone indicator is, the higher the level 
of competition is in the market, because the effect of reallocation is stronger. We also 
consider concentration in the banking sector measured by the (logarithm of) sum of 
market shares (in terms of total assets) of the three largest banks. All finance variables 
are sourced from the World Bank Global Financial Development (GFD) database.

Data on household credit and enterprise credit are obtained from the Credit Struc-
ture Database of Léon (2018). Household credit is the logarithm of credit to household, 
credit to individuals or a similar item as a percentage of GDP. Enterprise credit is the 
logarithm of credit to private non-financial corporations as a share of GDP.
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As regards the quality of political institutions ( polins ), we consider democracy, a 
political system characterized by popular participation, political competition for pub-
lic office, and institutional constraints on the rulers. The first measure of democracy is 
derived from the data on political rights published by Freedom House, denoted as free . 
The data range from one to seven. A rating of one implies “there are competitive par-
ties or other political groupings, the opposition plays an important role and has actual 
power” and a rating of seven indicates that political rights are absent. The second meas-
ure is the Polity2 score from the Polity IV database, denoted as polity , and it reflects 
the openness and the competitiveness of the political process as well as the presence of 
institutions that foster political participation. The index ranges from zero to ten, where 
a higher rating implies higher levels of democracy. The third measure is democratic 
accountability from the International Country Risk Guide, denoted as icrg . The data are 
published by Political Risk Services and reflect the extent to which elections are free 
and fair, and the degree to which the government is accountable to its electorate. The 
index ranges from one to six, a higher score implies more democracy and accountabil-
ity. To ease comparison between the different measures of the quality of political insti-
tutions, we follow Acemoglu et al. (2008) and normalize these measures to lie between 
zero and one, such that a higher number implies more democracy and better quality of 
political institutions.

In addition to linear and quadratic terms of log real income per capita (gdppc) to 
account for the environmental Kuznets effect, we include control variables to allevi-
ate the omitted-variable bias. These include the (logarithm of) urban population as a 
percentage of total population to capture the effect of urbanization, trade openness, the 
(logarithm of the) sum of exports and imports as a percentage of GDP to account for 
the pollution haven or race to the bottom effect, and industrialization, the (logarithm 
of) value added as a share of GDP to control for the effect of industry production. To 
account for the environmental effect of education, we consider also the (logarithm of) 
percentage of the population with secondary education. Data on these variables are 
taken from WDI. Tables 8 and 9 report summary statistics and the correlation matrix.

3.2  Empirical strategy

To examine the effect of financial development (findev) , financial structure (finstr) , 
and political institutions (polins) on the environment, we follow Shahzad et al. (2018), 
Acheampong (2019) and Acheampong et al. (2020) to add these variables into the EKC 
regression:

where i = 1, 2,… ,N and t = 1, 2,… , T . y is  CO2 emissions, energy use or green 
technology. �i is a country-specific effect and dt is a set of period dummies. gdppc is 
real GDP per capita, and control s is a set of control variables.

To further explore the potential conditionality in the effect of financial variables 
on the environment, we add the interaction term of financial development and struc-
ture with political institutions to (1):

(1)
yit =�i + dt + �yit−1 + �

1
findevit + �

2
finstrit + �

3
polinsit

+ �
1
gdppcit + �

2
gdppc2

it
+ ��controlsit + �it



845

1 3

Economic Change and Restructuring (2022) 55:837–874 

The marginal effect of financial development and structure on  CO2 emissions 
depends on institutional quality:

To evaluate the marginal effect, we compute the standard error as suggested by 
Brambor et al. (2006):

To look at the effect of bank market power (BMP) and bank credit composition, 
i.e., household credit (HC) versus enterprise credit ( EC ), we then estimate the fol-
lowing equations:

The estimation of these equations is carried out using the general method of 
moments (GMM) estimator for dynamic panels put forth by Arellano and Bover 
(1995) and Blundell and Bond (1998), also known as system GMM. Apart from 
accounting for the specified dynamics, the estimator accommodates the possible 
endogeneity between pollution emissions and some of the independent variables 
by means of appropriate instruments. The system GMM is derived from the esti-
mation of a system of two simultaneous equations: one in levels (with lagged first 
differences as instruments) and the other in first differences (with lagged levels as 
instruments).

(2)

yit =�i + dt + �yit−1 + �
11
findevit + �

12
findevit × polinsit + �

21
finstrit

+ �
22
finstrit × polinsit + �

3
polinsit + �

1
gdppcit

+ �
2
gdppc2

it
+ ��controlsit + �it

�yit

�findevit
= �11 + �12polinsit

�yit

�finstrit
= �21 + �22polinsit

𝜎2
𝜕y

𝜕findev

= var
(

𝛽11
)

+ polins2 × var
(

𝛽12
)

+ 2polins × cov
(

𝛽11, 𝛽12
)

𝜎2
𝜕y

𝜕finstr

= var
(

𝛽21
)

+ polins2 × var
(

𝛽22
)

+ 2polins × cov
(

𝛽21, 𝛽22
)

(3)

yit = �i + dt + �yit−1 + �
11
findevit

+ �
12
findevit × polinsit + �

21
BMPit

+ �
22
BMPit × polinsit + �

3
polinsit

+ �
1
gdppcit + �

2
gdppc2

it
+ ��controlsit + �it

(4)

yit =�i + dt + �yit−1 + �
11
HCit + �

12
HCit × polinsit

+ �
21
ECit + �

22
ECit × polinsit + �

3
polinsit

+ �
1
gdppcit + �

2
gdppc2

it
+ ��controlsit + �it
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However, the consistency of the system GMM estimator depends on two specifi-
cation tests, the Hansen (1982) J test of over-identifying restrictions and a serial cor-
relation test in the disturbances (Arellano and Bond 1991). Failure to reject the null 
of the Hansen J test would imply that the instruments are valid and the model is cor-
rectly specified. With respect to the serial correlation test, one should reject the null 
of the absence of the first-order serial correlation (AR1) and not reject the absence 
of the second-order serial correlation (AR2). These tests, however, lose power when 
the number of instruments is large relative to the cross section sample size. We then 
limit the number of lagged levels to be included as instruments to reduce the instru-
ment count (Roodman 2009). We also report Windmeijer’s (2005) corrected stand-
ard errors to mitigate the small sample bias.

4  Empirical results

The empirical analysis first focuses on the effects of financial development and 
financial structure and then moves to the consequences of bank market power, fol-
lowed by the differences between household credit and firm credit.

4.1  Effects of financial development and structure

Table  1 reports the direct effects of financial development and financial struc-
ture using free as a measure of institutional quality. As observed, all regressions 
are correctly specified because the diagnostic statistics are satisfied. The Hansen J 
test shows that estimated equations are not over identified. The null hypothesis of 
absence of first-order serial correlation is rejected, but the null hypothesis of the 
absence of second-order serial correlation is not rejected. The number of instru-
ments is smaller than the number of countries.

Move to estimates of interest. Financial development has a positive and signifi-
cant effect on  CO2 emissions across different measures (size, activity, efficiency and 
aggregate) of financial development (Columns (1)–(4)). It is also found that, using 
the aggregate indicator of financial development, energy use increases but green 
technology deteriorates as a country’s financial sector develops (Columns (5) and 
(6)), consistent with Sadorsky (2010, 2011), Shahbaz and Lean (2012), and Lv et al. 
(2021). The data suggest that financial development expands production and con-
sumption but undermines green technology development, thereby increasing energy 
use and  CO2 emissions.

On the other hand, a more stock-market-based financial system has a negative and 
significant effect on  CO2 emissions except for the case when considering the size 
measure of stock market orientation. It is also shown that, using the aggregate indi-
cator of financial structure, a more stock-market-led financial system lowers energy 
use but facilitates green technology development, in line with Shahbazet al. (2016) 
and Lv et al. (2021). The evidence seems to support the arguments that a more stock-
market-based financial system plays a better role in disciplining firm pollution and 
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encouraging the use of energy-saving production technology, thus reducing energy 
use and  CO2 emissions (Tamazian et al. 2009; Capelle-Blancard and Laguna 2010).

However, these effects hold only for countries with low institutional quality as 
shown in Table 2 where we interact institutional quality with financial development 
and stock market orientation. In Columns (1)–(5), the respective estimate on finan-
cial development and on its interaction with institutional quality, free , are positive 
and negative, both of which are statistically significant. This suggests that political 

Table 1  Linear effects of financial development and structure

Political institutions are proxied by free. Standard errors are in parentheses. ***, ** and * denote signifi-
cance at the 1%, 5% and 10% level, respectively

Dependent vari-
able

CO2 emissions Energy use Green tech-
nology

Size Activity Efficiency Aggregate Aggregate Aggregate

(1) (2) (3) (4) (5) (6)

findev 0.0085*** 0.0135*** 0.0158*** 0.0213*** 0.0178*** − 0.0114***
(0.0017) (0.0007) (0.0010) (0.0015) (0.0013) (0.0030)

finstr 0.0169*** − 0.0151*** − 0.0050*** − 0.0041*** − 0.0036*** 0.0322***
(0.0062) (0.0026) (0.0014) (0.0012) (0.0010) (0.0024)

polins 0.0446*** 0.0487*** 0.0327*** 0.0269*** 0.0189*** 0.2170***
(0.0087) (0.0049) (0.0050) (0.0053) (0.0051) (0.0127)

GDP per capita 0.5145*** 0.4932*** 0.3942*** 0.3707*** 0.3350*** − 0.2451***
(0.0319) (0.0210) (0.0192) (0.0225) (0.0236) (0.0366)

GDP per  capita2 − 0.0282*** − 0.0273*** − 0.0212*** − 0.0201*** − 0.0178*** 0.0175***
(0.0017) (0.0012) (0.0011) (0.0012) (0.0012) (0.0021)

yi,0 0.9733*** 0.9707*** 0.9618*** 0.9656*** 0.9680*** 0.9056***
(0.0040) (0.0031) (0.0016) (0.0024) (0.0027) (0.0031)

Trade 0.0089** 0.0121*** 0.0161*** 0.0121*** − 0.0043* 0.0108**
(0.0043) (0.0023) (0.0031) (0.0025) (0.0022) (0.0043)

Urbanization − 0.0527*** − 0.0468*** − 0.0261*** − 0.0348*** − 0.0262*** − 0.0654***
(0.0115) (0.0069) (0.0061) (0.0063) (0.0069) (0.0080)

Schooling − 0.0615*** − 0.0773*** − 0.0565*** − 0.0560*** − 0.0452*** 0.0247***
(0.0051) (0.0039) (0.0051) (0.0054) (0.0024) (0.0084)

Industrialization 0.0313*** 0.0347*** 0.0301*** 0.0336*** 0.0354*** − 0.0181**
(0.0093) (0.0051) (0.0046) (0.0045) (0.0044) (0.0074)

Constant − 1.9903*** − 1.8784*** − 1.5800*** − 1.4108*** − 1.1043*** 0.8667***
(0.1187) (0.0962) (0.0703) (0.1013) (0.0798) (0.1412)

obs.: T × N(N) 738 (82) 738 (82) 738 (82) 738 (82) 640 (80) 730 (82)
Instrument count 72 79 80 78 80 80
Specification 

tests (p values)
AR(1) 0.000 0.000 0.000 0.000 0.000 0.010
AR(2) 0.894 0.946 0.906 0.905 0.729 0.633
Hansen J 0.241 0.246 0.262 0.241 0.235 0.601
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institutions significantly alter the relationship between financial development and 
 CO2 emissions and energy use by reducing the positive effect of financial devel-
opment on  CO2 emissions and energy use. Moreover, this positive effect eventu-
ally turns negative for institutional quality above the critical level of between 0.27 
and 0.73. Similarly, political institutions mitigate the detrimental effect of finan-
cial development on green technology development. As shown in Column (6), the 
respective estimate on financial development and its interaction with institutional 
quality are negative and positive, and both are of statistical significance. Besides, 
the negative effect turns positive for institutional quality above the critical level of 
0.15. The remaining columns confirm the finding with different measures of institu-
tional quality, icrg (Columns (7)-(9)) and polity (Columns (10)-(12)). The positive 
effect of financial development on CO2 emissions and energy use turns negative for 
icrg(polity) above the critical level of 0.62 (0.76) and 0.61 (0.69). Also, the negative 
effect of financial development on green technology development becomes positive 
for icrg(polity) above the critical level of 0.50 (0.51).

To elucidate our results, we evaluate �yit

�findevit
 based on the sample average value of 

free , free , calculated for each country. Figure  1 reports the respective marginal 
effect of financial development on  CO2 emissions (a), energy use (b) and green tech-
nology (c) from the Columns (4)-(6) regressions. The marginal effect of financial 
development on  CO2 emissions is positive and significant up to 0.51 of free (close to 
the level of Ghana), and then loses significance, but turns negative and significant at 
0.63 of free(close to the level of Chile). Likewise, the marginal effect of financial 
development on energy use is positive and significant up to 0.47 of free (close to the 
level of South Africa), and then loses significance, but turns negative and significant 
at 0.62 of free (close to the level of Chile). On the contrary, the marginal effect of 
financial development on green technology is negative and significant up to 0.06 of 
free (about the level of Uganda), and then loses significance, but turns positive and 
significant at 0.22 of free (about the level of Indonesia). Also see Column (1) of 

Fig. 1  The respective marginal effects of financial development, financial structure on  CO2 emissions, 
energy use and green technology with 95% confidence intervals. This figure plots the marginal effects 
obtained from Columns (4)–(6) of Table 2
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Table 6 where we evaluate the estimated value of �yit

�findevit
 and the associated standard 

deviation at different percentiles of free.
As for stock market orientation, its negative effect on  CO2 emissions and energy 

use decreases when the quality of political institutions improves and becomes posi-
tive when institutional quality crosses the threshold level of between 0.20 and 0.47. 
The respective estimate on stock market orientation and on its interaction with insti-
tutional quality are negative and positive, and both are of statistical significance as 
illustrated in Columns (1)–(5). This indicates that institutional quality undermines 
the efficacy of stock-market-based (bank-based) financial systems in alleviating 
(aggravating)  CO2 emissions and energy use. Likewise, the positive effect of stock 
market orientation on green technology development turns negative for institu-
tional quality above the critical value of 0.76. The estimate on both the linear and 
interaction term of financial structure is positive and negative, both of which are 
statistically significant, as shown in Column (6). Institutional quality weakens the 
effectiveness of stock-market-based (bank-based) financial systems in supporting 
(hampering) green technology development. The finding holds using icrg (Columns 
(7)–(9)) and polity (Columns (10)-–(12)). The positive effect of financial structure 
on  CO2 emissions and energy use turns negative for icrg(polity) above the critical 
level of 0.54 (0.53) and 0.57 (0.69). Likewise, the negative effect of financial struc-
ture on green technology development becomes positive for icrg(polity) above the 
critical level of 1.57 (0.75).

For illustration, Fig.  1 (d)–(f) shows the respective marginal effect of financial 
structure on  CO2 emissions, energy use and green technology. The marginal effect 
of financial structure on  CO2 emissions is negative and significant up to 0.18 of free 
(close to the level of Tunisia) and becomes insignificant, but turns positive and sig-
nificant at 0.38 of free (about the level of India). Similarly, the marginal effect of 
financial structure on energy use is negative and significant up to 0.37 of free (close 
to the level of Bolivia) and becomes insignificant, but turns positive and significant 
at 0.51 of free (close to the level of Ghana). However, the marginal effect of finan-
cial structure on green technology is positive and significant up to 0.63 of free (close 
to the level of Chile) and then loses significance. Column (2) of Table 6 reports the 
estimated value of �yit

�finstrit
 and its standard deviation at different percentiles of free.

It is noted that for all regressions, in addition to the indirect interacting effect, 
political institutions have a direct effect. Specifically, better quality of political insti-
tutions rises  CO2 emissions and energy use, implying that democracy is unable to 
save the environment possibly because of collective action problems, interest cap-
ture and frequent election, albeit it improves green technology. The environmental 
Kuznets curve—CO2 emissions increase and then decrease over the course of eco-
nomic development—is supported by the data as (log) real GDP per capita and its 
squared term are positive and negative, both of which are of statistical significance. 
An inverted U relation between energy use and real GDP per  is also found but a 
U-shaped relation between green technology and real GDP per capita.

Trade facilitates green technology development and decreases energy use, sup-
porting the views that trade accelerates greater access to greener production technol-
ogy (Thoenig and Verdier 2003). Despite so, trade is found to raise  CO2 emissions. 
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Urbanization decreases  CO2 emissions and energy use, consistent with the view 
that urbanization provides better opportunities to achieve economies of scale and 
to use energy more efficiently or induces greater political pressure to reduce pol-
lution (Damania et  al. 2003). However, urbanization decreases green technology 
development. It is argued that the educated are more aware of environmental issues 
and thus are likely to have more intense preferences for environmental quality and 
behave more consistently with protection of the environment (Raffin 2014). Our data 
indeed show that schooling decreases energy use and  CO2 emissions and promotes 
green technology. Industrialization reduces green technology development and rises 
energy use and  CO2 emissions (Sadorsky 2013).

4.2  Effects of bank market power

Thus far, the evidence seems to support the view that it is better quality of financial 
development that is beneficial to emission mitigation. With better quality of political 
institutions, improved wealth due to financial development may trigger increasing 
political demand for better environmental quality and can afford costly investment in 
environmental protection. This is particularly so for countries with more bank-based 
financial systems. Compared to market-based financial systems, the banking sector 
can be more subject to private (regulatory) capture when the institutional setting is 
weak. In this subsection, we further investigate whether there are differences in bank 
market power.

Table  3 reports the direct effect of bank market power using findev_aggregate 
and free as a measure of financial development and institutional quality. In Columns 
(1), (2), (4) and (5), both the Boone and Lerner indicators are positive and statis-
tically significant, indicating that greater bank competition reduces  CO2 emissions 
and energy use. By contrast, in Columns (3) and (6), bank concentration raises  CO2 
emissions and energy use as its estimate is positive and statistically significant. A 
more competitive or less concentrated banking system seems to strengthen firms’ 
incentive to control pollution. The last three columns further suggest that a more 
competitive or less concentrated banking system tend to promote green technology 
progress, as the estimates on both banking competition and concentration variables 
are negative and significant.

When we include the interaction terms of institutional quality with bank market 
power variables and financial development, Table  4 shows that these effects hold 
only for countries with low institutional quality, irrespective of different measures of 
the quality of political institutions. In Columns (1), (2), (4) and (5), both the Boone 
and Lerner indicators keep positive and significant. However, their interaction terms 
with institutional quality are negative and statistically significant. This suggests that 
institutional quality lessens the effectiveness of a competitive banking system in 
reducing  CO2 emissions and energy use. Columns (7) and (8) also point to insti-
tutional quality in ameliorating the efficacy of banking competition in supporting 
green technology development, as the respective estimates on banking competition 
and on its interaction with institutional quality are negative and positive, and both 
are of statistical significance.
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To illustrate, Fig. 2 reports the respective marginal effect of bank competition on 
 CO2 emissions (a), energy use (b) and green technology (c) from the Column (1), 
(4) and (7) regressions of Panel A . The marginal effect of bank competition on  CO2 
emissions is positive and significant up to 0.67 of free (close to the level of Hun-
gary), and then loses significance, but turns negative and significant at 0.84 of free 
(about to the level of Uruguay). Likewise, the marginal effect of bank competition 
on energy use is positive and significant up to 0.21 of free (close to the level of 
Indonesia) and then loses significance but turns negative and significant at 0.62 of 
free (close to the level of Chile). Equally, the marginal effect of bank competition on 
green technology is negative and significant up to 0.17 of free (about the level of 
Paraguay) and then loses significance but turns positive and significant at 0.51 of 
free (close to the level of Ghana). Also see Columns (3) of Table 6 where we evalu-
ate the estimated value of �yit

�Booneit
 and the associated standard deviation at different 

percentiles of free.3
In Columns (3) and (6), bank concentration and its interaction with institutional 

quality are positive and negative, and both are of statistical significance. Institutional 
quality clearly moderates the effect of bank concentration in aggravating  CO2 emis-
sions and energy use. Moreover, the positive effect of bank concentration on  CO2 
emissions (energy use) becomes negative when institutional quality crosses the criti-
cal level, i.e., 0.74 (0.77), 0.87 (0.69) and 0.86 (0.86), respectively, of free(Panel A) , 
icrg (Panel B) , and polity(Panel C). Column (9) also shows that institutional quality 
weakens the effect of banking concentration in containing green technology devel-
opment, as the respective estimate on banking competition and its interaction with 

Fig. 2  The respective marginal effects of competition and concentration on  CO2 emissions, energy use 
and green technology with 95% confidence intervals. The top panel plots the marginal effects obtained 
from Columns (1), (4), and (7) of Panel A in Table 4, whereas the bottom panel plots the marginal effects 
from Columns (3), (6) and (9) of Panel A in Table 4

3 In Column (4) of Table 6, we evaluate the estimated value of �yit

�Lerner
 and the associated standard devia-

tion at different percentiles of free . We find a similar pattern.
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institutional quality are negative and positive, and both are of statistical significance. 
Moreover, the negative effect of bank concentration on green technology becomes 
positive when institutional quality crosses the critical level, i.e., 0.68, 0.86 and 0.90, 
respectively, of free(Panel A) , icrg(Panel B) , and polity(Panel C).

As illustrated in (d)-(f) of Fig.  2, the marginal effect of bank concentration on 
 CO2 emissions is positive and significant up to 0.63 of free (close to the level of Slo-
vak Rep.) and then loses significance. Likewise, the marginal effect of bank concen-
tration on energy use is positive and significant up to 0.70 of free (close to the level 
of Hungary) and then loses significance, but turns negative and significant at 0.85 of 
free (close to the level of Israel). Besides, the marginal effect of bank concentration 
on green technology is negative and significant up to 0.58 of free (close to the level 
of Latvia), and then loses significance, but turns positive and significant at 0.82 of 
free (close to the level of Germany). Also see Column (5) of Table  6 where we 
evaluate the estimated value of �yit

�concentrationit
  and the associated standard deviation at 

different percentiles of free.

4.3  Effects of household and enterprise credit

Table 5 reports the effects of household credit and enterprise credit. There are sharp 
differences between household credit and enterprise credit. In Columns (1) and (3), 
household credit tends to raise  CO2 emissions and energy use, whereas enterprise 
credit has a positive and significant effect. Likewise, in Column (5), green technol-
ogy decreases with household credit but increases with enterprise credit. While both 
types of credit are related to economic growth, enterprise credit seems to be more 
subject to pollution control and funding investment in energy-saving production 
processes.

When including the interaction terms of institutional quality with household 
credit and enterprise credit in Columns (2), (4) and (6), we find that these effects 
hold only for countries with low-quality political institutions. For the  CO2 emissions 
and energy use regression, the respective estimate on household credit and its inter-
action with institutional quality, free , are positive and negative, both of which are 
statistically significant. This suggests that political institutions mitigate the positive 
effect of household credit on  CO2 emissions and energy use. Moreover, this posi-
tive effect on  CO2 emissions (energy use) becomes negative for free above the criti-
cal level of 0.38 (0.61). As for green technology, the negative effect of household 
credit turns positive for free above the critical level of 0.22. We find similar results 
using polity(Columns (7)–(9)) and icrg (Columns (10)–(12)). The positive effect of 
household credit on  CO2 emissions and energy use becomes negative for icrg(polity) 
above the critical level of 0.54 (0.42) and 0.69 (0.89). Also, the negative effect of 
household credit on green technology development turns positive for icrg(polity) 
above the critical level of 0.60 (0.61).

Figure  3 reports the respective marginal effect of household credit on  CO2 
emissions (a), energy use (b) and green technology (c) from the Columns (2), (4) 
and (6) regressions. The marginal effect of household credit on  CO2 emissions is 
positive and significant up to 0.30 of free (about the level of Ecuador) and then 
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loses significance, but turns negative and significant at 0.48 of free (close to the 
level of South Africa). Likewise, the marginal effect of household credit on 
energy use is positive and significant up to 0.53 of free (close to the level of 
Korea, Rep.) and then loses significance, but turns negative and significant at 
0.72 of free (close to the level of Poland). Regarding green technology, the mar-
ginal effect of household credit is negative and significant up to 0.14 of free 
(about the level of Russia) and then loses significance, but turns positive and sig-
nificant at 0.30 of free (about the level of Ecuador). Also see Column (6) of 
Table 6 where we evaluate the estimated value of �yit

�householdcreditit
 and the associated 

standard deviation at different percentiles of free.
As for enterprise credit, its negative effect on  CO2 emissions (energy use) 

decreases when the quality of political institutions improves and becomes positive 
when institutional quality crosses the critical level of 0.53 (0.85). The respective 
estimates on enterprise credit and on its interaction with institutional quality are 
negative and positive, and both are of statistical significance. Institutional qual-
ity clearly reduces the effectiveness of enterprise credit in mitigating  CO2 emis-
sions and energy use. Regarding green technology, the positive effect of enter-
prise credit turns negative for free above the critical level of 0.81. We find similar 
results using polity(Columns (7)–(9)) and icrg (Columns (10)–(12)). The negative 
effect of enterprise credit on CO2 emissions and energy use becomes positive for 
icrg(polity) above the critical level of 0.72 (0.61) and 0.93 (0.80). Also, the posi-
tive effect of enterprise credit on green technology development turns negative 
for icrg(polity) above the critical level of 0.95 (0.97).

As illustrated in (d), (e) and (f) of Fig.  3, the marginal effect of enterprise 
credit on  CO2 emissions is negative and significant up to 0.43 of free (close to the 
level of Bulgaria) and then loses significance, but turns positive and significant at 
0.73 of free (close to the level of Poland). Likewise, the marginal effect of enter-
prise credit on energy use is negative and significant up to 0.65 of free (close to 
the level of Slovak Rep.) and then loses significance. Concerning green technol-
ogy, the marginal effect of enterprise household credit is positive and significant 
up to 0.55 of free (close to the level of Panama) and then loses significance. Also 
see Column (7) of Table 6 where we evaluate the estimated value of �yit

�enterprisecreditit
 

and the associated standard deviation at different percentiles of free.

5  Conclusion

This paper examines the roles of financial development, institutional quality and 
their interaction in explaining  CO2 emissions.  To the best of our knowledge, this 
paper is the first one to bring political institutions into the analysis of the nexus 
between the level and structure of financial development and  CO2 emissions. In a 
panel of advanced and developing countries during the period 1984–2017, it finds 
that financial development alleviates energy use and  CO2 emissions but worsens 
green technology development above the critical value of institutional quality, below 
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which financial development increases energy use and  CO2 emissions but reduces 
green technology development. It accords with the recent literature showing that it 
is better-quality finance (i.e., a financial system embedded in a sound institutional 
framework), rather than more finance, that is conducive to the economy (Law et al. 
2013). Despite so, significant variations are observed between banks and stock mar-
kets, banking competition and concentration, and household and firm credit.

Specifically, a more market-based financial system improves (deteriorates) green 
technology development and thus mitigates (raises) energy use and  CO2 emissions 
in a regime with low (high) institutional quality. A more competitive and less con-
centrated banking system promotes (worsens) green technology and then decreases 
(increases) energy use and  CO2 emissions in a regime with high (low) institutional 
quality. Household (enterprise) credit exacerbates (promotes) green technology 
development and hence exaggerates (reduces) energy use and  CO2 emissions in a 
regime with low institutional quality. However, in a regime with high institutional 
quality, household (enterprise) credit encourages (deteriorates) green technology 
development and decreases (rises) energy use and  CO2 emissions.

From a policy perspective, the evidence suggests that for countries with low insti-
tutional quality, financial reforms toward a more stock-market-led financial system, 
a more competitive and/or less concentrated banking sector, and/or greater bank 
lending to enterprises relative households are conducive to pollution mitigation. By 
contrast, financial reform policy toward a bank-led financial system, a less competi-
tive and more concentrated banking system, and/or greater lending to households 
relative to enterprises is beneficial for the environment for countries with high insti-
tutional quality.

Fig. 3  The respective marginal effects of household credit and enterprise credit on  CO2 emissions, 
energy use and green technology with 95% confidence intervals. This figure plots the marginal effects 
obtained from Columns (2), (4) and (6) of Table 5
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6  Availability of data and Code

Data are available at: https:// datav erse. harva rd. edu/ datas et. xhtml? persi stent Id= doi: 
10. 7910/ DVN/ XEWLXY

Appendix: A List of countries and summary statistics

See Tables 7, 8, 9.

https://dataverse.harvard.edu/dataset.xhtml?persistentId=doi:10.7910/DVN/XEWLXY
https://dataverse.harvard.edu/dataset.xhtml?persistentId=doi:10.7910/DVN/XEWLXY
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Table 7  Country list

Country free icrg polity Country free icrg polity

Argentina 0.4412 0.7024 0.8917 Lebanon 0.0479 0.6284 0.6831
Armenia 0.1036 0.5612 0.7125 Lithuania 0.8647 0.8478 1.0000
Austria 1.0000 0.9161 1.0000 Luxembourg 1.0000 0.9833 1.0000
Bahrain 0.0319 0.3999 0.0569 Malawi 0.1599 0.4675 0.5861
Bangladesh 0.1891 0.5207 0.6074 Malaysia 0.1187 0.6444 0.7079
Belgium 1.0000 0.9452 0.9639 Mexico 0.2427 0.7894 0.7472
Bolivia 0.3784 0.5896 0.9097 Mongolia 0.4539 0.5409 0.8306
Botswana 0.4039 0.5772 0.8778 Morocco 0.0765 0.5348 0.1944
Brazil 0.3659 0.6825 0.8806 Netherlands 1.0000 1.0000 1.0000
Bulgaria 0.4365 0.8237 0.8014 New Zealand 1.0000 0.9899 1.0000
Canada 1.0000 0.9945 1.0000 Nigeria 0.0802 0.4532 0.5111
Chile 0.6098 0.6732 0.8569 Norway 1.0000 1.0000 1.0000
China 0.0038 0.2691 0.1500 Oman 0.0278 0.2386 0.0653
Colombia 0.2336 0.6353 0.8708 Pakistan 0.1053 0.3562 0.6426
Costa Rica 1.0000 0.8632 1.0000 Panama 0.5354 0.7521 0.8333
Croatia 0.4474 0.7585 0.6292 Paraguay 0.1666 0.2992 0.7565
Cyprus 1.0000 0.8482 1.0000 Peru 0.3261 0.5973 0.8306
Czech Rep 0.7638 0.8278 0.8319 Philippines 0.2657 0.7668 0.8514
Denmark 1.0000 1.0000 1.0000 Poland 0.7476 0.7987 0.8500
Ecuador 0.3014 0.6007 0.8431 Portugal 1.0000 0.8972 1.0000
Egypt 0.0415 0.4018 0.2546 Qatar 0.0249 0.2524 0.0000
El Salvador 0.3486 0.6117 0.8556 Romania 0.2867 0.8014 0.7722
Estonia 0.7708 0.8134 0.8773 Russia 0.1445 0.4599 0.7085
Finland 0.9444 1.0000 1.0000 Slovak Rep 0.6622 0.8626 0.8194
France 1.0000 0.9502 0.9472 Slovenia 0.8929 0.8237 1.0000
Germany 0.8277 0.9225 0.9375 South Africa 0.4640 0.7637 0.8917
Ghana 0.5014 0.5252 0.6375 Spain 1.0000 0.9372 1.0000
Greece 0.7630 0.8587 0.9944 Sri Lanka 0.1571 0.6350 0.7458
Hungary 0.6729 0.8811 0.8806 Sweden 1.0000 1.0000 1.0000
India 0.3792 0.8377 0.9347 Switzerland 1.0000 1.0000 1.0000
Indonesia 0.2189 0.5997 0.5838 Tanzania 0.1146 0.5467 0.4000
Ireland 1.0000 0.9776 1.0000 Thailand 0.1818 0.5645 0.7190
Israel 0.8444 0.9304 0.8000 Tunisia 0.1739 0.3896 0.4153
Italy 0.9676 0.8244 1.0000 Turkey 0.2085 0.6898 0.8213
Jamaica 0.4167 0.6644 0.9625 Uganda 0.0561 0.2999 0.3486
Japan 0.9568 0.8853 1.0000 Ukraine 0.1899 0.5404 0.8044
Jordan 0.0710 0.5210 0.3250 United Arab Emirates 0.0322 0.3022 0.1000
Kazakhstan 0.0311 0.1593 0.2706 United Kingdom 1.0000 0.9768 0.9926
Kenya 0.0853 0.6578 0.5815 United States 1.0000 0.9880 0.9926
Korea, Rep 0.5249 0.7786 0.8083 Uruguay 0.8360 0.7445 0.9708
Latvia 0.5570 0.8179 0.9000 Venezuela, RB 0.3430 0.6495 0.7657
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Table 8  Summary statistics, 1984–2017

findev_size = ln (stock market capitalization × private credit by deposit money banks and other finan-
cial institutions to GDP). findev_activity = ln (stock market total value trade × private credit by deposit 
money banks and other financial institutions to GDP). findev_efficiency = ln (stock market turno-
ver ratio / bank overhead costs). findev_aggregate is the overall principal component of findeve_size, 
findev_activity, and findev_efficiency. finstr_size = ln (stock market capitalization/private credit 
by deposit money banks to GDP). finstr_activity = ln (stock market total value trade/private credit by 
deposit money banks to GDP). finstr_efficiency = ln (stock market turnover ratio × bank overhead costs). 
finstr_aggregate is the overall principal component of finstr_size , finstr_activity , and finstr_efficiency . 
Institutional quality indicators are rescaled between zero and one

Mean Median SD Min Max Period Data sources

(log)  CO2 per 
capita

1.3631 1.5900 1.1259 − 0.9590 4.1328 1984–2017 WDI and Knoema

(log) energy use per 
capita

7.5019 7.6720 0.9780 4.6738 9.8993 1984–2014 WDI

(log) green technol-
ogy per capita

0.1893 − 0.7110 1.5476 − 1.0000 4.3335 1986–2016 OECD

Financial development indicators
findev_size 6.6090 6.9271 2.2828 − 0.9773 10.6016 1984–2017 GFD
findev_activity 4.8045 4.9786 2.9964 − 0.9990 10.8282 1984–2017 GFD
findev_efficiency 1.8680 1.9798 1.7382 − 0.9945 6.1944 1986–2017 GFD
findev_aggregate 0.0390 0.1337 1.5880 − 3.7478 3.0383 1984–2017
Financial structure indicators
finstr_size − 0.2662 − 0.4295 0.5937 − 0.9999 2.9690 1984–2017 GFD
finstr_activity − 0.7199 − 0.8970 0.4224 − 1.0000 1.8536 1984–2017 GFD
finstr_efficiency 3.9575 4.0893 1.5050 − 0.8625 7.7240 1986–2017 GFD
finstr_aggregate − 0.0180 − 0.2406 1.3258 − 2.7185 8.0057 1984–2017
Banking structure indicators
Boone indicator − 0.0566 − 0.0500 0.2157 − 1.7825 0.9100 1996–2017 GFD
Lerner index 0.2313 0.2513 0.6962 − 14.6333 2.1050 1996–2017 GFD
(log) 3− bank 

concentration
4.1112 4.1372 0.3113 3.0016 4.6052 1996–2017 GFD

Credit composition indicators
(log) household 

credit (% GDP)
2.6197 2.8467 1.2195 − 0.9104 4.9426 1992–2014 Léon (2018)

(log) enterprise 
credit (% GDP)

3.2244 3.3008 0.7924 1.0139 5.0715 1992–2014 Léon (2018)

Institutional quality indicators
free 0.5076 0.4167 0.4050 0.0000 1.0000 1984–2017 Freedom House
icrg 0.7027 0.7684 0.2640 0.0000 1.0000 1984–2017 ICRG 
polity 0.7658 0.9000 0.3040 0.0000 1.0000 1984–2017 Polity IV database
(log) real GDP per 

capita
9.0185 9.0424 1.3730 5.6420 11.5999 1984–2017 WDI

(log) trade (% 
GDP)

4.2065 4.2022 0.5294 2.5702 5.9907 1984–2017 WDI

(log) urbanization 4.0870 4.2102 0.4302 2.2340 4.5957 1984–2017 WDI
(log) schooling 4.3449 4.5045 0.4623 1.2493 5.0825 1984–2017 WDI
(log) industrializa-

tion
3.3460 3.3234 0.3370 2.2575 5.3109 1984–2017 WDI
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