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Abstract

Spatio-environmental externalities of renewable energy deployment are mainly managed
through spatial planning policies, like regional expansion goals, zoning designated areas,
or setback distances. We provide a quantitative analysis of how effectively spatial planning
policies can steer RES deployment, using the example of onshore wind power expansion
in Germany. Based on a novel georeferenced dataset of wind turbines and spatial planning
policies, we use a dynamic panel data model to explain yearly additions in wind power
capacities. Most importantly, we find a strong positive impact of zoning specific land areas
for wind power deployment. An additional square kilometer of designated area leads to an
increase of 4.6% of yearly capacity additions per county. Not only the amount of desig-
nated area matters, but also the size and shape of each individual designated area. Small
and elongated areas are, on average, associated with more wind power expansion than large
and compact areas. Moreover, we find that in states with an expansion goal, capacity addi-
tions are 2.6% higher. In contrast, increasing the setback distance between turbine sites and
settlements by 100 m is associated with reductions of yearly capacity additions by about
3.1%. Our findings show that policymakers can resort to spatial planning instruments in
order to effectively arrange wind power deployment with other land uses.
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1 Introduction

Much of the debate on transforming energy systems to reach carbon neutrality is centered
around the question of which policies effectively deliver CO, emission reduction, or almost
equivalently, which policies deliver a vast expansion of renewable energy sources (RES).
Arguing about the best incentive-based instruments (e.g. taxes, certificate trading, subsi-
dies, standards, etc.), we seem to forget that merely making RES investments profitable
does not necessarily result in actual RES deployment. Addressing profitability is only
half the battle when it comes to large-scale RES plants. Wind power turbines and open
space photovoltaic systems are technologies with considerable land requirements. How and
where land for RES deployment is provided, or restricted, therefore also strongly affects
RES investments.

Especially the siting of wind power turbines is accompanied by severe public debates.
Many countries regulate construction sites of wind power plants—the amount and the spa-
tial distribution—by means of spatial planning policies. Resorting to a toolbox of planning
instruments, governments intend to provide some land areas for wind power usage while
they exclude others. To understand which policies effectively steer wind power deploy-
ment—that is to successfully induce an intended increase or decrease in added power
capacities at a certain place—we need to turn our attention to regulation through spatial
planning policies. With this work we examine by which instruments and to what extent
spatial planning policies impact onshore wind power deployment.

In principle, regulators make use of spatial planning instruments to regulate land-use
decisions of private actors. Wind power projects require space and produce spatial exter-
nalities, like visual disamenities, noise emissions, or wildlife impacts (Zerrahn 2017).
In order to address these spatial externalities and manage land-use trade-offs, regulators
resort to spatial planning instruments. These planning instruments may comprise setback
rules that require a specified distance between wind turbines and the closest residential
area, or designating zones that earmark the installation of wind turbines. Such spatial plan-
ning instruments are in use in most countries with onshore wind power deployment, espe-
cially in Europe and the U.S. (Lerner 2022; Winikoft 2022; Dalla Longa et al. 2018; Oteri
et al. 2018; Haugen 2011). Most commonly, competences for spatial planning policies are
assigned to subnational levels, e.g. states, regions, or counties (Keenleyside et al. 2009;
Soderholm et al. 2007).

We empirically analyze the role of spatial planning policies by exploiting panel data
from Germany. Of course, the specifics of spatial planning instruments may differ slightly
across countries: setback rules may relate to different objects (e.g. single houses, residen-
tial complex or property lines), or the zoning of designated areas may allow for other land
uses or not. Still, these types of spatial planning instruments are very similar and well com-
parable to instruments applied in Germany, making the implications of this paper interna-
tionally relevant. We collect georeferenced data on the following spatial planning policies
implemented in Germany at the state and regional level: (1) expansion goals for future
wind power deployment, (2) forest bans for wind turbines, (3) setback distances to resi-
dential areas, and (4) the zoning of areas designated for wind power deployment. With this
unique panel dataset including all 401 German counties and all years between 2000 and
2016, we are able to examine the effect of spatial planning policies on yearly additions of
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wind power capacity. We use a dynamic panel data model to account for unobserved het-
erogeneity and true state dependence. In particular, we include time lags of several years
of all our policy variables since the development of wind power projects as well as spatial
planning processes may span over years.

Our empirical results highlight the strong positive impact of zoning specific land areas
for wind power deployment. By zoning designated areas, planning authorities effectively
control the spatial allocation of wind turbines. An additional square kilometer of des-
ignated area leads to an increase of about 4.6% of yearly capacity additions per county.
However, our results show that not only the total amount of designated area matters, but
also the size and the shape of each individual designated area. Elongated areas are, on
average, associated with more wind power expansion than compact areas. We also identify
state-level expansion goals and setback rules as effective instruments. While introducing
an expansion goal raises yearly capacity additions by 2.6%, increasing the setback distance
between turbine sites and settlements by 100 m is estimated to reduce yearly capacity addi-
tions by 3.1%.

Our work is connected to four different strands of literature on wind power expansion.

The first strand of literature comprises studies which measure the spatial externalities of
wind power deployment, and thereby explain the need for spatial regulation of wind power
deployment. Constructing and operating wind turbines may cause negative impacts on the
local scale. For instance, noise disturbances for residents or landscape changes emanating
from wind power deployment find expression in lower property prices (Gibbons 2015),
or a decline in life satisfaction (Krekel and Zerrahn 2017), and they are reflected by a posi-
tive willingness to pay for moving away wind turbines (Meyerhoff et al. 2010). However,
this strand does usually not address the question how the observed spatial externalities can
be addressed effectively by regulation.

This shortcoming is overcome in a second strand of literature by means of spatial mod-
eling approaches (Reutter et al. 2023; Salomon et al. 2020; Drechsler et al. 2011). These
papers simulate the application of spatial planning policies on the allocation of wind tur-
bines. Commonly, they focus on minimizing economic and environmental costs of wind
power deployment and assess welfare implications of differing policies, e.g. an increase
in setback distances. While this literature simulates impacts of spatial planning poli-
cies (greenfield or ex-ante) given optimal siting decisions, we estimate actual (observed)
impacts from real-world policy changes.

A third strand of literature concentrates on qualitative empirical (ex-post) analyses of
spatial planning. Studies for the U.S. and Europe have described and emphasized the role
of spatial planning policies in the siting of wind power projects (Cowell et al. 2017; Hau-
gen 2011; Iglesias et al. 2011; National Research Council 2007; Pettersson et al. 2010;
Power and Cowell 2012). They evaluate siting regulation enforced by federal, state,
regional, and local authorities. Though this literature underlines the intuition that spatial
planning policies steer wind power expansion, it lacks quantitative analyses, especially to
verify the magnitude of their effect.

Here, a fourth strand of literature which comprises a number of quantitative studies for
Europe and the U.S. has identified profitability and land availability as the two fundamental
drivers for spatial allocation of wind power capacities (Ek et al. 2013; Goetzke and Rave
2016; Hitaj 2013; Lauf et al. 2020; Shrimali et al. 2015; Staid and Guikema 2013). Still,
while these studies provide an advanced understanding of the impact of incentive-based
instruments—mainly addressing profitability of wind power projects—it neglects the influ-
ence of (subnational) spatial planning policies.
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To the best of our knowledge, the only empirical and quantitative analyses to include
spatial planning policies thus far are Stede et al. (2020) and Lauf et al. (2020). Stede et al.
(2020) solely focus on setback rules and apply a difference-in-differences approach to show
for the German state of Bavaria that an increase in setback distance has a significantly
negative effect on wind power deployment.' In a cross-sectional analysis, Lauf et al. (2020)
use county- and region-wide aggregated data to examine the effect of total designated area
on wind power deployment in Germany and Sweden. They find that zoning more desig-
nated areas promotes the installation of wind turbines.” For the first time and in contrast
to the above-mentioned studies, we draw on a unique panel data set of detailed georefer-
enced spatial planning policies applied at different federal levels from 2000 to 2016 in the
whole of Germany. Besides time series on state-specific policies (e.g. setback rules), we
use information on time-varying geo-locations of all individual designated areas that were
determined by regional planning authorities in this period. This allows us, for example, to
identify how many wind turbines were placed within and outside of designated areas per
county. By integrating zoning policies to this level of detail, we can provide new evidence
on the impact of the details of spatial planning policies. By using a dynamic spatial panel,
we can deal with unobservable spatial and/or time specific effects and better disentangle
the impacts of various spatial planning policies.

In the following Sect. 2, we first explain the mechanism of spatial planning in Germany
and depict the expected impacts of spatial planning policies on wind power deployment
based on a simple theoretical model. In Sect. 3 we establish our empirical approach. Sec-
tion 4 describes the dataset and unrolls how variables of interest are generated. Section 5
presents empirical results. Section 6 discusses policy implications and limitations. Sec-
tion 7 concludes.

2 Spatial planning and the siting of wind turbines

Spatial planning policies can influence how much of technically suitable land areas are
actually available for wind power deployment. In Sect. 2.1 we describe the division of
competences and instruments of spatial planning within the German multi-level govern-
ment system. The German spatial planning system may well represent the situation in the
majority of federally structured countries. In Sect. 2.2 we set up a simple theoretical model
which explains wind power allocation as a wind developer’s private investment decision
that is regulated through spatial planning policies. Thus, the theoretical model leaves us
with various expected effects of different spatial planning policies (see Sect. 2.3) that are
scrutinized in the empirical part of the paper.

I Stede et al. (2020) show that construction permits for wind turbines declined in response to a larger set-
back distance. This decline reflected the extent to which available land for wind power deployment was
reduced due to the the increase in setback distance.

2 In their study on wind power expansion in Sweden, Ek et al. (2013) include a dummy variable indicat-
ing whether municipalities have areas classified as national interest for wind power (NIAW). They find a
positive effect for this NIAW classification. Since the NIAW classification is their only proxy for good wind
resources the positive effect cannot be attributed to potential facilitation of planning and permit processes.
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Fig.1 Spatial planning system in Germany. Notes: The amount of final designated areas specified at the
regional or local level may be also zero

2.1 Spatial planning policies in Germany

In Germany, competences on spatial planning are structured within the federal political
system.” Though the federal government holds some critical legislative powers that affect
wind power allocation (e.g. Federal Control of Pollution Act, Federal Nature Conserva-
tion Act), the realm of spatial planning lies within the original responsibility of the Ger-
man states (“Bundesldnder”). The states are subdivided into regional planning authorities
(“Regionale Planungsverbinde”) which in turn comprise a number of counties (“Kreise”)
and municipalities (“Gemeinden”). Among these three subnational levels (i.e. states,
regions, and counties), policy making is mainly a hierarchical process. States decide on
how far-reaching and detailed they set rules and prescriptions for subsequent regional plan-
ning authorities. Regional planning authorities then set up regional plans which are lastly
adopted and concretized by local development plans (see Fig. 1). Since no data on the
local level (i.e. counties and municipalities) is accessible, we only consider state-level and
regional policies in our empirical analysis.

2.1.1 State level

State governments establish their spatial planning policies mainly via state development
plans (“Landesentwicklungsplan™) or guidelines for planning and permitting authorities
(“Windenergieerlasse).* There are three key policy instruments that largely define wind
power related spatial planning decisions at the state level, and which we consequently

3 For an extensive description of the spatial planning system in Germany see Pahl-Weber and Henckel
(2008).

4 Of course, there are many further ways how state governments can regulate wind power deployment, e.g.
by means of the state planning act, the state building law, or their nature conservation law. Equally, there
are further important policy decisions taken by state governments, e.g. the specification of setback distances
between wind turbines and aeries of threatened bird species.
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include into our empirical analysis. First, state governments may set expansion goals that
define a level of wind power deployment which shall be reached at a certain point in the
future. Expansion goals may formulate an amount of wind power capacities (in MW), an
amount of electricity produced from wind turbines (in GWh), or a total area designated
for wind power deployment (in km?). By setting expansion goals, state governments can
force subsequent planning levels to comply with their targets or at least to take them into
account.’ Second, state governments may implement forest bans such that the construction
of wind turbines in forest areas is principally not authorized. Via provisions in the state
forest act (“Landeswaldgesetz”) or via abovementioned regulations (e.g. state development
plans, guidelines for planning authorities), all or certain forest areas (e.g., depending on
their size or type of forest) are excluded from wind power deployment. Third, setback dis-
tance rules are applied in order to keep a certain distance between turbine sites and resi-
dential settlements. For example, the German states choose setback distances ranging from
500 m up to 2000 m.% Also sometimes called *minimum distance rules’, setback distances
are part of spatial planning policies in almost all European and many other countries with
wind power installations (Dalla Longa et al. 2018; Oteri et al. 2018).

2.1.2 Regional level

Within the German spatial planning system, the regional level is the highest level at which
spatial plans contain a map with explicit demarcations for certain land uses, e.g. settle-
ments, industrial zones, or wind power deployment. In general, regional planning authori-
ties have to carry out requirements prescribed by state governments when mapping which
areas are excluded from and which areas are designated for wind power. However, to some
extent it is the responsibility of the regional planning authorities where exactly these des-
ignated areas are drawn in. For example, a state government may predefine that a certain
amount of power generation shall be produced from wind turbines, but the regional plan-
ning authorities within that state transfer this requirement into concrete georeferenced des-
ignated areas (see Fig. 2). Accordingly, designated areas for wind power deployment are
the key policy instrument at the regional level. Similarly, also in other countries regional
or local planning authorities—more or less autonomously—apply the zoning of designated
(or priority) areas (Lauf et al. 2020; Dalla Longa et al. 2018).

The zoning of designated areas is conducted at two administrative levels—the regional
and the local level—and it may be designed in one of two ways—through exclusive plan-
ning or through non-exclusive planning. Under exclusive planning at the regional level,
regional planning authorities exclude any (outskirt) area from wind power deployment that
is not specifically marked as a designated area. Simultaneously, exclusive planning means
that regional planning authorities make the final decision on zoning designated areas leav-
ing no scope for decision-making to the local level (see Fig. 1). In contrast, under non-
exclusive planning, all area that is not specifically marked as designated by the regional
planning authorities is still available as a potential turbines site (exemplary, see wind tur-
bine sites outside designated areas in Fig. 2). Non-exclusive planning also leaves some

5 As expansion goals we refer to specified target marks that may have the legal form of goals or principles
of spatial planning (‘“Ziele oder Grundsitze der Raumordnung”), or the form of sectoral planning decisions
(“Fachplanung”) or administrative provisions (‘““Verwaltungsvorschrift”).

6 Setback distance rules can be defined with respect to different aspects. They can refer to the height of
wind turbines or the type of settlement.
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leeway to the subsequent local level. Here, local planning authorities can decide whether
to introduce exclusive or non-exclusive planning and they can mark further designated
areas.” Nevertheless, regardless of the type of planning—exclusive or non-exclusive plan-
ning—authorities increase the probability of success for wind power projects by zoning
designated areas. Within designated areas wind power plants more likely receive building
permission because here wind power deployment is legally favored over other land uses.?

7 In general, regional and local planning authorities have to take into account the respective others’ zoning
decision. The Federal Spatial Planning Act prescribes this 'mutual feedback principle’ in order to ensure
consistent spatial planning.

8 Precisely, the Federal Spatial Planning Act (FSPA, “Raumordnungsgesetz”) sets three types of designated
areas: priority areas, restricted areas, and suitable areas (§7 Para. 3 FSPA). Utilizing one of these types of
designated areas or a combination of them regional planning authorities de facto implement what we denote
as exclusive and non-exclusive designated areas.
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2.2 Asimple model of wind power deployment

We set up a simple theoretical model that reflects how spatial planning policies expect-
edly influence wind power deployment, or more precisely, yearly additions of wind power
capacities per county which is our dependent variable in our regression model. Whether
to construct a wind turbine at a certain location is a private investment decision by wind
developers. Accordingly, the model explains wind power expansion coming from the wind
developers’ perspective. We first define the wind developer’s profit function and its deploy-
ment decision before deriving its expected response to spatial planning policies. Within the
model, spatial planning policies impact profitability of and land availability for wind power
deployment. They affect costs and revenues of wind power deployment on site and deter-
mine the amount of currently available building sites for wind turbines.

2.2.1 Wind developer’s profit function

Let us assume that a representative wind power developer decides on how much wind
power capacity to build in each county.” Additional wind power capacity installed in
county i and year ¢ is denoted by y;, (which is the dependent variable in the empirical
analysis). We assume the wind developer to solely consider costs and benefits originating
from decisions in the current year. This is equivalent to an investment decision being based
on the net present value of wind power projects. The representative wind developer’s profit
function x,(.) in county i and year ¢ reads as follows:

”t(yi,r) =S ei,t(yi,t) - Ci,t(yi,t)' (n

Total revenues (first term on rhs) depend on the level of remuneration per unit of electricity
s;; and the amount of electricity e;, produced from newly installed wind power capacities
in county i and year 7.!” Total costs of constructing and operating the amount of newly
installed wind power capacities are denoted by c;,(y;,) (second term on rhs).

We can further specify the components in eq. (1) that determine the wind developer’s
total revenues and total costs. First, remuneration s;, is specified through the federal RES
support scheme that in Germany varies with the productivity of wind turbine sites w; , and
over time ¢ (Hitaj and Loschel 2019).!" We write s;; = s(w;,,1). In turn, site-specific pro-
ductivity w;, itself is a function of geographical characteristics Xit (e.g. wind conditions)
and policy variables xi‘; (e.g. forest ban) in county i and year t. Policies can change the
site productivity function in a county by excluding certain locations (e.g. forest area) from
wind power usage, thus altering the functional shape of the site productivity curve. We
comprise geographic and policy variables in vector

° This is a valid assumption since most sites are allocated to wind developers in a first-come, first-served
manner. Commonly, wind developers attempt to secure suitable locations as early as possible, e.g. by con-
tacting land owners and concluding user contracts. Over time, land owners (most of them are farmers) pro-
fessionalized in leasing their land, such that price competition over land use rights emerged among wind
developers. In model terms, assuming a representative wind developer per county versus perfect competi-
tion among many wind developers is equivalent as long as the representative firm optimizes the net present
value of those profits that originate from current but not future decisions.

10 Precisely, e;, represents the expected sum of electricity produced from wind power capacities over their
life time.

1 See Appendix H for more information on the details of the federal RES support scheme.
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In addition to geographic and policy variables, site productivity w;, also depends on the
stock of already installed wind power capacity Y;, ; and time ¢. Productivity of new wind
power plants may vary with ¥;,_; because existing wind turbines may cause wake effects,
meaning that an upwind wind turbine generates decreases in downwind wind speeds and
thus lowers a downwind wind turbines power generation (see Lundquist et al. 2019). Site
productivity may also vary with ¢ because technological progress allows higher yields per
unit of capacity (e.g. development of weakwind turbines). We write w;, = w(x;y, Y; ,, 1) and
thus s;, = s(w(xiy, ¥; . 1), 1).

Second, the function of total costs of electricity production c;, is defined through the
same, above-mentioned variables, hence we write ¢; (v;,) = ¢(; ;X ¥;,—1» 1). Their influ-
ence on the cost function is briefly explained as follows. County-specific geographic and
policy variables x; ; affect costs of electricity production in a number of ways. Geographic
characteristics like topographic conditions lead to higher or lower construction costs of
wind turbines. Spatial planning policies can cause or avoid additional transaction costs for
wind developers when preparing and undergoing the permission process for wind power
projects. Installed wind power capacities Y;,_; may bring about synergy effects because
necessary grid infrastructure already exists and can be shared (e.g. converter substation,
access roads), and thus construction and operation costs for additional turbines are lower.
With time ¢, cost components may change due to trends in the economy or wind energy
sector, as was observed with comparatively strongly falling financing costs over the last
two decades (Egli et al. 2018)."

Third, by defining site productivity as the ratio of electricity production per installed
capacity, we write ¢;, = w;, y;,. That is, for county i and year  site productivity w;, indi-
cates how much electricity e;, is produced from added wind power capacities y; . 13 Alto-
gether, we can rewrite the wind developer’s profit function as follows:

”t(Yi,t) = S(W(Xi,w Yi,t—l’ 1, 1) W(Xi,w Yi,t—l’ )} Yig — C(Xi,w Yi,t—l’)’i,t’ 0. 2)

2.2.2 Wind developer’s deployment decision

In order to maximize their profits wind developers decide on the amount of added wind
power capacities y;,. The profit-maximizing level y is defined through the wind develop-

ers’ first-order condition. Differentiating eq. (2) w. .. i, and settlng — =0, we obtain:
el Y XD
Vit . T =sWX;g, Vi, 0,0 WX, ¥y, D). 3)
it

While wind developers strive to install y? , their decision on wind power additions is con-
strained due to restricted land avallablhty By Y we denote the maximum amount of total

12 Again, this is discounted total cost over the operating time of a wind turbine. However, from a wind
developer’s perspective 90-95 % of total costs of wind power projects are upfront, e.g. turbine price, project
planning, etc. (Wallasch et al. 2015).

13 Site productivity w; . has unit A. Site productivity indicates the amount of full-load hours, i.e. the period
of time the wind turbine is operating at full capacity.
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wind power capacities that can be installed in county i and year ¢, given no wind turbines
are built yet (greenfield approach). Thus, Y;, reflects greenfield land availability for build-
ing wind turbines by indicating an upper limit of overall installable capacities. Y;, is deter-
mined through socio-geographic land-use characteristics x° (e.g., residential or protection

areas) as well as through state, regional and local policies x , (e.g., spatial planning). Land
availability also directly depends on 7 because land-use efﬁmency, expressed in wind power
capacity per area, changes over time (e.g., through the development of new wind turbine
types). We write ¥;, = ¥ x; . 1).

When we ask for the maximum amount of wind power additions in a given year, we
have to consider wind power capacities already installed in previous years Y;,_;. Existing
wind turbines occupy a part of the available land, such that the remaining area for maxi-
mum additional wind power capacities per county and year, denoted by ¥, ,, is defined as:

Vit oy, = Y(Xi,t’ =Y, S

Thus, wind developers face a constrained optimization problem, where their choice of
yearly added wind power capacities, denoted by y;,, is capped Vi, z : §;, < ¥;,. The result-
ing function of ;, is defined as:

Vit 9, = min[yzt,j}i,,]. 5)

Following eq. (5), we can interpret yearly wind power capacity additions as a linear-limi-
tational function. One limiting factor is the profit-maximizing amount of additional wind
power capacities. The other limiting factor is the maximum amount of possible wind power
additions in county i and year ¢. This implies that increasing profitability or land availabil-
ity may lead to more wind power additions, but does not necessarily do so since the respec-
tive smaller value of yz ,and y,, limits the value of $; .

2.3 Expected effects of spatial planning

Based on the above model, we formulate which effects of spatial planning we are expecting
to find. With respect to each policy variable xp with p =pl,...,p7, we explain which

effect on actual wind power deployment the model predicts Hereby, —* is always com-

posed of an effect on proﬁtability and land availability i 14

Profitability: With regard to the profit maximizing capacny level y* the influence of
spatial planning policies is composed of its impact on revenues s; w; v;, and its impact on
costs ¢;,. Based on our model, we derive the expected effect of each policy by differentiat-

ing eq. (3) w.r.t. X, with p = p1, ...

dx”

it

14" As both of them are latent variables we cannot observe the effect of spatial planning policies on them
directly. y?, is at least to a certain extent private information of the wind developer, and y;, is not clearly
definable because technical and legal restrictions for potential wind turbine sites are not conclusively
assessable. Still, on the basis of our model we can hypothesize which effects on yl’r and y;, we are expect-
ing, and which overall effect on §;, is expected.
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ay;ﬁz 1 ds . ow d%c
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The sign of the policy effect defined by eq. (6) depends, first, on the impact on site produc-

Cit 15

tivity w;,, and second, on the impact on marginal deployment costs If the policy

Vit

impact on site product1v1ty is positive 7 > 0 and the policy impact on marginal deploy-

ment costs is negatlve < 0, then the expected policy effect on the profit-maximizing

ax”

level yl .16 Otherwise the expected effect on the profit-

xﬂ
maximizing level is ambiguous.

Land availability: With regard to the maximum level of additional wind power capac-
ity y;,, the influence of spatial planning policy is equivalent to its impact on land availabil-

ity 17”. Based on our model, we derive the expected effect of each policy by differentiating
iy,

eq. (4) w.rt. x7, with p = p1, ..., p7 and solving for —

x’"
Vi.t: %—i
Tl T ol @

. . .oy,
According to eq. (5), we expect that the overall effect on actual wind power expansion %
it

is always determined through the effect on the binding factor, either on profitability or on
land availability. Subsequently, we propose the expected effects for all policy variables
included in the empirical investigation. We briefly give an intuition for each policy effect
and afterwards summarize them in Table 1.

2.3.1 Expansion goal: ZL >0

Introducing a state-level expansion goal for wind power deployment is expected to have a
positive effect and may influence actual wind power additions via different channels. On
the one hand, states likely pursue the goal by means of various measures which we other-
wise do not consider, e.g., by improving building permit processes and consulting services,
and thus costs of wind power projects are lowered (effect on profitability). On the other
hand, an expansion goal also indirectly fosters or even directly prescribes to regional plan-
ning authorities to make land available for wind power usage, e.g., requiring a sufficiently
large amount of designated areas (effect on land availability).

2.3.2 Forest ban: y" <0

:t

We expect a strictly negative effect of implementing a state-level forest ban. Banning wind
turbines from forest areas mainly reduces land availability. If potential locations with high

15 Deployment cost comprise construction as well as operation costs linked to deploying wind power
capacities. ¢;, has unit € /MW.

16 This rests upon the realistic assumption that s + w— > 0, which means that the RES support scheme is
designed such that the marginal revenue of an additional unit of wind power capacity s;,w;, increases with
site productivity. This is true for the German RES support scheme, see Appendix H.
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productivity are thereby excluded, this also reduces site productivity such that the profit
maximizing level decreases.

2.3.3 Setback distance:% <0

it
We expect that increasing the setback distance decreases wind power additions. The ration-
ale is similar to the expected effect of a forest ban.

2.3.4 Designated areas:i’;;f >0

ox;,

According to our model, the expected effect of designating additional areas for wind power
deployment on land availability is always non-negative. Under exclusive planning, more des-
ignated areas enlarge the number of available locations for wind turbines. Under non-exclu-
sive planning, more designated areas do not change the number of available wind turbine
locations. The same applies for the profitability of wind power because adding more desig-
nated areas does not worsen site productivity or deployment costs, but may instead lower the
latter. This is due to the fact that in the course of selecting designated areas regional planning
authorities already prepare future wind power projects, and thereby some of the project costs
and uncertainties are reduced and the procedure of building permission is facilitated.

2.3.5 Average size of individual designated areas: % >0
it

The total amount of designated areas per county may consist of many small individual
designated areas or just a few large ones (see the three individual designated areas plotted
in gray in Fig. 2). Ceteris paribus, changing the average size of individual areas does not
necessarily change the mere amount of available construction area for wind turbines (in
km?). However, holding the total designated area constant, but increasing the average size
of individual designated areas likely leads to a decrease in deployment costs because larger
individual wind farms can be built and fixed cost (e.g., expert reports, grid connection,
access routes, etc.) can be spread over more wind power plants (economies of scale).

2.3.6 Average shape of individual designated area: %

VIIA

0

Though altering the average shape of the individual designated area does not change the
mere amount of available construction area for wind turbines (in km?), it may in fact
change the number of wind turbine locations that fit into this area. Ceteris paribus, a more
elongated area can likely contain more turbine sites than a more compact area. That is,
more compact shaped areas, e.g., circles or squares, provide less turbine sites than more
elongated areas, e.g. narrow rectangles. Let us look at the following example: if we change
an individual square-shaped designated area into a narrow rectangle (by doubling two sides
and halving the other two sides), while leaving its size (in km?) unchanged, this can create
additional turbine sites within the designated area (see illustration in Appendix F). Thus,
designing designated areas less compact is expected to increase land availability. Whether
the shape of designated areas also affects the profitability of wind power projects is unclear
and depends on very local conditions. For example, due to wake effects an elongated area
may provide higher (lower) site productivity in comparison to a compact area, if it is placed
orthogonal (parallel) to the main wind direction.
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Table 1 Expected effects of

h in poli d | Variable Effect on Effectonland  Expected
changes in policy and contro profitability ~ availability effect
variables o o, %,

P
Xit
Expansion goal >0 >0 >0
Forest ban <0 <0 <0
Setback distance <0 <0 <0
Total designated area >0 >0 >0
Size of designated areas >0 >0
Shape of designated areas é 0 >0 ?
Exclusive planning é 0 <0 ?
Y, ir—1 § -1 9
s > >0
w § 0 92
t >0 § 0 ?

The upper part shows the expected effects of changes in policy vari-
ables. The lower part shows the expected effects of changes in control
variables

2.3.7 Exclusive pIannlng y" s =0

Non-exclusive planning does not restrict installations of wind power, whereas exlcusive
planning restricts installations exclusively to designated areas. When regional planning
authorities switch from non-exclusive planning to exclusive planning, our theoretical
model does not predict a clear effect sign. Even though the productivity of available

sites can only decline ( < 0) marginal power production costs of available sites may

Xpl

increase or decrease ( r = 0) For example, marginal power production costs may

X,}
decrease, e.g., if excluswe planning would lower project costs through more well-
founded and legally watertight regional plans. Hence, the expected effect on the profit-
;, l/‘ <
0xf,
yu
a0
areas are designated for wind power, since designated areas are still available for wind
power usage while all other areas drop out under exclusive planning.
Table 1 summarizes which overall effect of each explanatory variable we are expect-
ing to find based on our theoretical model. We cannot directly observe whether a change
in actual wind power additions §;, originates in a change in profitability (second col-

umn) and/or in a change in land availability (third column) For some variables the
)xr

maximizing level is ambiguous — < 0. By contrast, the expected effect on land availa-

bility is very clear and negative — < 0. However, its effect size depends on how many

model predicts an unambiguous sign of the overall effect (fourth column). Neverthe-

less, effects on profitability and land availability are not always aligned such that the
empirical analysis must show which one of them dominates the other.
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2.4 Time frames

Regulating and realizing wind power deployment is a matter of years. The impact of regu-
lation on wind power deployment may only be recognized after years. In 2015, a business
survey among wind developers found an average project length of about five years, start-
ing with preliminary checks and closing with the initial operation of a wind turbine (FA
Wind 2015).!7 According to own interviews of the authors with wind developers and other
experts in the field, a project length of five years can be regarded as a conservative (respec-
tively high) estimate with respect to the whole period from 2000 to 2016. Unlike today,
during our investigation period there were less legal requirements in place that imposed
time-consuming preparations on wind power projects.'®

Multi-annual time frames are also common in spatial planning processes. Policies at the
state level can take effect in the short and long term. For example, new setback rules or an
introduced forest ban for wind power can be implemented within months. Nonetheless, these
policies may contain transitional arrangements, e.g. provisions to safeguard ongoing projects
and existing approvals, such that policy effects on actual wind power deployment can be
delayed up to some years. Spatial plans at the regional level may exert influence as soon as
they come into force. However, the wind power projects planned on their grounds may also
materialize with delay. In conclusion, for most of the policies examined in our analysis we
expect their impacts to be delayed at maximum by up to five years. In the next chapter we
expound how to account for this by including lagged variables in our regression model.

3 Empirical strategy

In order to unravel the effects of spatial planning policies on yearly wind power additions,
we apply a dynamic panel data analysis. Our empirical approach addresses three chal-
lenges: 1) time lags of potential policy effects, 2) unobserved individual heterogeneity,
and 3) possible state dependence. First, we take into account that policy effects are likely
observed with some delay (see Sect. 2.4). Therefore, we lag policy variables by the most
suitable time period based on economic theory, test statistics, and auxiliary regressions
with different time lags (see the impact response analysis in Appendix D). Second, unob-
served (time-invariant) county-specific effects cause omitted variable bias if they are cor-
related with regressors. To remove this unobserved heterogeneity we use first-difference
(and within) estimators. Third, we include the lagged dependent variable respectively the
stock of installed wind power capacities as a regressor because it is likely that wind power
additions in preceding years affect wind power additions in the current year. Thus, our

17 The project length can be divided into the earlier ’time-to-plan’ (TTP) period and the later ’time-to-
build’ (TTB) part of wind power projects. With regard to wind power projects the TTP period accounts
for most of the project length. For our investigation period, the maximum length of the TTP phase is about
four years (FA Wind 2015). In general, the TTP period plays an important role for commercial construction
projects (Millar et al. 2016).

18 Nowadays, wind developers have to provide e.g. formal environmental impact assessment, run public
participation procedures, or order expert reports concerning monument protection, visual axes, etc. Fur-
thermore, data on the realization period of wind power projects between 2000 and 2016 underpins that this
phase of wind power projects was considerably shorter compared to today. The realization period spans
from the day the building permission was issued to the day of inital operation. Between 2000 and 2016
average realization period was among ten to 15 months (Fachagentur Windenergie an Land 2021). Excep-
tional cases are the years 2008 and 2009 when average realization period was above 20 months.
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model specifies that the dependent variable is directly affected by its own lag (true state
dependence).

3.1 Regression model

Our dependent variable is the natural logarithm of additions of wind power capacity per
county i and year ¢, denoted by In(y; ). The estimated effect sizes ﬂlP and ﬁlc are semi-elas-
ticities since all but one regressor enter the regression equation in level terms. The only
regressor in log terms is the stock of installed capacities In(Y;,_,), hence its coefficient 1
reports an elasticity. The stock of installed capacities is equal to the sum of all lags of the
dependent variable Y;,_; = ZstH ;- Our variables of interest are state-level and regional
spat1a1 planning policies that have been in place in each county, denoted by the vector

X; t ,+ Control variables XC , comprise geographic and socio-economic features of coun-
ties, e.g. green votes and populatlon density, but also county-specific remuneration through
the national RES support scheme. The individual-specific effect a; captures all constant and
unobserved variables that are county-specific and affect y;,. These may be physical char-
acteristics (e.g. topographic and climatic conditions), institutional properties (e.g. human
resources of planning and licensing authorities, attitude of officials working at approval
authorities), or population-oriented attributes (e.g. social capital, etc.). Finally, & depicts
yearly time effects that are common across all counties, e.g. technological development of
wind turbines. ¢;, is the idiosyncratic error term that is assumed to be serially uncorrelated.

Equation (8) describes our regression model:

In(y;) = In(Y; ii— DA+X ii— lﬂP + X,-,C;_lﬂc +a;+ & + €y, ®)

Depending on the specification of /, the regression model in eq. (8) accounts for different
time lags until policies impact yearly wind power additions. Our main regression model
is specified by policy-specific lags that we regard as suitable based on our knowledge on
time frames of wind power projects and policy implementation, on the AR(1) and AR(2)
tests as well as the incremental Sargan-Hansen test (see Sect. 3.2). The choice of the lag
structure is underpinned by an auxiliary analysis that looks at the time span of impact
responses (Appendix D). Regressing the change in the stock of wind power capacities in
t — 1 versus in ¢ + h for all values of & =1,..., 8 on our regressor variables shows us how
impact responses vary across policies. While we observe a quick response to the zoning
of designated areas, we see larger time delays for setback rules and total remuneration. As
explained in Sect. 2.4, the planning of wind power projects may span over years, while five
years of project length can reasonably be assumed as a maximum project length for our
period of investigation. Accordingly, we limit our time lags to a maximum of five years (as
chosen for the variable setback distance).

Including the stock of installed capacities (i.e. the sum of all lags of the dependent vari-
able) as a regressor means that wind power additions in preceding years affect current wind
power additions, expressed by the coefficient A. We also include two modiﬁcations of ;,_

as controls, i.e. the overall capacity density of installed wind turbines —x A“"‘”" (see Sect. 4. 3)

=1 lesignated

ir—1
deﬂg/mfed
z —1

Sect. 4.2.2). There are several reasons why future wind turbine constructions may depend
on the existing stock of wind power capacities. For example, the amount of past capacity

and the capacity density of installed wind turbines within designated areas (see
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additions may reflect how many potential turbine sites are already exploited respectively
left over or how local people get accustomed to the presence of wind farms and create less
resistance.'” Equally, it may represent infrastructure that was developed for existing wind
turbines and that reduces marginal deployment costs of additional turbines.

3.2 Estimation method

We use a first-difference (FD) estimator that removes the unobserved county-specific effect
;. The first-difference transformation of the dynamic model reads as follows:

Aln(y,) =a n(Y;,_ )i+ A Xf,_,ﬁlp+ A Xf,_,ﬁf"‘ A+ A, )

However, the OLS estimator is inconsistent because A In(Y;,_) = In(Y;,_;) — In(Y;,_,) is
correlated with the (first-differenced) error term A ¢;, = ¢€;, — ¢;,_; (Cameron and Trivedi
2005; Baltagi 2021). To address this endogeneity, we apply the Arellano-Bond estimator
which uses second or higher lags of the variables as instruments for A In(Y;,_;) (Arellano
and Bond 1991). The Arellano-Bond estimator uses the generalized method of moments
(GMM) and is suitable for panel data with a dynamic process, few time periods (small 7),
and a large number of individuals (large N); see Roodman (2009).

Setting up the moment conditions to estimate the first-differenced equation, we also
consider potential endogeneity of state and regional policy variables. While state-level
policies are less likely prone to endogeneity since state-wide policy decisions are rarely
tailor-made for a single county, there could be the case that wind developers exert influence
on the zoning of designated areas. Wind developers might anticipate the zoning of certain
areas and try to act on spatial planning authorities in order to finalize the envisaged areas
as designated for wind power. This, however, would rather speed up project realization for
wind developers than increasing the amount of total designated areas. Yet, as a conserva-
tive assumption, we treat all policy variables as endogenous. As mentioned above, we can
use second and higher lags of the policy variables as instruments. This is defined by the
following moment conditions®;

Elyii—s 5 €,1 =0, (10)

El,_,8¢€,1=0,
' ’ (1D
with s=2,...,t and t=s,...,T.

If the selection of lagged regressors accounts for all dynamics (e.g. delayed feedback of
the dependent variable), we should not find any serial correlation in the resulting error
term. To check this, we apply the tests for first- and second-order serial correlation by Arel-
lano and Bond (1991), denoted by AR(1) and AR(2 ).2! Under the assumption of serially

19 of course, the argument could also work the other way around.

20 We assume that population density: and GDP per capita are strictly exogenous, while green votes and
all federal and state policy variables are defined as predetermined variables. Predetermined variables are
not strictly exogenous as they are potentially correlated with past and current error terms (Roodman 2009).
21 Errors of the first-differenced regression model should have negative first-order serial correlation and
zero second-order serial correlation to reasonably assume no serial correlation of error terms in levels
(Kiviet 2020). We use postestimation statistics of the STATA-command xtdpdgmm to implement AR(1) and
AR(2), see Kripfganz (2019).
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uncorrelated errors, the lagged regressors, as defined by Egs. (10) and (11), can constitute
valid instruments for the first-differenced equation. In order to test the validity of (a sub-
group of) instruments, we use the Sargan-Hansen test of overidentifying restrictions (in
tables reffered to as Hansen’s J-statistic) (Hansen 1982). If lagged regressors turn out to
be invalid instruments this may imply that the regression model has not yet been specified
adequately and requires additional explanatories (Kiviet 2020). When comparing the suita-
bility of different lag specifications, we additionally consider the model and moment selec-
tion criteria (herein referred to as MMSC) for panel data models, developed by Andrews
and Lu (2001), which resemble the widely used Akaike and Bayesian information criteria
(AIC and BIC).

We further run a fixed-effects (FE) and random-effects (RE) model. The latter also
allows us to estimate coefficients of time-invariant variables, e.g. wind power potential
or technical potential. It should be noted that both suffer from a bias in the estimate of A
approximately of magnitude 1/7 (Nickell 1981).% Still, as the standard approach to account
for unobserved heterogeneity, the FE and RE model serve as proper basis for comparison.
Moreover, we change the dependent variable from log-transformed (measured in In(MW))
to level terms (measured in MW and MW/km?) and account for the censored data structure
by running conditional fixed-effects Poisson regressions. Finally, we run regressions on the
subsample of rural counties only since urban counties see very little wind power installa-
tions over the 17-year sample period.

4 Data

Our dataset comes entirely from administrative sources. We first describe our dependent
variable before turning to policy variables and control variables. Our sample covers yearly
observations for all 401 German counties from 2000 to 2016.2 We choose counties as the
observational unit because this allows us to account for county-specific effects, e.g., when
local authorities are in charge of building permit issuance. At the same time, as a spatial
unit it is large enough to avoid the cutting of designated areas that would impede an exami-
nation of features of designated areas.

4.1 Dependent variable

The dependent variable is the natural logarithm of the amount of additional wind power
capacity installed per county and year In(MW). Data of wind turbines built between 2000
and 2016 with technical and geo-referenced information on each turbine is based on Man-
ske et al. (2022).2* Figure 3 shows the development of the stock of installed wind power
capacities per county. Until 2000, existing wind power capacities were concentrated in a

22 When estimating FE and RE models the within estimator is always inconsistent since the demeaned
regressor is correlated with the error term (Cameron and Trivedi 2005).

23 We treat county mergers that took place between 2000 and 2016 as if they had occurred at the beginning
of our period of investigation. Only 29 of 401 counties (7.23 %) were restructured due to administrative
reforms, almost all of them (28 counties) are in Mecklenburg-Western Pomerania, Saxony, and Saxony-
Anhalt.

2% The data set by Manske et al. (2022) is open access and provides the most accurate picture of the spatial
and temporal distribution of wind power expansion in Germany.
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few counties in the northern half of Germany. In subsequent years, wind power expansion
mainly proceeded in northern counties, and only a little share went to southern parts.

4.2 Policy variables
4.2.1 State-level policies

State-level policy variables are coded based on a broad review of all relevant state develop-
ment plans, laws, decrees, acts, etc. that have been in place between 2000 and 2016.

Setback distance: The variable setback distance (measured in km) incorporates state-level
specifications by law (e.g., in Bavaria) as well as state-level guidelines for permitting the con-
struction of wind turbines or for designating areas for wind power. We consider setback rules
with regard to residential areas. Further sub-rules, for example with regard to single housings,
may determine different setback distances that are not reflected by this variable. For a first
overview of the development of setback rules in German states see Fig. 4. Throughout the
observation period almost all states introduced setback distance rules (see also Appendix I).

Forest ban: The variable forest ban is a binary variable indicating that the deployment
of wind power is prohibited in forest areas. It varies across states which type of forest the
state-specific statutory ban is referring to. We define forest ban to be equal to 1 if state
regulation generally prohibits wind power in forested areas following Bunzel et al. (2019).
As you can see in Fig. 5, several states introduced a forest ban (see also Appendix I).

Expansion goal: The binary variable expansion goal is equal to 1 if state governments
have implemented a goal that determines future targeted wind power deployment. The goal
may be specified in terms of electricity amounts, capacity amounts, or an amount of area
provided for wind power. While in 2000 only two states had set an expansion goal, by the
end of 2015 all states had implemented such a policy, see Fig. 6 (see also Appendix I).

4.2.2 Regional policies

Regional policy variables are generated from geo-referenced data on regional plans of all
regional planning authorities from 2000 to 2016. While recent regional plans are partly
accessible via public websites, we reached out to regional planning authorities to collect all
regional plans that have been in place since 2000.

Total designated areas: The variable rotal designated area reports the total amount of
all legally effective designated areas in km? per county and year. If a regional plan loses its
validity (e.g., due to jurisdiction), all designated areas within the corresponding counties of
the regional planning authority are disregarded. Accordingly, the value of fotal designated
area may rise and fall over time. As Fig. 7 shows, especially within the first half of our
observation period more regional planning associations specified designated areas.?

Average size of individual designated areas: This variable specifies the average size
of all individual designated areas within a county, where N;, is the number of individual
designated areas in county i in year . For each county and year it is calculated by dividing

25 The variable fotal designated areas includes all designated areas independent from the type of plan-
ning—exclusive or non-exclusive planning. However, by interacting the variables exclusive planning and
total designated areas in our regression analysis, we account for potential differences of the effect of zoning
designated areas under one or the other type of planning.
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Fig.3 Development of installed wind power capacities per county (in MW)

the total designated area by the number of all individual designated areas (e.g., in Fig. 2
Nit

R . PPN A
there are three individual designated areas). That is Size;, = %

Average shape of individual designated areas: This variable indicates how compact
individual designated areas are on average. It is computed as the average ratio of the size of
all individual designated areas A to the squared perimeter of these designated areas P2 per

. N, A
county and year. Hence, the ratio is Shape;, = ¥ ™| T ’) =. For example, a more elongated
s\t

designated area has a larger perimeter than a circular designated area of same size. Accord-
ingly, in counties where designated areas are more elongated, the variable (average shape
of individual designated areas) is lower than in counties with more circular designated
areas. See also Appendix F.

Average capacity density: This is another variable which shall shed light on the impact
of designated areas. To assess the availability of vacant designated areas, the variable aver-
age capacity density within designated areas measures the average amount of installed
wind power capacities per total designated area per county and year (MW/km?). It is com-
puted as the quotient of wind power capacities installed within designated areas and the
total designated areas. Thus, it indicates how much of the total designated area per county
and year is already exploited. Strictly speaking, it is rather a control variable, but we use it
to study the policy effect of zoning designated areas.

Exclusive planning: This is a binary variable which indicates by value 1 that the cor-
responding regional planning authority applies exclusive planning. It takes value 0 where
non-exclusive planning is in place. As explained before, exclusive planning means that the
regional planning authorities make the final decision on the zoning of designated areas,
and turbine constructions on all other areas are not permitted. Exclusive planning leaves
no leeway to local planning authorities. In contrast, non-exclusive planning means that the
regional planning authorities may preset designated areas, but local planning authorities
can concretize, deviate and expand the final zoning of designated areas. Hence, under non-
exclusive planning the regional planning authorities do not exclude areas from wind power
deployment.®

Figure 8 shows the development of total designated areas in aggregate terms under
exclusive and non-exclusive planning. The aggregated total designated areas under both

26 Usually, the state level decides which type of planning is in place. Though state governments prescribe
the type of planning, we subsumed the variable exclusive planning under regional policies because it
describes the actions by regional planning authorities.
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Fig. 8 Development of designated areas and the corresponding type of planning

planning types rose mainly within the first five years of our investigation period (see
Fig. 8a). This increase was driven by an increase in exclusive designated areas. While the
difference in the aggregate amount of total designated area remained large, the number of
counties with a positive amount of total designated area under exclusive and non-exclusive
planning followed a comparable trend (see Fig. 8b). By 2016, at the end of our investiga-
tion period 250 out of 401 counties have ever had designated areas.

4.3 Control variables

Data on area sizes and land use is obtained from the Federal and State Statistical Offices
(Federal and State Statistical Offices 2021). The county area and its land use naturally con-
stitute the maximum amount of available land. While settlement, transport, or water areas
rule out the building of wind turbines, technically wind turbines can be constructed on
agricultural and forest areas. We combine agricultural and forest areas to approximate the
technical potential for wind power deployment per county.?’

We include the stock of installed capacities using the data set by Manske et al. (2022).
This variable is defined as the sum of yearly added wind power capacities since 1990 up
to the year of observation Y;, | = 21;1]990 ;- Existing wind power capacities can point to
existing infrastructure (e.g. grid connection, access routes) which can be utilized by newly
added wind turbines, and existing infrastructure can reduce marginal deployment costs for
additional capacities. Whereas this can enhance profitability, existing wind power capaci-
ties likely reduce land availability since turbines sites are exploited. The latter should be

27 A more detailed number of technical potential for wind power deployment is provided by Masurowski
et al. (2016). His data on technical potential even takes into account the legal lower bound of setback dis-
tances. However, his data also incorporates some state rules which in our analysis comes within the policy
variables. Using the data by Masurowski et al. (2016) results does not change.
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covered by the variable density of installed capacity. This variable is calculated as the ratio
of the stock of installed capacities and the technical potential measured in MW/km?.

Discounted fotal remuneration per wind power capacity depends on site-specific power
production and RES support payments (cf. first term in the profit function, eq. (1) in
Sect. 2). To calculate this variable, we assumed the deployment of the following standard
wind turbines within the following time periods: Enercon E-70 with 2.30 MW from 2000
to 2004, Enercon E-82 with 2.30 MW from 2005 to 2011, Enercon E-101 with 3.05 MW
from 2012 to 2016. In combination with the data from the German Meteorological Service
(“Deutscher Wetterdienst (DWD)”’) we obtain the annual power production of standard
wind turbines in all counties. Finally, we apply the corresponding RES support scheme to
compute the average amount of discounted revenues for each county and year. The steps
of calculation are presented in Appendix H in more detail. Moreover, we consider the pro-
ductivity of a turbine site which is determined through its wind power potential measured
in W/m?. Based on data from 1981 to 2010 from the DWD we calculate the average wind
power density at 80 m height for all counties (DWD Climate Data Center 2014). This vari-
able may have an extra impact on wind power additions—aside from its indirect impact
through fotal remuneration—e.g., because profitability is more robust to changes in the
RES support scheme.

Further control variables are socioeconomic variables drawn from Federal and State
Statistical Offices (2021). The GDP per capita may affect both profitability and land avail-
ability, if for example there are more resource for spatial planning and infrastructure in
wealthy regions. The variable green party votes captures the share of votes for the green
party in national elections. The expansion of renewable energy usage is a key concern of
the German green party, such that many green party votes may represent a stronger local
support for wind power projects. From Hermes et al. (2018) we use estimates on landscape
aesthetic quality. They assess landscapes attractiveness by a standardized method referring
to landscape diversity, naturalness and uniqueness. This variable can approximate the pub-
lic costs of changing the landscape, and may thus indicate the potential for local resistance
against wind turbines.

4.4 Summary statistics

We present overall summary statistics in Table 2. In Appendix A we also report between
and within summary statistics as well as summary statistics only including rural counties
(for both see Table 6).%

5 Results

Our results ascribe a major role in steering wind power deployment to state-level and
regional spatial planning policies. Table 3 presents the estimates of our main regression
model.” Tables 8 and 9 show results for further specifications including interaction terms
at the state and regional level. We first explain the estimated effects of state-level policies

28 Table 7 in Appendix A presents the correlation matrix.
2 Table 11 in Appendix C presents regression results when using wind power additions measured in MW
respectively MW/km? as the dependent variable.
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(Sect. 5.1), then describe the results on regional policies (Sect. 5.2), and finally present the
estimated impacts of further variables (Sect. 5.3).

A first look at Table 3 reveals that across estimators, almost all coefficients are of simi-
lar sign. Our empirical results generally confirm the policy effects that were expected based
on our theoretical model (see Table 1) and provide insights into the quantitative extent of
policy effects and the varying time lags of policy impacts. Estimates from the Arellano-
Bond (A-Bond) estimation (column 1 in Table 3) are regarded as our main findings. While
the FE model (column 2) and the RE model (column 3) underestimate the coefficient of log
stock of installed capacity approximately by order 1/T (see Sect. 3), estimates still range
within comparable magnitude to the A-Bond estimates.*

5.1 State-level policies

At the state level, the three policies under investigation—expansion goals, forest bans, and
setback rules—exhibit different effect sizes. In states that have introduced an expansion
goal, yearly capacity additions are, on average, 26.3% (A-Bond estimate) higher than in
states where no expansion goal is in place.’! We include the second lag in our main regres-
sion model as supported by the Arellano-Bond and the incremental Sargan-Hansen tests
as well as the impact response analysis in Appendix D. Results from the impact response
analysis suggest that the implementation of an expansion goal has an immediate impact
that lasts up to five years (see Fig. 10a). The introduction of an expansion goal not only sig-
nals the government’s intention to foster wind power expansion, it may also point to more
detailed and concurrently adopted policies that directly enhance wind power deployment
which we could not grasp in our analysis. Furthermore, expansion goals work indirectly via
spatial planning regulation that subsequently adjust to these goals and translate them into
more tangible measures. Though our binary variable expansion goal does not capture any
differences in design, ambition nor stringency, the various effect mechanisms may explain
the quantitatively meaningful and robust effect we find throughout all specifications.
Spatial planning instruments which entail the categorical banning of wind power
deployment are expected to have an unambiguously negative effect. This is true for set-
back distances which exclude any potential turbine sites that are closer to residential
areas than the specified distance. We find that yearly wind power additions decrease by
3.1% when increasing the setback distance by 100 m. The variable setback distance is
lagged by five years which is indicated by our impact response analysis (see Fig. 10c).
There may be two reasons for such a large time delay. Firstly, setback rules need to be
considered at the very start of a wind power project, since they determine whether a
potential turbine site is legally developable or not. Due to the long realization period of
wind power projects the effect of implementing a setback rule will only be observable
in deployment figures years later. Secondly, changes in setback distances are usually set
out with some transitional arrangements. This means that those wind power projects
which already applied for a building permit are exempted from newly introduced rules.

0 If we assume the true value is A= 0.35, then the FE estimate A’E approximately deviates by
- = I8 — _0.13as N — oo (Nickell 1981).
31" We apply a log-linear model (see Sect. 3) such that a one-unit change in a regressor variable induces a

100%x$% change in the (not transformed) dependent variable.
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Table2 Summary statistics

Variable Observations Mean Std. Dev Min Max
Added capacity (MW) 6817 6.1 18 0 593
Expansion goal (0/1) 6817 0.602 0.489 0 1
Forest ban (0/1) 6817 0.261 0.439 0 1
Setback distance (in km) 6817 0.731 0.349 0.5 2
Exclusive planning (0/1) 6817 0.195 0.396 0 1
Total designated area (km?) 6817 33 9.1 0 73.8
Avg. size of ind. designated areas (km?) 6817 0.254 0.541 0 5.93
Avg. shape of ind. designated areas (A/P?) 6817 0.0258  0.0217 0 0.0774
Avg. capacity density (MW/km?) 6817 2.88 7.2 0 173
Stock of installed capacity (MW) 6817 45.6 100 0 1605
Density of installed capacity (MW/km?) 6817 5.52 144 0 309
Population density (1000/km?) 6817 522 .675 0.036 4.71
GDP per capita (T€) 6817 29.2 13.3 11.2 180
Total Remuneration (Mio. €/MW) 6817 1.26 0.383 0.425 2.89
Green Party votes (%) 6817 7.96 3.4 2.1 28.7
County area (km?) 6817 891 721 35.5 5495
Technical potential land (100 km?) 6817 7.33 6.29 0.0938 452
Wind power potential (W/m?) 6817 185 54.4 82.7 526
Aesthetic landscape quality (0-100) 6817 56.3 9.62 274 78

Our estimates for the effect of implementing a forest ban are statistically not sig-
nificant. Though this is surprising since this policy measure can only reduce the area of
potential turbine sites, there is a good reason why we do not find evidence for a nega-
tive effect in our sample: While our variable is binary and solely captures if a ban is in
place or not, forest ban regulation implemented by German states differs in its extent
(e.g. regarding the type of forest that is involved, see Bunzel et al. 2019). On average,
our binary variable overrates the severity of forest bans because even if state regula-
tion solely excludes distinct types of forests our binary variable is indicating a forest
ban. Therefore, we expect the estimated effect of forest ban to be underestimated in our
model.

As both policies, setback distances and forest ban, refer to specific areas of land we
extend the main model by two interaction terms. The extended specification includes the
interaction of setback distance with population density as well as the interaction of forest
ban with forest area (see Table 8 for all estimates). In both cases, higher values of the inter-
action term reflect more land area being excluded from wind power deployment. Expect-
edly, their estimated coefficient should have a negative sign. This would imply that the nega-
tive effects of setback distances and forest ban become stronger for more densely populated
and more forested counties. However, we cannot find significant marginal effects for either
of the two policy variables in the extended specification. As mentioned before, this is likely
due to the simplified coding of the variable forest ban. The lack of statistical significance
of the marginal effect of setback distance conditional on population density may be due to
the fact that the population density only roughly reflects the spatial settlement structure that
determines the scope of the exclusive buffer zones around residential areas.
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Table 3 Main policies

Log capacity additions (In(MW)) Main policies
M (@) 3)
A-Bond FE RE
L2.Expansion goal (0/1) 0.263%: 0.1237%:* 0.085
(0.130) (0.056) (0.057)
L.Forest ban (0/1) 0.038 —0.042 —0.051
(0.180) (0.078) (0.078)
L5.Setback distance (in km) —0.308* —0.187%* —0.194%*
(0.162) (0.078) (0.076)
L.Exclusive Planning (0/1) —0.014 0.167 0.033
(0.322) (0.103) (0.077)
L.Total designated area (km?) 0.046* 0.02]##* 0.0] 5%
(0.026) (0.007) (0.004)
L.Avg. capacity density (MW /km?) —0.002 —0.017%#* —0.014%%*
(0.014) (0.006) (0.005)
L.Log Stock of installed capacity (In(MW)) 0.349% 0.116%* 0.309%#*
(0.188) (0.053) (0.023)
L2.Density of installed capacity (MW/km?) —0.019%%* —0.011* —0.005%*
(0.006) (0.006) (0.002)
L4.Total Remuneration (Mio. €/MW) 3.440%#* 3.0807%#* 2.505°%#*
(0.920) (0.579) (0.457)
L.Green Party votes (%) 0.039 0.060* 0.006
(0.110) (0.033) (0.009)
L5.Population density (1000/km?) 0.838 0.861 0.019
(0.765) (0.534) (0.053)
L.GDP per capita (T€) —0.007 —0.007* —0.002
(0.007) (0.004) (0.001)
Technical potential land (100 km?) 0.033
(0.005)
Wind power potential (W/m?) —0.026%#*
(0.004)
Wind power potential (W/m?) X Wind power potential 0.000%#*
(Wim?) (0.000)
Aesthetic landscape quality (0—100) —0.007*
(0.003)
Year dummies Yes Yes Yes
Observations 4812 4812 4812
Counties 401 401 401
R-squared 0.096 0.506
AR(1) 0.000
AR(2) 0.386
Hansen’s J-statistic 0.546
MMSC-AIC —13.194

Standard errors in parentheses. *p < 0.10, **p < 0.05, ***p < 0.01

For RE and FE regressions we applied clustered standard errors at the county level. Compare Table 10 for
the subsample of rural counties
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5.2 Regional policies

At the regional level, policies predominantly intend to control wind power expansion
through the planning of designated areas. In the following, we report results for those pol-
icy variables that were included to represent regional wind power specific spatial planning.

First, the estimated effect of the fotal designated area emphasizes the importance of
zoning specific areas designated to wind power deployment. We find that an extra 1 km?
of designated area per county raises yearly wind power additions by 4.6%.>* Since the
response to new designated areas seems to be delayed by around one year (see Fig. 10d),
we include the first lag of all variables concerned with regional planning policies. The
quick impact of new designated areas is well explained by the regional planning process
that precedes and prepares the zoning. Due to the transparent and participatory process of
setting up spatial plans, wind developers can anticipate which areas are likely designated
for wind power deployment and initialize wind power projects in advance.

Second, the type of planning—exclusive planning versus non-exclusive planning—does
not have a significant effect on wind power expansion. Remember that our variable refers
to the planning type at the regional level. If a regional planning authority pursues non-
exclusive planning, then lower-level local planning authorities can still resort to exclusive
planning. Our data does not cover this information. Equally, under non-exclusive planning
at the regional level, we cannot observe whether and how much area is designated to wind
power deployment by local planning authorities. This may largely explain why we find dif-
ferent marginal effect sizes when interacting total designated area with exclusive planning
(see Table 9, column 1). We find a strongly positive marginal effect of zoning designated
areas under exclusive planning (10.1%, see Table 13) and an insignificant estimate of total
designated area under non-exclusive planning.*® Also, we see that the effect of exclusive
planning itself is increasing in fotal designated area, telling us that in counties with a large
supply of designated areas this planning type is advantageous (see Fig. 13).

Third, the impact of the average capacity density within designated areas is not statisti-
cally significant. While the FE and RE regressions find a significant negative effect, the
Arellano-Bond estimate for our main model specification (see Table 3) is not significant.
This is likely because existing wind power installations have two countervailing effects.
On the one hand, existing wind turbines occupy turbine sites supplied through designated
areas, thus reducing available space for further installations. On the other hand, existing
wind turbines establish infrastructure which can be used for the construction and opera-
tion of further capacities, thus lowering the costs of adding more wind turbines. In the
end, the first effect should prevail since, at some point, all potential turbine sites within the

32 We find a similar magnitude of the effect of zoning an additional 1 km? of designated area per county
when using the change of absolute capacities (MW) and applying the conditional FE-Poisson estimator. The
estimated coefficient indicates a rise of 2.8% (see Table 11). Likewise, when using the change of capacity
density (MW/km?) as the dependent variable, the estimated effect of an increase in the share of designated
area by 1 percentage point is an increase in yearly capacity additions per km? by 28.1% (see Table 11). By
the regression results of our main specification we need to add 6.1 km? to achieve a 28.1% rise in yearly
capacity additions. Given the average county area of 890.8 km? adding 6.1 km? of designated area corre-
sponds to 0.7 percentage points.

3 As depicted by Fig. 10f, the impact response to the implementation of exclusive planning is rather
delayed by more than one year. Since we interact exclusive planning with total designated area and avg.
capacity density we include the first lag of exclusive planning also in our main model specification. Lagging
exclusive planning by more years does not change its estimated coefficient neither the other estimates.
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designated area are exploited. In fact, this is reflected by our results when including the
interaction term of fotal designated areas and avg. capacity density. At a value of 0 MW/
km? for avg. capacity density the marginal effect of total designated areas under exclu-
sive planning is estimated to induce an increase of yearly wind power additions by 6.6%.
While this estimate is significant, effect size and statistical significance diminish with the
average capacity density rising. At a value of 30 MW/km? the marginal effect is equal to
zero and statistically insignificant. We interpret this result as one square kilometer of des-
ignated area being exploited after 30 MW of wind power capacities have been installed.
This threshold is also mirrored by descriptive statistics on the average capacity density of
designated areas discussed in Sect. 6.2.

We further include two attribute variables in our extended regression model in order to
additionally characterize the zoning of individual designated areas. While the type of plan-
ning and the amount of total designated areas are generally predefined by political decision
makers (e.g. state governments or regional assemblies), the zoning of individual areas is
an original planning task that is carried out by regional planning authorities. Principally,
it is at their discretion to decide on the exact size and shape of each individual designated
area.”* Our regression results suggest that these zoning details play an important role. We
find empirical evidence for both size and shape of individual designated areas to affect
wind power expansion.

When interacting avg. size of individual designated areas with fotal designated area
we find a significant negative average marginal effect (AME) of the average area size (see
Table 4, column 1). The total amount of designated area being equal, demarcating many
small areas is associated with more wind power additions than demarcating few large areas.
In numbers, enlarging the average size of individual areas from 0.5 to 0.6 km? reduces
yearly capacity additions by 5.2%. Likewise the AME of the avg. shape of individual des-
ignated areas is negative indicating that designating more compact areas is associated with
fewer wind power additions than designating less compact areas (column 2). For exam-
ple, re-designing the average shape from a square area (compact) to an elongated rectangle
area (non-compact) is reflected by a change in the shape value from 0.0625 to 0.04 (see
Fig. 17). Such an exemplary change from more compact to less compact areas is associated
with an increase in capacity additions by 93.4%.%

When including all interactions among the three variables that capture the total amount,
the average size and the average shape of designated areas, the AME of the avg. size of
individual designated areas loses statistical significance while the estimate of avg. shape

3 In Germany, regional planning authorities follow a planning procedure by which, first, those areas have
to be excluded from the pool of possible designated areas which meet so called “strict taboo criteria” (e.g.
settlement areas) and, second, further areas can be excluded which meet “soft taboo criteria”. Depending on
regional socio-geographic conditions, this leaves differing leeway for regional planning authorities. Also,
there can be vague requirements for the zoning of designated areas that need to be considered by regional
planning authorities. These intend to ensure that planning authorities select sites where the deployment of
wind turbines is technically and economically realizable. However, the very reason and need for spatial
planning in the first place, namely coordinating and trading-off multiple public and private interests that
demand for land use, must leave—at least to some extent—discretionary leeway to the regional planning
authority.

35 As explained by means of the theoretical example in Appendix F, ceteris paribus, changing square-
shaped areas to form narrow rectangles changes the value of the variable average shape of individual desig-
nated areas by % — % = —%. Hence, the effect on yearly capacity additions is equal to 93.4 % = —41.5%
9

X~ 0
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of individual designated areas remains almost unchanged (column 3 in Table 4). This is
likely due to some collinearity of the size and shape variable that are by construction corre-
lated because the avg. shape of individual designated areas is composed as the ratio of the
size to the perimeter squared (see Sect. 4.2.2).

In order to further scrutinize the effect of each zoning detail—size and shape—we run
a complementary regression at the level of individual designated areas. We regress capac-
ity density per individual designated area in log-transformed (In(MW/km?)) as well as in
level terms (MW/km?) on the size and shape of each area. Thereby, we estimate to what
extent the size and shape affect how much a designated area is exploited in terms of wind
power installments per square kilometer.*® For this area—level regression, we again find
empirical evidence that points to an impact of both zoning details (see Table 5). Still, while
the shape variable is significant in the log-transformed OLS regression (column 1), it is not
significant in the level-terms Poisson regression (column 2), and the size variable vice versa.

Together, our regression results at the county level and at the level of individual desig-
nated areas indicate a negative impact of increasing the size of designated areas, although
the result is not robust to all model specifications. This may be reasoned by two countervail-
ing effects. On the one hand, larger individual areas are expected to offer economies of scale
because wind developers can realize larger wind farms and thereby achieve lower deploy-
ment costs per capacity installed. Fixed costs due to planning activities, grid connection,
preparation of access routes, etc. can be shared across a number of wind turbines. On the
other hand, reaching the same capacity density within a large area as compared to a small
area may imply that wind developers face higher transaction costs and performance risks,
e.g., in negotiating with multiple land owners, coordinating with other developers that hold
construction permits for parts of the area, or positioning new turbines around existing tur-
bines. Moreover, wake effects in larger wind farms may require wider spacing between wind
turbines. Otherwise, upwind wind turbines would decrease downwind wind speeds and thus
lower power generation of downwind wind turbines (Lundquist et al. 2019).

The negative effect of zoning a rather compact instead of a non-compact area is in line with our
theoretical explanation on the amount of available turbine sites within areas of different shapes. As
depicted by our theoretical and our real-world examples in Appendix F, a non-compact area likely
provides more available turbine sites than a compact area. Yet, negative effects, e.g., wake effects,
presumably occur to a lesser extent within non-compact areas (because less turbines are placed
downwind of others) such that the positive effect of more turbine sites prevails.’

5.3 Further variables

Among the control variables, we particularly emphasize the impact of financial incen-
tives by the federal RES support scheme (REA). Discounted total remuneration has a
significantly positive effect. An increase of 10,000 € in discounted total remuneration
per MW is associated with a 3.4% rise in yearly wind power additions (see A-Bond esti-
mate in Table 3). Equally, we highlight the impact of past wind power installations. The

3 We control for the profitability of the site by including fotal remuneration and only consider the capac-
ity density five years after a designated areas came into effect. Five years after the zoning of areas available
sites are usually used up. See also Fig. 9.

37 We do not track whether regional plans allow that the rotor blades of wind turbines may cross the bound-
aries of designated areas or not. If this is forbidden by the regional planning authority, the effect should be
less negative respectively larger.
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Table 4 Average marginal effects (AME) of zoning details

Log capacity additions (In(MW)) Regional Policies + Zoning Details

@ (@) (€©)

A B C
L.Avg. size of ind. designated areas (km?) —0.518%* —0.094

(0.285) (0.561)
L.Avg. shape of ind. designated areas (A/P?) —41.506* —48.765*

(24.126) (25.056)

Observations 4812 4812 4812
Counties 401 401 401
AR(1) 0.000 0.000 0.000
AR(2) 0.336 0.267 0.251
Hansen’s J-statistic 0.191 0.317 0.464
MMSC-AIC —7.186 —9.350 —-15.170

Standard errors in parentheses. *p < 0.10, **p < 0.05, ***p < 0.01

Average marginal effects are evaluated at the means of all regressor variables. The columns A, B, and C
correspond to the estimations presented in Table 9

Table 5 Complementary OLS

. 3 E Poisson
regression: zoning details

)] @)
In(MW/km?) ~ MW/km?

Shape of ind. designated area (A/P?) —8.04 3% —3.762
(2.939) (6.327)
Size of ind. designated area (km?) 0.001 —0.200%%*%*
(0.024) (0.059)
Total Remuneration (Mio. €/MW) =0.059 =0.150
(0.240) (0.210)
State fixed effects Yes Yes
Time fixed effects Yes Yes
Observations 2181 2181
Regional planning associations (RPAs) 78 78
R-squared 0.219
Log-likelihood —17594.5

Standard errors in parentheses. *p < 0.10, **p < 0.05, ***p < 0.01
Estimates are based on OLS and Poisson regressions with standard
errors clustered at the regional level. The observational unit is the
individual designated area per year. The samples include all individual
designated areas 5 years after coming into effect

positive estimate of the log stock of installed capacity reflects a strong state dependence
of wind power expansion. A 10% increase in the stock of capacities is associated with a
3.5% increase in yearly wind power additions. As expected, past wind power additions
improve conditions for future expansion, e.g. in terms of existing grid infrastructure,
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institutional performance of planning and permitting processes, or probably also peo-
ple’s attitude towards wind energy.

At the same time, however, past wind power expansion implies that some turbine
sites from the pool of potential turbine sites, i.e., the technical potential land approxi-
mated by the amount of agricultural and forest land, are already exploited. In line with
that, the estimate of the density of installed capacity says that one more MW installed
per technical potential land reduces annual wind power additions by 1.9%. In other
words, jumping from 0 to 52.6 MW/km? would stop any further wind power expansion
because all potential sites were used up (as —1.9% x 52.6 = —100%).

Finally, we can derive some insights on the impact of time-invariant factors from the esti-
mation of the RE model (see Table 3, column 3). Corresponding to the negative effect of the
density of installed capacity, the RE estimate of fechnical potential land exhibits a positive
effect. Counties that have 100 km? more of agricultural and forest land also have on aver-
age 3.3% more yearly capacity additions. Furthermore, according to the RE model there is
a negative impact of wind power potential meaning that counties with bad wind conditions
do better than counties with favorable wind conditions. We think that this estimate captures
some part of the effect of total remuneration which is lower in the RE model than in the Arel-
lano-Bond estimation. Thus, the marginal effect of wind power potential shown in Fig. 15
likely mirrors the fact that the federal subsidy scheme compensates for bad wind conditions.

6 Implications and discussion

The empirical analysis draws a clear picture of the main drivers of wind power deployment
in Germany. It shows how strongly federal, state-level, and regional planning policies are
influencing wind power expansion. In this section, we discuss the main implications from
our regression results.

6.1 Key spatial planning policies

We find a crucial impact of land availability in principle, but we especially point out to the
influence of spatial planning policies. Of course, technically available area for wind power
deployment is a principle precondition. This is confirmed by the negative coefficient of the
overall density of installed capacity on technically suitable land.*® It tells us that the more
wind turbines are already installed, the less turbine sites are available for additional wind
power plants.*” In this regard, such a saturation effect is in line with the finding of the exist-
ing literature that land availability substantially affects wind power expansion (Hitaj 2013;
Hitaj and Loschel 2019; Lauf et al. 2020).

On top of that, our study adds the main finding that spatial planning policies have been
highly effective in steering de-facto land availability in Germany. Our results highlight
three effective means in order to increase or decrease wind power deployment: setting an
expansion goal, adjusting setback distances, and zoning designated areas for wind power

38 Equally, the positive estimate of rechnical potential land from the RE model reflects this.

3 The negative effect of the overall density of existing wind turbines further suggests that also turbine sites
outside from designated areas are used up. It should be noted that we have no data on designated areas that
are specified at the local level. Therefore, wind turbines which are constructed outside of regionally planned
designated areas may lie within locally planned designated areas.
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deployment. First, our results support the view that by implementing state-level expansion
goals the mix of wind power related policies at the state and regional level is accordingly
aligned. Presumably, state-level expansion goals take effect via indirect channels and by
influencing the whole policy mix. Within the complex system of spatial planning, expan-
sion goals require a certain degree of coordination of all policies such that planning and
permit decisions are compatible with the overarching expansion target. In Germany, the
new federal law passed in 2022 takes this line and prescribes that all states need to reserve
two percent of their land area for wind power. While this two-percent-target is designed as
a mandatory requirement, our analysis does not differentiate which level of commitment,
ambition or stringency is established by an expansion goal. In examining these differences
future research can provide further valuable insights.

Second, our estimated impact of setback rules confirms the finding by Stede et al.
(2020). It is still remarkable that we find a negative effect of increasing setback distances in
our study because our data set does not entirely contain the effects of the largest increase in
setback distances that ocurred in Germany. This increase was implemented by the Bavar-
ian state government in 2014, but mainly took effect years later (e.g. due to transitional
arrangements). Thus, already smaller increases in setback distances have also led to less
wind power expansion in other German states (cf. Figure 17). This once again emphasizes
the inhibiting respectively unleashing effect of changes in setback distances.

Third and most notably, our empirical results stress the crucial role of designating spe-
cific areas for wind power deployment. Zoning designated areas proves to be an effective
way to provide available turbine sites. By using this planning instrument, regulators are
able to spatially allocate the deployment of wind power. Regulators may even foster or
hamper wind power deployment through their way of zoning designated areas (see next
section). We are the first to use georeferenced data on the zoning of designated areas. Thus,
we provide much more detailed and more robust inference on the importance of zoning
decisions than previous studies that are based on aggregated spatial data (Lauf et al. 2020).

Furthermore, we argue that the positive effect of designated areas not only expresses
increased land availability, but also reflects that planning authorities screen all potential
turbine sites and select those that are (most) suitable for wind power deployment. During
the process of setting up regional plans, regional planning authorities analyze their ter-
ritory thoroughly with regard to many issues that matter for the permission of wind tur-
bines. That is, regional planning authorities account for gross of the environmental exter-
nalities of the envisaged wind power projects, and consider concerns regarding immission
protection, species protection, landscape conservation, and other public interests. Thus,
substantial obstacles for wind power projects are identified in advance and are effectively
avoided when zoning designated areas. In this respect, spatial planning not only manages
land availability, but also filters turbine sites with less project risks. In addition, planning
authorities at least partially consider wind conditions of designated areas in order to avoid
the accusation of preventing wind power deployment in principle.*

40 The weak positive correlation of fotal designated areas and wind power potential may reflect this (see
Table 7).
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6.2 Details matter: fine-tuning in spatial planning

Spatial planning always requires some discretionary leeway for planning authorities, other-
wise there is no need to mandate regional and local authorities to balance public and pri-
vate land-use demands. Our empirical results reveal that details of the decisions taken by the
regional planning authorities can strongly influence the success and amount of wind power
projects on site. More precisely, through fine-tuning the layout of designated areas—i.e., their
size and shape—planning authorities may to some degree pursue their own agenda. This is
true, even if prescriptions by higher administrative levels (e.g., state government) demand
for a fixed targeted amount of total designated areas (e.g., an expansion goal in the form of
an area target). Our regression results point out that the very details of individual designated
areas, in particular their size and shape, determine the effect of designating areas for wind
power deployment. Some studies which examine the technical as well as legal potential for
wind power deployment already consider this when simulating an optimal exploitation of
available construction areas (Bons et al. 2019; Masurowski et al. 2016). However, our study
is the first that provides empirical evidence for this effect and quantifies its magnitude.*!

Since planning authorities decide on this fine-tuning of designated areas, policymakers
could consider more specific guidelines for planning authorities (e.g. targeting a rather scat-
tered allocation of individual designated areas or areas that stretch orthogonal to the main
wind direction, etc.). At the same time, the more detailed prescriptions are set by federal or
state governments, the more they reduce the regional and local planning authorities’ scope to
optimally weigh and balance all public interests—which exactly is their original task. Except
from rather inflexible prescriptions, governments could also resort to soft instruments that
require some kind of score for the aggregate of designated areas or stick a signaling price
tag on them. Likewise, financial benefits, which are provided to those counties or munici-
palities where wind power plants are constructed, can set positive incentives to design des-
ignated areas in a wind power-promotive way. Purportedly, financial benefits are more likely
to be taken into account by regional and local planning authorities than soft instruments. For
example, in Germany in 2021 the federal government implemented such payments that ben-
efit those municipalities which have wind turbines installed on their territory.

Matters of fine-tuning are clearly under-represented in the public discussion. For exam-
ple, in Germany a long-running debate revolves around the sufficient amount of total des-
ignated areas that is needed to reach national wind power deployment targets (Meier et al.
2019). While the debate and the law that resulted from it solely focus on the mere targeted
amount of total designated areas, it neglects the importance of the layout of individual des-
ignated areas. Our study is the first to empirically show that the layout of areas affects how
much wind power capacity is installed within these areas. Since actual wind power deploy-
ment varies with the size and shape of designated areas, a target on total area alone (as
implemented in Germany in 2022) may not lead to the amount of wind power installations
envisaged by the government.

Matters of zoning details are also under-represented in the scientific literature. The impact
of the size and shape is fundamental when predicting the amount of total designated areas
needed to reach a wind power deployment target. Few simulation studies incorporate this
relationship by means of siting algorithms (Ryberg et al. 2019; McKenna et al. 2015; Bons

41" Optimization studies usually apply a siting algorithm that ensures the optimal exploitation of available
land in terms of maximally installable wind power capacities.
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Fig.9 Development of Capacity Density over Time

et al. 2019). However, by using siting algorithms and optimizing wind power capacity per
land area, these studies do not consider a possibly inefficient siting of wind turbines, e.g., due
to sequential additions over time. Moreover, they do not take into account other real-world
obstacles that often reduce actual capacity density, e.g. the necessary consent of landown-
ers.*? Indeed, our empirical values of capacity densities lie below values that are used by
simulation studies* and at the same time confirm earlier statistics that also estimated actual
capacity densities (Enevoldsen and Jacobson 2021; Miller and Keith 2018). Yet, we are the
first to provide numbers on the actual utilization rate of areas made available for wind power
deployment, i.e., designated areas.** Fig. 9 summarizes these numbers. Although capacity
density has increased over time, both in its median value (p50) as well as its 90th percentile

42 Winikoff (2021) highlights the role of landowners in influencing the deployment of wind power. They
show that in areas with fragmented landownership less wind turbines are installed than in areas with con-
centrated landownership.

4 For their analysis Bons et al. 2019, p.66 f.) assume an average value of capacity density of 25.64 MW/
km? for Germany.

4 Enevoldsen and Jacobson (2021) study existing wind farms and draw geometric areas around wind
turbine clusters to derive estimates of capacity density with mean values of 19.8 MW/km? for operational

wind farms in Europe, and 20.5 MW/km? outside of Europe. For European onshore wind farms they find a
median value of 13.9 MW/km?.
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value (p90), there is still a wide variation of wind power capacities installed per km>* We
think it is essential for policymakers to consider these variations in capacity density when
translating expansion goals in terms of wind power capacities into expansion goals in terms
of designated areas.

6.3 Exclusive versus non-exclusive planning at the regional level

There are good reasons to argue for both positive as well as negative effects from exclusive
instead of non-exclusive planning. Exclusive planning may exert a negative effect since all
non-designated areas are excluded from wind power deployment. Wind developers cannot
receive building permits outside of designated areas, and local planning authorities cannot
add to or change the zoning of designated areas. In contrast, under non-exclusive planning
regional planning authorities do not exclude any area from wind power deployment, but they
leave further planning decisions open to the local level. This allows local planning authorities
to expand but also to reduce the zoning of designated areas. Moreover, local planning authori-
ties may still implement exclusive planning within their municipalities in order to yet exclude
all non-designated areas.*® Thus, the effect of (non-)exclusive planning is ambiguous ex ante.

In fact, our empirical results do not find a significant average marginal effect of exclusive
planning itself. The abovementioned pros and cons offer a valid justification for this. However,
the marginal effect of exclusive planning is turning positive and statistically significant when
the amount of total designated areas is increasing (see Fig. 13a). This could be explained by
the "planning performance’ by regional compared to local planning authorities. Regional plan-
ning authorities likely have more resources and specialized capacities than the much smaller
local planning authorities to meet complex and challenging zoning tasks. Therefore, one can
argue that under exclusive planning the zoning of designated areas is of higher quality, in the
sense that legal planning requirements are technically better addressed (e.g. issues relating to
species protection), and designated areas achieve more legal certainty. This ’planning perfor-
mance’, in turn, mostly depends on financial resources provided as well as the ambition and
statutory planning provisions prescribed by the state level. At the same time, a more ambitious
state policy will lead to more designated areas. Hence, the positive marginal effect of exclusive
planning rising with the amount of total designated area could well reflect a superior planning
performance that is facilitated by wind power supportive state policies.

6.4 What is the limiting factor: Profitability or land availability?

Our analysis offers an approximate estimate of the cost of (under)providing land availabil-
ity. As the main regression results show, increasing fotal remuneration by 13,500 € per
MW is on average equivalent to increasing fotal designated areas by 1 km? per county.
At the aggregate level (inter-county level), this ratio can be considered as the rate of

45 The variation of capacity density is also illustrated by the development of the average capacity density
across German states, see Fig. 19 in Appendix G.

46 The lack of county-level data leaves more work for further research. For example, an interesting question
is whether exclusive or non-exclusive planning at the regional level leads to more total designated areas.
Since under exclusive planning all relevant matters are weighed at the regional level and conflictual issues
are resolved by the regional planning authority, allegedly there might be less blocking opportunities for
local planning authorities that intend to avert wind power deployment on their territory.
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substitution between two input factors of the wind power deployment function. Both, rais-
ing nationwide applicable remuneration by 13,500 € per MW or expanding designated area
in each county by 1 km? increases yearly wind power additions by 4.6%.

In contrast, from an intra-county perspective profitability and land availability cannot be
regarded as substitutes. Referring to our theoretical model in Sect. 2.2, note that either prof-
itability or land availability constrains county-specific wind power additions. That is, in each
county wind power additions are either equal to the profit-maximizing amount of wind power
additions or equal to the maximum amount of possible wind power additions (cf. eq. 5).
Accordingly, raising total remuneration (respectively profitability) only increases wind
power additions in those counties where profitability is the limiting factor. Likewise, enlarg-
ing designated areas (respectively land availability) only augments wind power additions in
those counties where land availability is the limiting factor. Against this background, we can
interpret the abovementioned effect size as a shadow price. For the average county, we find
that the shadow price of relaxing the land availability constraint by enlarging the designated
area by 1 km? is equal to the financing costs of raising total remuneration by 13,500 €/MW.

However, when looking at the RE model, the effect of relaxing one limiting factor—profit-
ability or land availability—varies across counties and regions. For example, the limiting factor
differs between an average Northern and an average Southern German county. An increase in
the total designated area has a stronger positive effect in Southern Germany than in Northern
Germany (see Fig. 16a in Appendix E.5). This tells us that in Southern Germany compared to
Northern Germany land availability is more often the limiting factor. In contrast, the influence
of profitability did not significantly differ between Northern and Southern German counties. An
increase in total remuneration is on average associated with a similar rise in wind power addi-
tions in Northern and Southern Germany (see Fig. 16b). This suggests that in Northern coun-
ties, where land availability was less often binding, the effect of an increase in total remunera-
tion was smaller, while in the few Southern counties, where land availability was not binding,
the effect of an increase of total remuneration was higher. Only in this case, the average effects
of an increase in total remuneration in Northern and in Southern Germany turn out to be equal.

Interestingly, in our area-level regression in Sect. 5.2 we find no significant effect of
total remuneration on the exploitation of designated areas (see Table 5). This suggests that
once land was made available for wind power deployment, i.e. through the zoning of des-
ignated areas, profitability is not a limiting factor for the exploitation of turbine sites. One
reason may be that planning authorities primarily zone designated areas in windy areas.
Another reason is that the German subsidy scheme compensates for less windy conditions
such that the development of designated turbine sites seems to be sufficiently profitable at
most available sites. Again, this reinforces that spatial planning policies are just as impor-
tant and effective as market-based regulation.

7 Conclusion

The vast expansion of renewable energies requires a lot of space. Concerned about the finan-
cial support for RES technologies, the economic literature and public debate primarily circle
around incentive-based policies like carbon pricing or subsidy schemes. In contrast, planning
and permission policies are often neglected, though they are frequently used to regulate the
deployment of large-scale RES plants, like wind turbines or open-space solar power plants.
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We provide the first comprehensive quantitative analysis on how effectively spatial planning
policies can steer wind power deployment. To do so, we compile a unique dataset on spatial
planning policies in Germany covering all years from 2000 to 2016. We apply a dynamic
panel model to account for unobserved heterogeneity and true state dependence. Drawing on
georeferenced data of wind turbines and spatial planning policies, we are able to assess the
impact of various policies that intend to steer wind power expansion.

Our results highlight the strong positive impact of zoning specific land areas for
wind power deployment. By zoning designated areas, planning authorities can effec-
tively control the spatial allocation of wind power plants, and they can promote addi-
tional wind power expansion while at the same time properly managing environmental
externalities from wind turbines. We find that an additional square kilometer of desig-
nated area leads to an increase of about 4.6% of yearly capacity additions per county.
However, our results show that not only the total amount of designated area matters, but
also the size and shape of each individual designated area. Elongated areas are associ-
ated with more wind power expansion than compact areas. Since the zoning of desig-
nated areas is a competence held by regional and local planning authorities, their plan-
ning decisions can have an important impact on the exploitation of designated areas,
in terms of wind power capacity installed on 1 km? of designated area (i.e., capacity
density, MW/km?). When governments set planning guidelines and prescribe area tar-
gets in order to achieve wind power deployment goals they need to take into account the
varying rate of exploitation of designated areas.

Our empirical analyses further points to a negative impact of setback rules. The effect of
increasing the setback distance between turbine sites and settlements by 100 m is estimated
to reduce yearly capacity additions by about 3.1%. We also find that expansion goals exert a
supportive effect on wind power expansion, presumably, by coordinating and aligning subna-
tional planning policies and permit procedures. Following on from this, a worthwhile quest for
future research is to examine the drivers of lower-level planning decisions themselves. How
do top-down guidelines (e.g., expansion goals) versus bottom-up decisions (e.g., by local and
regional councils) manifest in the zoning of designated areas? Does state-level, regional or
local responsibility lead to more or less zoning of designated areas? Or, in general, which fac-
tors drive the zoning of designated areas by policymakers and planning authorities? Based on
an extensive collection of local land-use plans further research may answer these questions.

Appendices
Appendix A: Summary statistics

See Tables 6, 7
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Appendix B: Extended model specifications

See Tables 8, 9

Table 8 State-level policies

Log capacity additions (In(MW)) State Policies + Interactions
M 2)
A-Bond A-Bond
L2.Expansion goal (0/1) 0.268** 0.222
(0.127) (0.141)
1 L.Forest ban (0/1) —0.018 0.277*
(0.182) (0.167)
L.Forest area (100 km?) —1.534%*
(0.610)
1 L.Forest ban (0/1) x L.Forest area (100 km?) —0.024
(0.094)
L5.Setback distance (in km) —0.249 —0.094
(0.167) (0.281)
L5.Population density (1000/km?) 1.033 2.064
(0.745) (2.639)
L5.Setback distance (in km) X L5.Population density 0.028
(1000/km?) (0.148)
L.Log Stock of installed capacity (In(MW)) 0.412%* 0.201
(0.182) (0.204)
L2.Density of installed capacity (MW/km?) —0.016%** —0.024%**
(0.005) (0.007)
L4.Total Remuneration (Mio. €/MW) 3.236%** 4.359%#*
(0.918) (1.105)
L.Green Party votes (%) 0.071 —0.074
(0.104) (0.132)
L.GDP per capita (T€) —0.007 —0.009
(0.007) (0.007)
Year dummies Yes Yes
Observations 4812 4812
Counties 401 401
R—squared
AR(1) 0.000 0.000
AR(2) 0.295 0.478
Hansen’s J-statistic 0.493 0.395
MMSC-AIC —9.585 —11.351

Standard errors in parentheses. *p < 0.10, **p < 0.05, ***p < 0.01
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Table 11 Conditional fixed-effects poisson regression

All Counties Rural Counties

M (2) (3) )

MW MW/km? MW MW/km?
L2.Expansion goal (0/1) 0.145 0.253%* 0.178 0.371%%*

(0.135) (0.146) (0.138) (0.143)
L.Forest ban (0/1) —0.270%* —0.373%: —0.282* —0.397%*

(0.154) (0.169) (0.156) (0.158)
L5.Setback distance (in km) —0.281%* —0.4827% —0.243 —0.301*

(0.155) (0.188) (0.166) (0.169)
L.Exclusive Planning (0/1) 0.078 0.234% 0.065 0.300%*

(0.130) (0.120) (0.134) (0.121)
L.Total designated area (km?) 0.028*** 0.028%%#%*

(0.006) (0.007)
L.Share of Total designated area (%) 0.281#%* 0.311%#%*

(0.078) (0.079)

L.Avg. capacity density (MW/km?) —0.053%** —0.048%*%* —0.053%#* —0.058%##*

(0.018) (0.016) (0.018) (0.016)
L4.Total Remuneration (Mio. €/MW) 4.157%** 3.532%%* 4.343%%% 4.126%**

(1.187) (1.203) (1.207) (1.138)
L.Stock of capacity (MW) 0.000 0.001

(0.000) (0.000)
L2.Density of installed capacity (MW/km?) =0.022%** —0.027%%*

(0.007) (0.006)
L.Stock of installed capacity (MW/km?) —0.002#* —0.001**

(0.001) (0.000)

L5.Population density (1000/km?) 1.760 9.648%* —1.150 =5.174

(6.401) (5.429) (12.972) (13.974)
L.Green Party votes (%) 0.105 0.101 0.117 0.162*

(0.076) (0.079) (0.084) (0.087)
L.GDP per capita (T€) —0.009 —0.051* —0.004 —-0.020

(0.030) (0.029) (0.033) (0.029)
Year dummies Yes Yes Yes Yes
Observations 3408 3408 3000 3000
Counties 284 284 250 250
Log-Likelihood —16703.6 —18984.2 —15880.7 —14187.5
Wald test 335.467 293.921 397.83 340.938

Standard errors in parentheses. *p < 0.10, **p < 0.05, ***p < 0.01

The FE-Poisson estimator (in STATA implemented via xtpoisson, fe) drops all observations of a county if
the dependent variable is zero across all years. Among rural counties there are 34 counties that saw no wind

power deployment within our period of investigation

Appendix D: Time delay of policy impacts

See Figure 10.
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Year Year

(a) Expansion goal (b) Forest ban

20 1

Percent

Year Year

(c) Setback distance (d) Total designated area

Percent

Year Year

(e) Avg. capacity density (f) Exclusive planning

200

Percent

Year

(g) Total remuneration

Notes: Plots show the estimated coefficients of policy variables using the FE model with the dependent variable
being the change in existing wind power capacities in ¢ — 1 versus in ¢ + h for all values of h = 0,1,...,8.
Regressor variables are the same as in the main specification. See eq. (8). You can read the plot as depicting
the change in the stock of wind power capacities before a policy treatment came into effect, i.e. one unit increase
in the corresponding policy variable, versus h years after the policy treatment came into effect. The dark gray
and light gray area depict the 90% and 95% confidence interval. The regression equation reads as follows:
In(Yin) — In(Yii—1) = In(Yi—1)\ + Xftﬁp + Xftﬁc + i + & + €.

Fig. 10 Impact response analysis
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Appendix E: Marginal effects
Specification: “state interactions’, Table 8 column 2

See Table 12, Figure 11.

Table 12 Average marginal

effects (AME) of State Policies & capacity additions (in(MW)) (1)
1 L.Forest ban (0/1) 0.212
(0.239)
L5.Setback distance (in km) —0.079
(0.223)
Observations 4812
Counties 401
AR(1) 0.000
AR(2) 0.478
Hansen’s J-statistic 0.395
MMSC-AIC —11.351

Standard errors in parentheses. *p < 0.10, **p < 0.05, ***p < 0.01

Average marginal effects are evaluated at the means of all regressor
variables

T T T T T

.05 5 1 5 5 10
Population Density (1,000/km*2) Forest Area (100 km"2)

(a) ME of Setback Rule (b) ME of Forest Ban

Fig. 11 Marginal effects conditional on geographical characteristics
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Specification: “regional interactions (A)", Table 9 column 1

See Table 13, Figures 12, 13

Table 13 Marginal effects (ME) of total designated area conditional on type of planning

Log capacity additions (In(MW)) Type of planning
(Y] (@)
exclusive non-exclusive
L.Total designated area (km?) —0.026 0.101**
(0.018) (0.049)

Standard errors in parentheses. *p < 0.10, **p < 0.05, ***p < 0.01

o
o

Exclusive Planning (0/1) Exclusive Planning (0/1)

(a) ME of Total Designated Area (b) ME of Avg. Capacity Density

Fig. 12 Marginal effects conditional on exclusive planning

21 :Ax i L,,LJL*—J

r

0 o 20 30 40 50 0 o 20 30 40 50
Total Designated Area (km"2) Avg. Capacity Density (MW/km?2)

_24

(a) conditional on Total Designated Area (b) conditional on Avg. Capacity Density

Fig. 13 Marginal effect of exclusive planning
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Specification: “regional interactions (B)", Table 9 column 2

See Table 14, Figure 14.

Table 14 Marginal effects (ME)

L ity additi In(MW 1 2
of total designated area under og capacity additions (In( oM @
exclusive planning at0 MW/km?  at 30 MW/km?
L.Total designated area (km?) 0.066* 0.005
(0.037) (0.067)

Standard errors in parentheses. *p < 0.10, **p < 0.05, ***p < 0.01

T T

0 0 20 30 ) [ 0 20 30 40
Avg. Capacity Density Avg. Capacity Density

SEEN

(a) ME of Total Designated Area under exclusive ~ (b) ME of Total Designated Area under non-
planning exclusive planning

Fig. 14 Marginal effects conditional on avg. capacity density and exclusive planning

Main specification: RE model, Table 3 column 3
See Figure 15.
Fig. 15 Conditional marginal .01

effects of wind power potential
(based on RE estimates)

100 200 300 400
Wind Power Potential (W/m"2)
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542 J.-N. Meier et al.

Marginal effects for Northern and Southern German Counties

See figure 16

North (0/1) North (0/1)

(a) ME of Total designated area (b) ME of Total remuneration

Notes: The depicted marginal effects come from the RE model (cf. column 3 in Table 3) that was extended by
a dummy variable north indicating Northern counties by north=1. The variable north is interacted with total
designated area respectively total remuneration. All counties from Bavaria, Baden-Wuerttemberg, Rhineland-
Palatinate, and Saarland are coded as Southern counties (north=0). State fixed effects are not included.

Fig. 16 Marginal effects conditional on geographic region

Appendix F: Micrositing

See Figures 17, 18

(a) Square (b) Elongated rectangle

Notes: Both areas — the square and the elongated rectangle — are of same size. Assuming the main wind direction
is Southwest—Northeast (or vice versa) the designated area in Figure 17a can mazimally host nine wind turbine
sites, whereas the designated area in Figure 17b can mazimally host ten wind turbine sites. The depicted ezample
is based on commonly applied siting parameters. In the main wind direction turbines are placed apart with a
distance of five times the rotor diameter, and in secondary wind direction three times their rotor diameter (Bons
et al., 2019). While both areas have the same size, their shape value as measured by our regressor variable differs.
Assuming d to be the side-length of the square, then size value for both areas is equal to d* = 2d * g In contrast,

the shape value for the square equals %; = % which is lower than the value for the elongated rectangle with

a2 _ d®> _ 1
(2#2d+2x4)2 7 ()2 T 25°

Fig. 17 Example for micrositing in areas of different shape

@ Springer



Wind power deployment and the impact of spatial planning policies 543

(a) Compact (b) Non-compact

Notes: The (a) compact area has a capacity density of 24 MW/km? and the (b) non-compact area has a capacity
density of 34 MW/km?.

Fig. 18 Real world example for micrositing in areas of different shape

Appendix G: Capacity density

See Figure 19.

20
sy SN
SN M
15 o N
SN SH
. sy MV
MV
cé. SH B ue HE HE|
§ 10+ . wn SH RH NN BB Ny NN
RP
= SN SH g o BB Wg RW
NN BB
§g MV By BW BW P 5e
BB
s O i W BW
4 MV
5 ﬁN 'ghr b RN ﬂﬂ RY BW
SH BW :
sn BB Siv BY
] HE
Wy Eew S e pE HEHE o NSV NRW NRW NRW NRW NBRW  BY
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0 A NEWY e ‘ NRW
I T I I
2000 2005 2010 2015

Notes: Values of the average state-specific capacity density may jump between consecutive years, among others,
as a result of court decisions which judge regional plans respectively the zoning of designated areas as legally
invalid.

Fig. 19 Development of the average capacity density per state
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Appendix H: Calculation of the county-specific and time-variant RES support level

See Table 15.

Table 15 Input values and calculation steps

2000-2004 2005-2008 2009-2011 2012-2014 2015-2016

Turbine type Enercon E-70 Enercon E-82 Enercon E-101
Hub height 70 m 85m 99 m
Power capacity 2.30 MW 2.30 MW 5.05 MW
Five—year Reference yield
of turbine type, RY (kWh) 22,550,944 29,220,906 43,333,265
Site quality, SQ (“Standortgiite”) 50, = Sxeis
7 RYx100

Legal basis EEG 2000 EEG 2004 EEG 2009 EEG 2012 EEG 2014
Applicable remuneration levels
Basic rate, BR (ct/kWh) 6.19 5.50 5.02 478 4.95
Initial rate, IR (ct/kWh) 9.10 8.70 9.20 8.93 8.90
Years with initial remuneration, YIR,, =5+ (2*<(157(:]52Q‘,:) , )

YIR T

Average yearly remuneration per AYR;, = %(er * (5+ YIR;,) + BR + (15 - YIR,,))
kWh, AYR ’

Total remuneration, TR TR;, = AYR;, * 20
Discounted total remuneration,  p7R. — 220 YR *eis
DTR o =1 (!

with YR denoting Yearly Remuneration

We assume a discount rate of r = 7% and yield losses of [ = 15 %. Yearly gross power production by the
respective wind turbine type in each county E;, was calculated by means of the respective performance
curve as stated by the manufacturers in combination with the site-specific wind power potential according
to the (DWD Climate Data Center 2014). Our calculation follows Hau (2014). Yearly net power production
results from substracting the assumed yield losses: e;, = (1 =) E;,

Appendix I: State-level policies

See Table 16, 17, 18.
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