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Abstract
The utilization of artificial intelligence (AI) among students is rapidly gaining prom-
inence worldwide. However, Malaysia lags in terms of research and information in 
this area. This quantitative study aims to identify the factors that contribute to the 
adoption of AI among postgraduate students. The study focuses on the postgradu-
ate student population in Malaysia, employing convenience sampling techniques. 
The research findings reveal that two variables, namely hedonistic and habit, sig-
nificantly influence the adoption of AI among postgraduate students. These findings 
are expected to provide valuable insights to stakeholders for future implementation 
of AI among postgraduate students. By understanding the key factors influencing AI 
adoption, relevant parties can effectively strategize and enhance the utilization of AI 
technology in the postgraduate education landscape.
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1  Introduction

As of 2023, the definitions of Artificial Intelligence (AI) have evolved with 
the advancement of technology and research. One definition of AI is "the use of 
machine learning and deep learning techniques to enable computers to perform 
tasks that would typically require human intelligence, such as recognizing images 
and natural language processing" (Bengio et al., 2021). This definition emphasizes 
the importance of machine learning and deep learning in AI, which are methods 
that allow machines to learn from data and improve their performance over time. 
Another study defined AI as "the science and engineering of making intelligent 
machines, especially intelligent computer programs" (McCarthy, 2007). This defini-
tion highlights the focus of AI on creating intelligent machines and computer pro-
grams that can perform tasks typically associated with human intelligence. Artifi-
cial intelligence (AI) is a technology that involves the development of intelligent 
machines capable of performing tasks that typically require human intelligence. 
In the context of technology, AI refers to the use of algorithms and computational 
models to simulate human intelligence and perform tasks such as speech recogni-
tion, image processing, natural language processing, and decision-making. AI tech-
nologies can provide personalized learning experiences, identify students’ strengths 
and weaknesses, and offer targeted interventions to support their learning progress 
(Yang et al., 2020). In summary, these definitions highlight the focus of AI on creat-
ing intelligent machines and computer programs, the importance of machine learn-
ing and deep learning in AI, and the idea that AI systems can learn from data and 
improve their performance over time.

The use of Artificial Intelligence (AI) in education has been gaining traction in 
recent years. One area where AI has been applied is in personalized learning, where 
AI systems can tailor learning experiences to the needs and abilities of individual 
students. The integration of AI in education has the potential to enhance student 
engagement, improve learning outcomes, and promote critical thinking and prob-
lem-solving skills (Puspitaningsih et  al., 2022). For example, AI-powered educa-
tional robots can engage students in interactive and immersive learning experiences, 
fostering their creativity and collaboration skills (Yang et  al., 2020). Pane et  al. 
(2014) also give an example that an AI-powered platform called Carnegie Learning 
has been used in schools to provide personalized math instruction, and studies have 
shown that it can improve student achievement (Pane et al., 2014).

The objective of this study is to ascertain the key factors that contribute to the 
acceptance of artificial intelligence technology among postgraduate students in 
Malaysia.

1.1 � Issues in the introduction of AI

The use of AI raises ethical concerns and challenges related to the interaction 
between humans and machines. Biliavska et  al. (2022) highlight the distinction 
between human beings and machines, emphasizing the need to consider the ethical 
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implications of AI. Additionally, Luo et  al. (2020) discuss the caveats associated 
with using AI coaches for sales agents, including the importance of human man-
agers in providing interpersonal communication skills and addressing information 
overload problems. These issues highlight the ethical considerations and challenges 
in integrating AI into human-centric domains. Murdick et al. (2020) emphasize the 
need for viable definitions and categorizations of AI to address security and eco-
nomic implications. Popovič and Sábo (2021) specifically focus on the problem of 
defining AI and robots for tax purposes, highlighting the challenges in creating clear 
and comprehensive definitions. These challenges in defining and categorizing AI 
have implications for policymaking, regulation, and taxation. Another issue is the 
use of AI can have both positive and negative impacts on community well-being and 
performance. Musikanski et al. (2020) propose research on the nexus of community 
well-being and AI, highlighting the need to measure the impacts of AI on well-being 
and develop interventions to safeguard or improve community well-being. Ahmad 
et  al. (2022) discuss the barriers and challenges faced by manufacturing firms in 
implementing AI, such as the lack of talent and incentives. These issues demonstrate 
the potential impact of AI on community well-being and the challenges in harness-
ing its benefits effectively. These three main issues encompass the ethical considera-
tions and human–machine interaction challenges, the need for clear definitions and 
categorizations of AI, and the impact of AI on community well-being and perfor-
mance. Addressing these issues is crucial for responsible and effective implementa-
tion of AI technologies in various domains.

The use of artificial intelligence (AI) in education presents several challenges and 
issues. One of the primary challenges is the limited research and understanding of 
the current applications and effectiveness of AI in education (Chan & Zary, 2019). 
Despite the rapid advancements of AI, education has not kept pace with its develop-
ments, leading to limited adoption of AI teaching in education (Lee et  al., 2021). 
Additionally, there is a need to integrate AI literacy into the school curriculum, but 
there are concerns about the lack of digitalization and the sensitive nature of exami-
nations (Wood et  al., 2021). Another challenge is the ethical concerns associated 
with the use of AI in education. The rapid advancement of AI technologies in educa-
tion, while having the potential to revolutionize educational styles, also brings ethi-
cal concerns regarding pedagogical issues, data integrity, interpretability, utilitarian-
ism, and more that need careful consideration (Yu & Yu, 2023). Furthermore, the 
integration of AI into technology education faces challenges related to curriculum 
development and AI ethics. The development of AI education standards, such as 
the "5 big ideas in AI," highlights the need to incorporate AI ethics and core AI 
concepts into the curriculum (Kwon, 2023). However, the multifactorial and situ-
ational nature of ethical issues can limit the use of AI in certain contexts, and the 
importance of empathy in medical education cannot be overlooked (Chan & Zary, 
2019). Lack of understanding also becomes a challenge among educators about how 
to use AI effectively. Many educators may not have the necessary technical expertise 
to use AI in their teaching and may be hesitant to incorporate new technologies into 
their classrooms (Zawacki-Richter et al., 2019). Furthermore, the adoption of AI in 
education can be costly, and many schools and educational institutions may not have 
the resources to invest in AI technologies.
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Higher education also faces several issues and challenges in the use of artificial 
intelligence (AI). The introduction of AI in higher education brings both advantages 
and disadvantages, and it is important to carefully consider the potential benefits and 
drawbacks (Asatryan & Matevosyan, 2023). Challenges in AI adoption in higher 
education include the limited understanding of its impacts, the potential to exacer-
bate inequalities and a lack of key features needed to promote equity and inclusion, 
emphasizing the need for further research in this area (Lainjo & Tsmouche, 2023). 
Understanding students’ perspectives and ensuring their acceptance of AI-based 
technologies is essential for successful integration into higher education (Watanabe, 
2023). A study by Seo et  al. (2021), adopting AI systems in online learning lies 
in their impact on learner-instructor interaction, with potential effects on communi-
cation, support, presence, and concerns regarding surveillance, privacy, and social 
boundaries.

The integration of AI in higher education assessments prompts inquiries about 
language proficiency, critical analysis, AI-generated responses’ structure and rele-
vance, and the ethical use of AI language models like ChatGPT in academic assign-
ments, underlining the evolving landscape of higher education (Tenakwah et  al., 
2023). It is crucial to address these challenges and ensure that the integration of AI 
in higher education promotes equity and inclusivity. Additionally, there is a need for 
more research on students’ acceptance and opinions of AI-based systems in higher 
education (Watanabe, 2023). Moreover, there is limited literature on the effects of 
AI on higher learning, and this topic remains substantially underexplored (Lainjo 
& Tsmouche, 2023). So, it is important to note that the application of AI in higher 
education is still limited and not widespread (Lucena et al., 2019).

1.2 � Artificial Intelligence (AI) in higher education

The integration of Artificial Intelligence (AI) in education has become increasingly 
important in recent years. One reason for this is the potential of AI to improve stu-
dent learning outcomes. Additionally, AI can help identify areas where students may 
be struggling and provide targeted interventions to support their learning. Another 
important aspect of AI in education is its ability to automate time-consuming tasks 
for educators. AI systems can grade assignments, provide feedback, and even design 
personalized lesson plans, freeing up teachers to focus on more creative and interac-
tive aspects of teaching (Zawacki-Richter et al., 2019). This can help reduce teacher 
workload and increase the amount of time teachers can spend engaging with their 
students. Okunlaya et  al. (2022) highlight the essential effect of AI on education 
and personalized learning in research institutions. They mention that AI has changed 
the tools for carrying out research and has implications for data collection, visu-
alization, modelling, and communication. Kwon (2023) discusses the implementa-
tion of AI in technology education for middle school students. The research results 
have implications for integrating AI into technology education. Leander and Burriss 
(2020) address the benefits and complications of AI in the realm of learning analyt-
ics tools. They highlight the gap between the realities of AI and current educational 
curricula, practices, and theories.



Education and Information Technologies	

The use of artificial intelligence (AI) in higher education, an emerging tech-
nology with the potential to revolutionize teaching and learning processes, has 
garnered significant attention and a growing interest with worldwide recognition 
of its importance in recent years (Lucena et  al., 2019) (Bozkurt et  al., 2021). 
It has the potential to revolutionize teaching and learning processes, offering 
numerous benefits such as efficiency, personalization, and effectiveness (Bozkurt 
et  al., 2021). AI has been applied in education, encompassing adaptive learn-
ing, teaching evaluation, and virtual classrooms, to enhance teaching quality 
and improve students’ learning experiences, showing promising results (Huang 
et al., 2021). It is also supported by another study where AI technologies, such 
as adaptive learning, assessment and evaluation, intelligent tutoring systems, 
and personalized learning, have been applied in education to enhance teaching 
quality, improve learning outcomes, and provide tailored educational experi-
ences for students (Bozkurt et  al., 2021; Kwon, 2023). Overall, the use of AI 
in the education industry has the potential to revolutionize teaching and learn-
ing, improve educational outcomes, and create more personalized and engag-
ing learning experiences for students (Akgun & Greenhow, 2021; Bozkurt et al., 
2021; Huang et al., 2021).

1.3 � Artificial intelligence in postgraduate education

Artificial Intelligence (AI) is increasingly being utilized in postgraduate educa-
tion to enhance various aspects of learning and academic performance. Stud-
ies have shown that AI-powered tools, such as digital writing assistants, can 
effectively support non-native postgraduate students in improving their aca-
demic writing skills through formative feedback and assessment Nazari et  al. 
(2021). Moreover, studies have examined the use of AI tools, such as ChatGPT, 
in enhancing English major students’ discourse writing performance and con-
versational skills, indicating the potential value of AI technologies in language 
instruction (Wu, 2024; Chauke et al., 2024). Postgraduate students’ perceptions 
of AI tools, particularly ChatGPT, have been explored to understand the benefits 
associated with AI utilization in academic success (Chauke et al., 2024).

The study of Artificial Intelligence (AI) in postgraduate education is essential for 
various reasons. Firstly, AI technologies have the potential to enhance the educa-
tional experience of postgraduate students by providing personalized learning expe-
riences tailored to individual needs Wu (2024). This personalized approach can lead 
to improved learning outcomes and academic success (Chauke et al., 2024). Addi-
tionally, the integration of AI in postgraduate education can help students develop 
critical skills such as data interpretation, algorithmic understanding, and communi-
cation of AI-based solutions, which are increasingly important in various fields of 
study (Chai et al., 2022). Moreover, AI in postgraduate education can contribute to 
the development of future professionals who are proficient in utilizing AI ethically 
and responsibly in their respective fields (Omorogiuwa et al., 2023). By incorporat-
ing AI tools and technologies into postgraduate curricula, students can gain valuable 
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experience in working with AI systems, preparing them for the evolving demands of 
the workforce (Tominc & Rožman, 2023). Furthermore, AI education can empower 
postgraduate students to leverage AI for research, innovation, and problem-solving 
in their academic pursuits (Huang et  al., 2016). Furthermore, the study of AI on 
postgraduate students is essential for fostering innovation and entrepreneurship 
among students (Ou & Si, 2014). AI education can help students cultivate an inno-
vative spirit, enhance problem-solving skills, and drive entrepreneurial behaviour, 
equipping them with the tools needed to thrive in a rapidly changing technological 
landscape. Additionally, AI education can contribute to the quality monitoring and 
assurance of postgraduate education, ensuring that students receive a high standard 
of education and training (Huang et al., 2016; Huangfu, 2023).

1.4 � Unified theory of acceptance and use of technology (UTAUT) theory

The Unified Theory of Acceptance and Use of Technology (UTAUT), widely rec-
ognized and extensively used in information systems and other disciplines, offers 
a comprehensive framework encompassing factors like performance expectancy, 
effort expectancy, social influence, and facilitating conditions to understand individ-
uals’ acceptance and use of technology (Venkatesh et al., 2016). (Fig. 1). UTAUT 
has been applied and validated across different systems and contexts, demonstrat-
ing its robustness and applicability (Liu et al., 2021). The significance of UTAUT 
extends to providing insights into individuals’ technology acceptance and use 
across various industries, including education, offering a framework to understand 
factors influencing students’ and educators’ adoption of educational technologies, 
which is essential for their successful implementation. UTAUT’s consideration of 
factors like performance expectancy, effort expectancy, and social influence aids in 

Fig. 1   Unified Theory of Acceptance and Use of Technology (UTAUT) theory
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identifying determinants of technology acceptance and guides the design of technol-
ogy-enhanced learning environments (Yawised et al., 2022).

UTAUT2 incorporates several factors that influence technology acceptance, 
including Performance Expectancy (PE), Effort Expectancy (EE), Social Influence 
(SI), and Facilitating Conditions (FC) (Ayensa et  al., 2016). In UTAUT2, factors 
such as PE (perceived benefits and usefulness), EE (perceived ease of use), SI (social 
influence), and FC (availability of resources and support) collectively influence indi-
viduals’ Behavioural Intention (BI) to use technology, which, in turn, mediates their 
Use Behaviour (UB) (Ayensa et al., 2016). Effort Expectancy (EE) in the UTAUT2 
model relates to individuals’ perception of the ease of use and effort required for a 
specific technology, reflecting their belief in the technology’s ease of use; a higher 
level of effort expectancy indicates the technology is perceived as easy to use, posi-
tively influencing adoption intentions (Dakduk et al., 2018). Hedonistic Experiences 
(HE) in the UTAUT2 model represent the enjoyment and pleasure individuals derive 
from technology use, adding an emotional dimension to the acceptance process, and 
significantly influencing their attitudes and intentions toward technology adoption 
(Azizi et al., 2020). Habit (HA) in the UTAUT2 model signifies individuals’ auto-
matic and routine behaviours of using technology, reflecting the degree to which 
they have incorporated technology into their daily routines; this habitual use reduces 
the cognitive effort needed for adoption and enhances the likelihood of continued 
use (Azizi et al., 2020). Habit acts as a reinforcing factor that strengthens individu-
als’ intentions and behaviours toward technology use. These factors, namely Effort 
Expectancy, Hedonistic Experiences, and Habit are important components of the 
UTAUT2 model that contribute to understanding individuals’ acceptance and use 
of technology. They provide insights into individuals’ perceptions of ease of use, 
enjoyment, and habitual behaviours, which influence their intentions and behaviours 
toward technology adoption and use (Azizi et al., 2020; Seo, 2020). By considering 
these factors, researchers and practitioners can design interventions and strategies to 
enhance technology acceptance and utilization in various contexts.

1.5 � Hypothesis development

1.5.1 � Performance expectancy

According to Venkatesh et  al. (2012b), performance expectancy pertains to the 
degree to which individuals perceive that utilizing technology will offer benefits in 
accomplishing specific tasks or activities. Furthermore, Chan et  al. (2022), noted 
that performance expectancy directly influences consumers’ intention to use Open 
Banking. Similarly, the study conducted by Alomari and Abdullah (2023) revealed 
a positive impact of performance expectancy on the behavioural intention to use 
Cryptocurrency. Consequently, we propose the following hypothesis:

H1: Performance expectancy is positively related to the intention to use artificial 
intelligence
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1.5.2 � Effort expectancy

Effort expectancy, as defined by Venkatesh et al. (2012b), pertains to the perceived 
level of ease associated with consumers’ use of technology. Several studies, such 
as the research conducted by Rahi et  al. (2019), have examined the relationship 
between effort expectancy and the intention to adopt and use various technologies. 
Rahi et al. (2019) specifically found a positive association between effort expectancy 
and the user’s intention to adopt Internet banking. Drawing upon these aforemen-
tioned studies, it can be concluded that:

H2: Effort expectancy is positively related to the intention to use artificial intel-
ligence

1.5.3 � Social influences

Based on the research conducted by various scholars, social influence refers to the 
extent to which individuals perceive that important others believe they should use a 
new system (Venkatesh et al., 2003). Cokins et al. (2020) conducted a study show-
ing that social influence positively influences the intention to use online accounting 
platforms. Huang (2020) found that social influence directly affects the continuance 
intention to use social mindtools. Koul and Eydgahi (2020) discovered significant 
positive relationships between social influence, the perceived safety of autonomous 
vehicle technology, and the intention to use autonomous vehicles. Zhou (2022) 
identified three social influence factors, namely subjective norm, social identity, 
and group norm, that influence users’ sharing intention. In addition, Goli and Khan 
(2022) found that perceived enjoyment, social influence, and narcissism have a posi-
tive impact on users’ intention to use the TikTok app. Khalid et al. (2021) conducted 
a study and found that social influence, absorptive capacity, facilitating conditions, 
and perceived autonomy significantly influence students’ intention to use Massive 
Open Online Courses (MOOCs) in Thailand and Pakistan. Lastly, Chen et al. (2023) 
discovered that students’ self-efficacy, social influence, and motivation for knowl-
edge sharing influence the continuance intention to use Problem-Based Learning 
(PBL). Based on these findings, we propose the following hypothesis:

H3:  Social influence is positively related to the intention to use artificial intel-
ligence

1.5.4 � Facilitating condition

Based on the research conducted by various scholars, facilitating conditions play a 
crucial role in determining individuals’ intentions to use different systems and tech-
nologies. Venkatesh et al. (2003) define facilitating conditions as the belief individu-
als hold regarding the presence of organizational and technical infrastructure that 
supports system usage. Afrizal and Wallang, (2021) found that constructs of the 
Unified Theory of Acceptance and Use of Technology (UTAUT), such as perfor-
mance expectancy, effort expectancy, social influence, and facilitating conditions, 
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are important factors influencing citizens’ intentions to use e-government. Gharai-
beh et  al. (2021) also discovered that facilitating conditions significantly impact 
the intention to use Mobile Augmented Reality in Tourism (MART). Furthermore, 
Zhou et al. (2021) observed that facilitating conditions are related to the intention to 
use live e-commerce shopping. Additionally, Wang et al. (2020) conducted a study 
that revealed the influence of facilitating conditions on students’ intentions to use 
business simulation games. Based on this information, we propose the following 
hypothesis:

H4:  Facilitating condition is positively related to the intention to use artificial 
intelligence

1.5.5 � Hedonistic

Hedonistic is referring to Hedonic motivation is defined as the fun or pleasure 
derived from using a technology (Venkatesh et al., 2012b). A study by (Wang et al., 
2020) found that hedonistic influences students’ intention to use business simulation 
games. A study by (Ashraf et al., 2019) found that hedonic value influences the con-
tinuance intention to use social media in China. A study by (Yang et al., 2022) found 
that hedonic value influence college students’ intention to use metaverse technology 
for basketball learning. We hypothesized that:

H5: Hedonistic is positively related to the intention to use artificial intelligence

1.5.6 � Habit

Drawing upon the research conducted by several scholars, habit refers to the degree 
to which individuals perform behaviours automatically based on prior learning 
(Limayem et  al., 2007). Yang et  al. (2022) conducted a study demonstrating that 
habit influences college students’ intentions to use metaverse technology for basket-
ball learning. Foroughi et al. (2023) found that habit strongly determines the inten-
tion to continue using gamification applications for task management. Additionally, 
Khayer et  al., (2023) employed structural equation modelling and confirmed that 
satisfaction, perceived usefulness, perceived enjoyment, habit, and context are sig-
nificant predictors of continuance intention. Moreover, Walle et al. (2023) discov-
ered a positive direct relationship between habit and the intention to use wearable 
health devices. Based on these findings, we can conclude that:

H6: Habit is positively related to the intention to use artificial intelligence

2 � Methodology

The objective of this study is to explore the impact of content quality on user satis-
faction. To accomplish this objective, a quantitative research design was employed, 
utilizing cross-sectional data collection and a survey questionnaire as the primary 
research instrument. The survey utilized a 5-point Likert scale to measure responses, 



	 Education and Information Technologies

with "strongly disagree" (1) and "strongly agree" (5) as the two endpoints of the 
scale. Convenience sampling was utilized to collect data, given the absence of a 
comprehensive sampling frame. A total of 500 questionnaires were distributed, with 
only 315 being deemed eligible for analysis. These data collection techniques and 
sample size were chosen to ensure the highest levels of validity and reliability for 
this study. During the process of data collection, participants were given a compre-
hensive briefing on the aims and objectives of the study. This served as an oppor-
tunity to clarify any doubts they may have had about the research. In addition, the 
confidentiality of the study data was emphasized, with the participants being made 
aware that the information collected would be used solely for research purposes. 
This was done to ensure that their privacy and confidentiality were maintained at all 
times and to encourage honest and accurate responses. The collected data was ana-
lysed using SPSS 22. The study employs two types of analyses: descriptive analy-
sis and inference for descriptive analysis. The researchers used SPSS software to 
analyse the mean, standard deviation, and percentage to explore and describe the 
variables in the study model. Additionally, Smart PLS software was used to test the 
validity and reliability of the research model before testing the research hypothesis. 
The use of SPSS and Smart PLS software allowed for a comprehensive analysis of 
the data, helping the researchers to draw meaningful conclusions from the study.

2.1 � Data analysis

In this study, we employed structural equation modelling (SEM) to evaluate both the 
measurement and structural models. Specifically, we adopted the component-based 
partial least squares (PLS) approach, which is widely used for assessing measure-
ment scales and testing research hypotheses. The choice to employ the PLS-SEM 
(Partial Least Squares Structural Equation Modelling) approach for data analysis 
in our study was driven by the recommendations of Hair et  al. (2011). Hair sug-
gests that PLS-SEM is particularly well-suited for researchers seeking to develop 
and refine theories in their study. By opting for PLS-SEM, we aim to compre-
hensively capture the intricate relationships within our research model and derive 
valuable insights to advance theory development. The initial step involves the data 
filtering process, which entails the identification and removal of problematic data 
points, such as missing values and outliers. Following the completion of the filter-
ing process, the researcher proceeds to evaluate the validity and reliability of the 
research instrument to ensure its accuracy and consistency. Following the guidelines 
proposed by Hair et al. (2014), it is essential to evaluate the research model from 
both the measurement model and structural model perspectives.

2.2 � Measurement model assessment

In the measurement model, it is essential to perform several assessments as pro-
posed by Benitez et al., (2020) such as comprehensive instrument validity testing, 
which encompasses evaluations of convergent validity and discriminant validity. 
These critical assessments enable researchers to ensure the reliability and accuracy 
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of the research instrument by examining the degree to which the constructs within 
the instrument are conceptually distinct and exhibit minimal overlap. By conducting 
thorough validity testing procedures, we ensure the strength and reliability of our 
research instrument, thereby enhancing the validity and credibility of our finding.

The factor loadings in the measurement model range from 0.79 to 0.94, which 
aligns with the criteria set by Hair et  al. (2021). These loadings indicate a strong 
relationship between the observed indicators and their corresponding latent con-
structs. Furthermore, the internal consistency of the measurement scales, Cron-
bach’s alpha value, falls within the range of 0.70 to 0.98, meeting the criteria pro-
posed by (Hair et al., 2020). Figure 2 and Table 1 depict the output of the SmartPLS 
software, illustrating the findings of the instrument’s convergent validity analysis.

On the evaluation of discriminant validity, multiple assessment methods, includ-
ing the Fornell and Larcker criterion, HTMT, and cross-loading, were employed 
(see Table 2, Table 3, Fig. 3 and Table 4). While all evaluation aspects demonstrate 
satisfactory adherence to the discriminant validity criteria, the HTMT value failed to 
meet the predetermined threshold. To ensure compliance with the established crite-
ria, it became imperative to selectively remove certain items, namely the "hedon 3" 
and "fc4" components. Remarkably, once these items were eliminated, the HTMT 
value notably improved, thereby enhancing the overall measure of discriminant 
validity.

2.3 � Structural model assessment

Benitez et al. (2020) state that the evaluation of the structural model entails assess-
ing various aspects, including the overall fit of the estimated model, the significance 
and strength of path coefficient estimates, the effect sizes (f2), and the coefficient 

Fig. 2   PLS algorithm
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of determination (R2). A summary of the steps involved in evaluating the structural 
model can be found in Table 5.

Table 5 provides important insights into the relationship between different factors 
and the intention to adopt artificial intelligence (AI) in education among postgradu-
ate students in Malaysia. The findings contribute to our understanding of the factors 
influencing AI adoption in educational settings.

To determine the value of the path coefficient, researchers commonly employ the 
Partial Least Squares (PLS) algorithm procedure. By utilizing the PLS algorithm, 

Table 1   Measurement quality

Items Factor loadings Cronbach alpha Composite 
reliability(rho_a)

Composite 
reliability(rho_c)

Average variance 
extracted (AVE)

Pe1 0.834 0.879 0.893 0.917 0.734
Pe2 0.919
Pe3 0.791
Pe4 0.878
Ee1 0.909 0.935 0.944 0.953 0.836
Ee2 0.934
Ee3 0.902
Ee4 0.911
Fc1 0.936 0.882 0.922 0.926 0.808
Fc2 0.913
Fc3 0.844
Habit1 0.902 0.867 0.871 0.919 0.790
Habit2 0.890
Habit3 0.874
Hedon1 0.939 0.854 0.858 0.932 0.872
Hedon2 0.929
Intention1 0.870 0.861 0.862 0.915 0.783
Intention2 0.880
Intention3 0.904
Si1 0.944 0.924 0.932 0.952 0.868
Si2 0.905
Si3 0.946

Table 2   Heterotrait-monotrait 
(HTMT) ratio

Pe Ee Fc Habit Hedon Intention Si

Pe
Ee 0.758
Fc 0.737 0.868
Habit 0.416 0.463 0.472
Hedon 0.790 0.762 0.788 0.460
Intention 0.545 0.450 0.535 0.767 0.601
Si 0.303 0.196 0.329 0.534 0.317 0.496
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researchers can estimate the path coefficient, which represents the strength and 
direction of the relationship between variables in a structural equation model. On the 
other hand, to determine the significance of a relationship, researchers often employ 
the bootstrap procedure, which allows them to obtain the corresponding p-value. In 
this regard, a common approach involves conducting the bootstrapping procedure 
with a substantial number of iterations, typically utilizing 5000 bootstrap samples 
(see Fig. 3).

Firstly, regarding performance expectancy, the beta value of 0.15 suggests a posi-
tive relationship, indicating that higher performance expectancy is associated with 
a greater intention to adopt AI in education. However, the p-value of 0.09 suggests 
that this relationship is not statistically significant. Consequently, the data does not 
provide sufficient evidence to support the hypothesis that performance expectancy 
influences the intention to adopt AI in education.

In contrast, the hypothesis regarding effort expectancy demonstrates a nota-
ble finding. The negative beta value of -0.24 indicates that as the perceived effort 

Table 3   Fornell and Larcker’s 
criterion

Pe Ee Fc Habit Hedon Intention Si

Pe 0.857
Ee 0.690 0.914
Fc 0.643 0.794 0.899
Habit 0.369 0.421 0.434 0.889
Hedon 0.683 0.686 0.689 0.398 0.934
Intention 0.478 0.409 0.481 0.667 0.517 0.885
Si 0.269 0.186 0.306 0.474 0.282 0.444 0.932

Fig. 3   Bootstrapped



	 Education and Information Technologies

required to use AI decreases, the intention to adopt it increases. This negative rela-
tionship is statistically significant, as reflected by the p-value of 0.03. Hence, there is 
evidence to support the hypothesis that lower effort expectancy is linked to a higher 
intention to adopt AI in education.

Furthermore, the hedonistic aspect exhibits a positive and significant relationship 
with to adoption of AI. The beta value of 0.37 signifies that the pleasure derived 
from using AI in education leads to a higher intention to adopt it. This finding is 
supported by the statistically significant p-value of 0.02.

Likewise, the hypothesis regarding habit reveals a strong relationship. The posi-
tive beta value of 0.41 suggests that a higher habit of using AI in education is associ-
ated with a higher intention to adopt it among postgraduate students. This relation-
ship is highly significant, indicated by the p-value of 0.00. Therefore, there is strong 
evidence to support the hypothesis that habit influences the intention to adopt AI in 
education.

In contrast, the hypotheses related to facilitating conditions and social influ-
ence do not yield statistically significant results. The beta values of 0.10 and 0.05, 
respectively, suggest positive relationships. However, the p-values of 0.22 and 0.26 
indicate a lack of statistical significance, indicating that the data does not provide 
enough evidence to support the hypotheses. Thus, facilitating conditions and social 

Table 4   Cross loading

Pe ee fc habit hedon intention si

Pe1 0.834 0.496 0.483 0.344 0.526 0.361 0.270
Pe2 0.919 0.646 0.564 0.373 0.632 0.462 0.162
Pe3 0.791 0.599 0.626 0.203 0.641 0.359 0.271
Pe4 0.878 0.614 0.540 0.332 0.550 0.443 0.239
Ee1 0.603 0.909 0.684 0.385 0.551 0.332 0.202
Ee2 0.662 0.934 0.787 0.416 0.645 0.388 0.199
Ee3 0.636 0.902 0.725 0.308 0.616 0.335 0.127
Ee4 0.619 0.911 0.705 0.417 0.681 0.424 0.153
Fc1 0.536 0.719 0.936 0.468 0.631 0.495 0.350
Fc2 0.646 0.779 0.913 0.413 0.668 0.453 0.229
Fc3 0.561 0.633 0.844 0.244 0.547 0.314 0.230
Habit1 0.309 0.377 0.337 0.902 0.325 0.526 0.515
Habit2 0.236 0.300 0.313 0.890 0.279 0.615 0.420
Habit3 0.434 0.444 0.497 0.874 0.449 0.625 0.341
Hedon1 0.674 0.655 0.656 0.349 0.939 0.501 0.224
Hedon2 0.600 0.626 0.630 0.395 0.929 0.463 0.306
Intention1 0.513 0.442 0.514 0.528 0.580 0.870 0.325
Intention2 0.361 0.303 0.329 0.635 0.330 0.880 0.432
Intention3 0.395 0.339 0.430 0.608 0.459 0.904 0.423
Si1 0.266 0.201 0.292 0.474 0.265 0.440 0.944
Si2 0.198 0.099 0.209 0.416 0.217 0.369 0.905
Si3 0.280 0.209 0.344 0.431 0.301 0.427 0.946
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influence may have a limited impact on the intention to adopt AI in education among 
postgraduate students in Malaysia, based on the given data.

Additionally, it is worth noting that the research model demonstrates a high level 
of model fit. The SRMR (Standardized Root Mean Square Residual) value, which 
measures the standardized root mean square residual, is below the threshold of 0.08 
as proposed by (Hu & Bentler, 1998). Furthermore, the analysis reveals that the rela-
tionship between Performance expectancy and intention to adopt AI in education 
among postgraduate students in Malaysia demonstrates a small effect size of 0.02. 
Similarly, the relationship between Effort expectancy and intention also exhibits a 
small effect size of 0.02. Additionally, the association between Hedonistic factors 
and intention indicates a slightly larger effect size of 0.04. Notably, the relationship 
between Habit and intention reveals a substantial effect size of 0.35, suggesting a 
strong influence. Conversely, the relationships between Facilitating conditions and 
Social influence with intention exhibit minimal effect sizes of 0.01 each, indicating 
limited impact in this context.

3 � Discussion

The primary objective of this study is to ascertain the key factors that contribute 
to the acceptance of artificial intelligence technology among postgraduate students 
in Malaysia. The growing prevalence of ICT technology highlights its role as an 
efficient medium for performing diverse tasks. Within this context, the adoption of 
artificial intelligence among students is also witnessing significant traction. Con-
sequently, research focusing on the acceptance of artificial intelligence technology 
among students, particularly postgraduate students, holds paramount importance. 
The study findings provide empirical evidence supporting the influence of hedonis-
tic values on the intention to use artificial intelligence technology among postgrad-
uate students. This suggests that students who possess hedonistic values are more 
inclined to adopt and utilize artificial intelligence technology in their educational 
pursuits. The findings of this study align with the research conducted by Venkatesh 

Table 5   Hypothesis testing

p-values are denoted with asterisks (*)
*p < 0.05
**p < 0.01
***p < 0.001

Hypothesis Beta value t-value p-value remarks R2 f2 SRMR

Performance expectancy → intention 0.15 1.32 0.09 Not supported 0.57 0.02 0.069
Effort expectancy → intention -0.24 1.76 0.03 Not supported 0.02
Hedonistic → intention 0.37 2.03 0.02 supported 0.04
Habit → intention 0.41 4.84 0.00 supported 0.35
Facilitating condition → intention 0.10 0.74 0.22 Not supported 0.01
Social influence → intention 0.05 0.63 0.26 Not supported 0.01
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et  al., (2012a, 2012b), which also demonstrated a significant relationship between 
hedonic factors and the intention to use computer technology.

One noteworthy discovery in this study pertains to the absence of a significant 
relationship between performance expectancy and the intention to continue using 
AI. This finding aligns with previous research conducted by Utaminingsih et  al. 
(2023) in the domain of sustainable business model innovation. The possible expla-
nation for this finding could be attributed to the widespread utilization of AI technol-
ogy among post-graduate students, leading them to develop entrenched usage pat-
terns. These patterns can be characterized as habitual behaviours that are reinforced 
through repetitive engagement. Consequently, while initial expectations regarding 
AI performance may be lofty, the sustained use of AI is primarily driven by habitu-
ation rather than ongoing performance evaluation. In addition, our study identified 
habit as significant and to be the strongest predictor of postgraduate students’ inten-
tion to use AI. This suggests that habit factors play a critical role in AI acceptance 
among this population. Our findings suggest that fostering habitual AI use in eve-
ryday life could be a key strategy to promote AI adoption among postgraduate stu-
dents. This highlights the importance of interventions that encourage postgraduate 
students to integrate AI tools into their workflows and daily activities.

A noteworthy contribution to the field emerges from the observation that effort 
expectancy influences AI adoption. Extant research consistently demonstrates a 
positive relationship between effort expectancy and technology adoption. However, 
the present study suggests a potential divergence from this established pattern. This 
deviation might be attributed to the existence of efficacious, non-AI-driven solutions 
for the tasks undertaken by postgraduate students. If these traditional methods are 
perceived as simpler to utilize and yield comparable outcomes, students may exhibit 
a preference for them over the perceived intricacy of AI-powered solutions.

By omitting the price construct in line with the contextual relevance of artificial 
intelligence technology among postgraduates in Malaysia, this study makes a sig-
nificant contribution to the advancement of the UTAUT 2 theory, thereby enhancing 
the construct within this specific domain.

In summary, the findings highlight that while performance expectancy, facilitat-
ing conditions, and social influence may not significantly influence the intention to 
adopt AI in education, factors such as effort expectancy, hedonistic experiences, and 
habit play important roles in shaping the adoption intention. These results provide 
valuable insights for policymakers and educational institutions aiming to enhance 
AI integration in the educational context for postgraduate students in Malaysia.

4 � Conclusion

In conclusion, the utilization of artificial intelligence (AI) among students is expe-
riencing global recognition, yet Malaysia still lacks comprehensive research and 
information in this domain. This quantitative study aimed to fill this gap by identify-
ing the factors that contribute to the adoption of AI among postgraduate students. 
By focusing on the postgraduate student population in Malaysia and employing 
simple sampling techniques, this study successfully shed light on the underlying 
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determinants of AI adoption. The findings of this research revealed that two vari-
ables, namely hedonistic and habit, play a significant role in influencing the adop-
tion of AI among postgraduate students. This implies that the pleasure derived from 
using AI technologies and the habitual integration of AI into daily academic rou-
tines are key factors that drive its uptake among postgraduate students in Malaysia. 
These research findings hold valuable implications for various stakeholders involved 
in the future implementation of AI technologies among postgraduate students. By 
gaining a deeper understanding of the influential factors, relevant parties, such as 
educational institutions and policymakers, can devise effective strategies to enhance 
the utilization of AI in the postgraduate education landscape.

Overall, this study contributes to the existing literature on AI adoption among 
students, specifically focusing on the postgraduate level in Malaysia. It highlights 
the significance of hedonistic and habit factors in driving AI adoption. It is antici-
pated that these findings will assist stakeholders in making informed decisions and 
advancing the integration of AI technologies in postgraduate education, ultimately 
equipping students with the necessary skills and competencies for the evolving digi-
tal era.
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