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Abstract
The emergence of chatbots and language models, such as ChatGPT has the poten-
tial to aid university students’ learning experiences. However, despite its potential, 
ChatGPT is relatively new. There are limited studies that have investigated its us-
age readiness, and perceived usefulness among students for academic purposes. 
This study investigated university students’ academic help-seeking behaviour, with 
a particular focus on their readiness, and perceived usefulness in using ChatGPT 
for academic purposes. The study employed a sequential explanatory mixed-method 
research design. Data were gathered from a total of 373 students from a public 
university in Malaysia. SPSS software version 27 was used to determine the reli-
ability of the research instrument, and descriptive statistics was used to assess the 
students’ readiness, and perceived usefulness of ChatGPT for academic purposes. 
Responses in the open-ended questions were analysed using a four-step approach 
with ATLAS.ti 22. Research data from both the quantitative and qualitative methods 
were integrated. Findings indicated that students have the proficiency, willingness, 
and the requisite technological infrastructure to use ChatGPT, with a large major-
ity attesting to its ability to augment their learning experience. The findings also 
showed students’ positive perception of ChatGPT’s usefulness in facilitating task 
and assignment completions, and its resourcefulness in locating learning materials. 
The results of this study provide practical implications for university policies, and 
instructor adoption practices on the utilisation of ChatGPT, and other AI technolo-
gies, in academic settings.
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1  Introduction

Artificial intelligence (AI) is transforming the way university students learn and 
understand new things (Ifenthaler & Schumacher, 2023; Rawas, 2023). However, 
unlike face-to-face lectures where instructors can support university students in regu-
lating their own learning, the use of chatbots, powered by artificial intelligence, pro-
vides learners with high levels of autonomy, and low levels of instructor presence 
(Jin et al., 2023). Students can now tailor and adapt their learning to their individual 
needs, goals, and abilities. This decreases opportunities for student-instructor face-
to-face interactions (Adams et al., 2020). Consequently, a type of interaction that 
is potentially under threat is help-seeking. Academic help-seeking behaviour is an 
important self-regulated learning strategy (Won et al., 2021), which is critical to a 
student’s academic success (Adams et al., 2021; Yan, 2020).

University students seek help from their instructors and friends for a variety of 
purposes, such as obtaining course advice and information, navigating course con-
tent and resources, verifying their understanding on the subject matter, or discussing 
personal matters (Broadbent & Lodge, 2021). In the usage of chatbots, and language 
models like ChatGPT, university students commonly seek help to answer questions, 
provide explanations, and create study materials (Foroughi et al., 2023). ChatGPT 
can also enhance students’ educational experience (Kuhail et al., 2023) by simulating 
conversations, and providing immediate support and feedback to students (Pillai et 
al., 2023). Its other capabilities include providing students with personalised learning 
experiences, and automating administrative tasks, contributing to enhanced student 
engagement (Foroughi et al., 2023; Mijwil & Aljanabi, 2023). However, there are 
concerns regarding the accuracy of the information and advice given. Some believe 
that relying solely on it could disrupt genuine learning experiences particularly in 
the context of self-regulated learning (Wu et al., 2023). Ray (2023) highlighted this 
potential drawback, emphasizing the need for users to cross-reference and critically 
evaluate the information provided.

This raises the question of how university students’ help-seeking behaviours can 
be supported in using ChatGPT. This is a timely issue as the number of students using 
ChatGPT is on the rise (“Students Turn to ChatGPT for Learning Support,” 2023). 
While past studies have revealed the benefits of using AI-based chatbots for learning 
(e.g., Al-Sharafi et al., 2022; Hwang & Chang, 2021), a growing number of studies 
have also highlighted that many students grapple with effective self-regulation when 
using them (Gupta et al., 2019; Sáiz-Manzanares et al., 2023; Tsivitanidou & Ioan-
nou, 2021). University students’ help-seeking behaviour in the usage of AI-based 
chatbots can be influenced by factors such as readiness (Hammad & Bahja, 2023; 
Uren & Edwards, 2023), and perceived usefulness (Kasneci et al., 2023). Thus, to 
support help-seeking behaviours in the long term, it is necessary to investigate stu-
dents’ readiness, and perceived usefulness of ChatGPT.

With the ability to adapt and improvise in the long term, ChatGPT could revo-
lutionize education by potentially enhancing its effectiveness and accessibility for 
students worldwide (Mijwil et al., 2023; Rawas, 2023). However, despite its poten-
tial, ChatGPT is relatively new. There are limited studies that have investigated its 
usage readiness, and perceived usefulness among students for academic purposes. In 

1 3

13618



Education and Information Technologies (2024) 29:13617–13634

the Malaysian context, ChatGPT serves as a potential tool for promoting academic 
assistance among students. Due to an intrinsic shyness observed in Malaysian stu-
dents when seeking help, as highlighted by Low et al. (2016), they frequently opt for 
intermediary platforms to ask questions. ChatGPT could provide a non-judgmental 
and accessible medium, making it easier for them to seek the guidance they require. 
However, its efficacy and impact in this setting warrant further investigation. There-
fore, the current study aimed to investigate the use of ChatGPT for academic help-
seeking, with a focus on the perceptions of students in higher education. In particular, 
it investigated the university students’ readiness to use ChatGPT, and its perceived 
usefulness for academic purposes.

The emergence of chatbots and language models, such as ChatGPT, which can act 
as a digital tutor (Olga et al., 2023), has the potential to aid university students’ learn-
ing experiences, enabling them to make informed decisions, and draw reliable con-
clusions in their studies (Foroughi et al., 2023). When a given technology provides 
accurate information, students are more likely to trust and adopt it for learning (Iran-
manesh et al., 2022). This opens new possibilities to support help-seeking behaviours 
among university students. The results of this study provide practical implications for 
university policies, and instructor practices on the utilisation of ChatGPT, and other 
AI technologies in academic settings.

2  Literature review

2.1  Academic help-seeking behaviour

Academic help-seeking behaviour among university students is a complex phe-
nomenon influenced by a multitude of factors (Fan & Lin, 2023; Kassarnig et al., 
2018; Payne et al., 2021). In general, help-seeking behaviour refers to the actions or 
steps that individuals take to obtain assistance, information, or advice when facing a 
problem or challenge (Li et al., 2023). In the academic context, it refers to students 
seeking assistance or clarification when facing academic challenges or uncertainties 
(Payne et al., 2021). In this study, academic help-seeking behaviour is aligned to prin-
ciples of self-regulated learning as it represents the active strategies students employ 
when they encounter challenges. By seeking help, students are exercising metacogni-
tive awareness, recognizing their limitations, and taking steps to address them. This 
aligns with the principles of self-regulated learning, which emphasize goal setting, 
self-monitoring, and strategic adjustment (Carter et al., 2020; Puustinen & Pulkki-
nen, 2001). In essence, academic help-seeking fosters self-regulation, promoting a 
proactive and resilient approach to learning, which could potentially improve their 
academic performance.

A study by Kassarnig et al. (2018) found that the most informative indicators of 
academic performance are based on social ties, suggesting the presence of a strong 
peer effect among university students. This finding indicates that students who seek 
help from their peers tend to perform better academically. In addition to social ties, 
behavioural patterns also play a significant role in academic performance. Yao et al. 
(2019) collected longitudinal behavioural data from students’ smart cards, and pro-
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posed three major types of discriminative behavioural factors: diligence, orderliness, 
and sleep patterns. The empirical analysis demonstrated that these behavioural fac-
tors are strongly correlated with academic performance. Furthermore, the study found 
a significant correlation between each student’s academic performance, and that of 
their behaviourally similar peers. These studies show that peer influence is a strong 
indicator of university students’ help-seeking behaviour. However, this reliance on 
peers could potentially be problematic when peers are absent, or lack expertise.

Hence, the role of online learning platforms and technological tools in shaping aca-
demic help-seeking behaviour among university students should not be overlooked 
(Amador & Amador, 2014; Chyr et al., 2017; Mandalapu et al., 2021). Mandalapu et 
al. (2021) explored a student-centric analytical framework for Learning Management 
System (LMS) activity data. Their analysis showed that student login volume, com-
pared to other login behaviour indicators, is both strongly correlated, and causally 
linked to student academic performance, especially among those with low academic 
performance. This suggests that students who frequently engage with online learning 
resources are more likely to seek academic help. The context in which students seek 
help can also influence their behaviour. For instance, Hassan et al. (2019) found that 
students’ perceptions of course outcomes, and instructor ratings on online academic 
forums can influence their help-seeking behaviour.

Owing to the adoption of artificial intelligence (AI) in education (Adams & Chuah, 
2022), virtual tutors, or widely known as chatbots, are also integrated into various 
e-learning platforms and applications with the goal of providing real-time help to stu-
dents (Chen et al., 2023; Chuah & Kabilan, 2021). Artificially intelligent chatbots are 
seen as a feasible solution in enhancing the help-seeking experience among students. 
These chatbots can provide immediate responses to students’ queries, making them 
a valuable tool. Windiatmoko et al. (2022) developed a chatbot using deep learn-
ing models to provide students with various information, such as information on the 
curriculum, new student admissions, lecture course schedules, and student grades. 
Similarly, Broadbent and Lodge (2021) explored students’ perceptions of the use 
of live chat technology for online academic help-seeking within higher education. 
The study specifically focused on comparing the perspectives of online and blended 
learners. Their findings suggest that live chats can be effective tools in supporting 
self-regulated help-seeking behaviours in both online and blended learning environ-
ments. Another increasingly popular chatbot that has penetrated the academic setting 
is ChatGPT.

2.2  ChatGPT in education

ChatGPT, developed by OpenAI, is a powerful chatbot that runs on a large language 
model that has found significant presence in academic settings (Adiguzel et al., 2023; 
Kasneci et al., 2023; Lund & Wang, 2023). It leverages machine learning to under-
stand and generate human-like text, providing users with insightful responses to a 
wide range of queries (OpenAI, 2022). Released in November 2022, it has rapidly 
gained the attention of administrators, instructors, and students, particularly due to 
its capability to perform various academic-related tasks, such as writing essays, or 
solving complex problems across different subjects in seconds (Lo, 2023; Sok & 
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Heng, 2023). The body of scholarly research exploring the effects of ChatGPT on 
the broader educational landscape is also steadily expanding. These studies critically 
evaluate not only students’ readiness to incorporate this tool into their learning strate-
gies, but also its practical benefits for academic achievement apart from the academic 
integrity and ethical implications.

Kasneci et al. (2023), for example, explored the usefulness of ChatGPT in educa-
tion. They stipulated that it has potential applications in creating personalised learn-
ing experiences for students that are catered to their individual needs and preferences. 
Dwivedi et al. (2023) further highlighted the importance of ChatGPT as an addi-
tional tool to assist academics in their teaching and learning, and research obliga-
tions. However, they also outlined the challenges that need to be addressed in the 
deployment of such AI tools. One major concern revolves around biases that may be 
inherent in the AI system itself.

While ChatGPT has been studied extensively in the context of various educational 
tools, there is indeed a limited amount of research specifically on its potential use and 
impact on help-seeking behaviour among students. One study that is related to this 
scope is by Zhang (2023), who conducted a lab experiment with students answering 
multiple-choice questions across 25 academic subjects with the assistance of Chat-
GPT. The study found that the students were more likely to weigh in advice from 
the chatbot if they were unfamiliar with the topic, had used ChatGPT in the past, or 
had previously received accurate advice. In addition, Olga et al. (2023) highlighted 
that ChatGPT can provide automated review and feedback for assignments, act as a 
digital tutor to answer questions, and generate examples for learning activities. On 
the other hand, they also noted that ChatGPT could ironically misguide students due 
to the system’s limitation and bias. This drawback may reduce the reliability of Chat-
GPT as an academic help-seeking medium among students.

To date, studies have primarily focused on the overall performance outcomes asso-
ciated with ChatGPT’s use in education, overlooking the potential influence of these 
technologies on students’ approaches to seeking academic help. Given the 24/7 avail-
ability and accessibility of AI platforms like ChatGPT, which may alter traditional 
dynamics of help seeking, it is imperative for future research to explore this domain. 
Such investigations would provide crucial insights into the ways in which AI tools 
could encourage or deter help-seeking behaviour among students, and how these 
behaviours might subsequently impact their learning outcomes.

2.3  Research context

Since 1963, Malaysia’s higher education system has emerged and evolved into a 
binary structure. As acknowledged in the Malaysia Education Blueprint (Higher Edu-
cation) (MOE, 2015), its higher education is governed by the Federal government 
through the Ministry of Higher Education (MOHE) with exceptions to central agen-
cies such as Public Service Department and the Treasury whose jurisdiction includes 
budgetary, financial, and human resource matters (Sirat & Wan, 2022). This limits the 
institutional autonomy of the public universities. More importantly, several legisla-
tions were enacted between 1971 and 2007 to govern higher education institutions. 
The Universities and University Colleges Act 1971 (Act 30) the is legislation that 
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governs relations between the state and public universities. Conversely, the Private 
Higher Educational Institution Act 1996 (Act 555) provides the legal standing to 
establish private higher education institutions and empowers the Minister of Higher 
Education authority to regulate these private institutions. The higher education sys-
tem in Malaysia comprises the public and private sectors with a minimal interface 
between them. At present, there are 20 public universities and 426 private universi-
ties, university colleges, and colleges (Sirat & Wan, 2022).

Within the Malaysian higher education landscape, there is a dynamic interplay of 
challenges and opportunities. These include the need to address the quality of educa-
tion (Morshidi et al., 2020), provide equal access to diverse student populations, and 
enhance the international competitiveness of Malaysian universities (MOE, 2015). 
Moreover, the advent of Artificial Intelligence (AI) has introduced both promises and 
complexities. AI’s potential to aid university students’ learning experiences is unde-
niable. However, it also brings forth a spectrum of challenges and ethical consider-
ations. The integration of AI, such as ChatGPT, into educational settings necessitates 
careful deliberation on issues related to self-regulated learning, data privacy, bias, 
and the impact on traditional pedagogical methods.

3  Methods

This study employed a sequential explanatory mixed-method research design to 
investigate university students’ readiness, and perceived usefulness of using Chat-
GPT for academic purposes. The use of mixed methods allowed for a comprehensive 
exploration of the research objectives by integrating quantitative and qualitative data 
collection and analysis techniques, where the intent was to use the qualitative meth-
ods to help explain the quantitative results in more depth (Creswell, 2015; Tashakkori 
et al., 2020). We fully acknowledge that qualitative research is primarily designed 
to provide a rich understanding of complex phenomena from the participants’ per-
spectives, focusing on context and nuances. Our rationale for employing open-ended 
questions in a questionnaire format lies in our intent to capture both quantitative and 
qualitative data concurrently, allowing us to complement quantitative insights with 
qualitative narratives (Creswell & Plano Clark, 2017). This mixed-methods approach 
was chosen to offer a more comprehensive understanding of the phenomenon under 
investigation (Tashakkori et al., 2020).

3.1  Sample

A non-probability sampling technique was chosen due to its ability to focus on par-
ticular characteristics of a population that are of interest (Etikan et al., 2016). In this 
study, a total of 373 students of different fields of study from a public university in 
Malaysia participated. Key demographic information of the participants is illustrated 
in Table 1.

As indicated in Table  1, a higher percentage of the participants (54.2%) were 
female, which is indicative of the gender distribution in higher education institutions 
in Malaysia (Norman & Kaur, 2022). 85.8% of them were within the age group of 
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20 to 29 years old. Furthermore, a large majority of them were in the first year of 
their university education (95%), with most of them studying via online mode (98%), 
which is particularly relevant for this study as this allows for insights into their help-
seeking behaviours in the usage of ChatGPT. The participants’ frequency of using 
ChatGPT is shown in Table 2.

Only 12.3% of the participants noted that they used ChatGPT every day while 
most of them used it occasionally during the week. The different levels of usage 
provided an opportunity for this study to gauge students’ perceived usefulness of 
ChatGPT in assisting in their academic tasks.

3.2  Instrumentation

A cross-sectional quantitative survey method was employed in this study. A ques-
tionnaire was developed to gauge university students’ readiness, and the perceived 
usefulness of using ChatGPT for academic purposes. It contained four main sec-
tions: Section A contained five basic demographic questions (i.e., gender, age, mode 
of learning, year of study, and frequency of using ChatGPT); Section B was on the 
students’ readiness to use ChatGPT; Section C was on their perceived usefulness of 
ChatGPT while Section D covered four open-ended questions to gather the partici-
pants’ views and suggestions on the use of ChatGPT for academic purposes. For Sec-
tions B and C, the instrument consisted of 20 items on a four-point Likert scale, with 
1 being strongly disagree, and 4 being strongly agree.

3.3  Data collection

Respondents were administered an online questionnaire in April 2023. With regard to 
ethical considerations, students’ consent to take part in this study was sought before 

How often do you use ChatGPT? Frequency Percentage
Every day 46 12.3%
More than once a week 117 31.4%
Once a week 87 23.3%
Less than once a week 124 33.2%

Table 2  Participants’ frequency 
of using ChatGPT (N = 373)
 

Information Categories Frequency Percentage
Gender Male 171 45.84%

Female 202 54.16%
Age Below 20 years old 49 13.14%

20–29 years old 320 85.79%
30 years old and above 4 1.07%

Mode of Learning Online 367 98.39%
Face-to-Face 6 1.61%

Year of Study Year 1 355 95.17%
Year 2 15 4.02%
Year 3 3 0.80%

Table 1  Demographic distribu-
tion of participants (N = 373)
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they filled in the questionnaire. On the front cover of the questionnaire, it was stated 
that the respondents were given the choice to either take part in the survey, or other-
wise. Participation was strictly voluntary, and anonymous. Thus, by completing the 
questionnaire, the respondents had given their consent.

3.4  Data analysis

The quantitative data from the questionnaires were imported into IBM’s Statistical 
Product and Service Solutions (SPSS) software version 27, and screened. A valid 
data set of 373 surveys was used for analysis. Prior to further analysis, the validity 
and reliability of the instrument was determined. The Cronbach’s alpha coefficient 
value (0.92) suggested that the instrument had very good internal consistency, and 
was considered highly reliable (Bond & Fox, 2015).

Descriptive statistics (mean, frequency count, and standard deviation) were used 
to show the participants’ overall level of agreement to each item. In the context of a 
four-point Likert scale, where 4 is the highest level of agreement, a mean score of 3.0 
would suggest a fairly high level of agreement on average among respondents. This 
score is above the scale’s midpoint of 2.5, indicating that the majority of responses 
lean towards agreement on the statement (Sullivan & Artino, 2013).

Recognizing responses to the open-ended items varied in length, from just a few 
words to more detailed descriptions and examples, we employed a deductive theme 
analysis as we used predefined themes based on our research questions to guide our 
analysis (Miles et al., 2019). The open-ended questions in our survey were desig-
nated as mandatory as we aimed to maximize the completeness of the dataset. This 
approach helps ensure that we receive responses from all participants, providing a 
more comprehensive dataset for analysis (Dillman et al., 2014).

Responses in the open-ended questions were analysed using a four-step approach. 
First, all data sets were read to ensure familiarity. Next, themes and propositions were 
generated using the constant comparative analysis technique (Lester et al., 2020) 
using a qualitative data analysis tool, ATLAS.ti 22, and coded. Third, each code label 
was examined. Codes that were similar or overlapping were merged. Finally, specific 
quotes from the open-ended questions were highlighted to support the quantitative 
findings, adding more depth and richness to the study. The combination of both types 
of data from the quantitative and qualitative methods provides the robust analysis 
required for a mixed-method design (Tashakkori et al., 2020). Students’ responses 
were coded Student 1 (S1) to Student 373 (S373) to ensure respondent confidentiality.

3.5  Findings

3.5.1  Students’ readiness to use ChatGPT for academic purposes

This section on quantitative findings covers the responses from students who have 
used ChatGPT. Table  3 shows their level of agreement on items concerning their 
readiness to use it.

The reported mean scores substantiated an overall positive predisposition towards 
employing ChatGPT among respondents albeit with some degree of variability. The 
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respondents expressed a strong conviction in their capacity to master the use of Chat-
GPT, as evidenced by an impressive mean score of 3.09 out of a possible 4. Notably, 
those respondents with prior exposure indicated a considerable understanding of its 
capabilities, with a mean score of 3.07. There is a further substantial degree of assur-
ance in their current skills to manipulate ChatGPT as underscored by the mean score 
of 2.98.

The data also unearthed a more-than-average assurance among respondents in the 
potential of ChatGPT to augment their learning experience, registering a high mean 
score of 3.33. Equally promising is the discovery that respondents have the requisite 
technological infrastructure to access ChatGPT, with adequate internet connection 
and smart devices, as denoted by a score of 3.21. However, juxtaposed against this 
positivity is a significant revelation indicating a perception among respondents that 
the university falls short in providing adequate guidelines for the utilisation of AI 
tools such as ChatGPT. This sentiment registered the lowest mean score of 2.52, 
highlighting a visible gap in institutional support and guidance that warrants immedi-
ate attention.

In the context of integrating and accrediting ChatGPT-generated content in aca-
demic tasks or assignments, scores hovered just below the 3-mark (2.95 and 2.93 
respectively). This reflects a moderate level of comfort and propensity, but not an 
overwhelming enthusiasm. It might be inferred that lingering ethical or academic 
integrity considerations pertaining to the use of AI-generated content exist. Intrigu-
ingly, the statement regarding the necessity for caution in divulging sensitive infor-
mation when deploying ChatGPT earned the highest mean score of 3.35. This implies 
a heightened level of vigilance and discernment pertaining to data privacy and secu-
rity in the deployment of AI tools among the respondent population.

Excerpts from the open-ended questions support the quantitative data findings. 
Students demonstrated a readiness to integrate ChatGPT into their daily tasks, with 
their feedback highlighting the tool’s user-friendliness and resourcefulness. Their 
sentiments collectively indicated a high level of preparedness to incorporate Chat-
GPT into their academic routine.

Table 3  Students’ readiness to use ChatGPT (N = 373)
Readiness to use ChatGPT Mean SD
I should be careful in sharing sensitive information when using ChatGPT. 3.35 0.666
I believe ChatGPT can help me in my learning. 3.33 0.647
I have access to a stable internet connection, and devices to use ChatGPT when 
needed.

3.21 0.622

I am confident in my ability to learn how to use ChatGPT efficiently. 3.09 0.634
I am familiar with ChatGPT, and its capabilities. 3.07 0.628
I am willing to attend training sessions or workshops to enhance my skills in using 
ChatGPT.

3.01 0.764

I have the necessary skills to use ChatGPT effectively. 2.98 0.661
I am keen to integrate ChatGPT-generated content in my tasks or assignments. 2.95 0.695
I feel comfortable using ChatGPT-generated content in my tasks or assignments by 
acknowledging it.

2.93 0.749

I feel that my university provides adequate guidelines for using ChatGPT, and other 
AI tools.

2.52 0.827
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A recurring theme in the students’ responses was their recognition of ChatGPT’s 
ability to provide simple and comprehensible explanations. This perception often 
contrasted with their experience in traditional classroom settings. A significant num-
ber of students conveyed that ChatGPT’s straightforward answers surpassed their 
classroom encounters with lecturers, and provided a clearer understanding of course 
material:

“[ChatGPT] explains the course contents in a much simpler, and more under-
standable way, better than my lecturer. When I am stuck on a coding prob-
lem, or when I have general questions, because it can give accurate answers 
straight away, it is better than Google. I like how it uses simple words 
when explaining things as if a human is answering my questions.” (S103). 

“Some of the lecture notes did not have enough examples. So, I use ChatGPT 
to help me [on] how to use some of the formulas.” (S126).

The students’ sentiments also centred on the efficiency and accuracy of ChatGPT’s 
responses. They valued its ability to promptly provide precise answers, streamlining 
their search for information:

“Because ChatGPT only compresses [one] answer for each question asked. 
It’s different from Google [that] displays many answers, and [you] must 
choose [from] its own description. [ChatGPT is] able to explain a ques-
tion in a complete and easy-to-understand manner, [and] display a complete 
answer. I don’t have to spend a lot of time choosing the best answer.” (S111). 

“Google will give me different answers, and I’m not sure which is the most 
accurate one. [But] I will ask ChatGPT which is the correct one. Once you key 
in your question, you only [need to] wait around 5 seconds to get your answer 
without [having to view] the websites one by one.” (S368).

Convenience emerged as a prominent attribute of ChatGPT for students. They high-
lighted the tool’s accessibility especially to academic concepts and theories whenever 
and wherever needed. This was coupled with an appreciation for the tool’s ability to 
simplify complex concepts, aiding in retention and understanding:

“It helps me to better understand and visualise some concepts in subjects as it 
could explain in simple terms, and relate to other items, making the concept 
easier to be remembered. I like ChatGPT because [I can] access it anywhere 
and anytime I want.” (S325).
“[With] theory explanation, it could explain it using clear and classic, relevant 
examples.” (S297).

As a whole, student feedback indicated their enthusiastic willingness to embrace 
ChatGPT as a valuable tool for their academic endeavours. They cited its user-friendly 
interface, resourcefulness, and capacity to provide clear and accurate explanations as 
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driving factors behind their readiness to integrate it into their learning routine. The 
students’ recognition of ChatGPT’s efficiency in delivering on-point answers, paired 
with its availability, and ability to simplify complex concepts, further solidified their 
positive perception of its implications for their academic journey.

3.6  Students’ perceived usefulness of ChatGPT for academic purposes

This section covers the quantitative findings from students on the perceived useful-
ness of the usage of ChatGPT for academic purposes. Table 4 shows their level of 
agreement on items concerning its usefulness.

As shown in Table 4, the findings demonstrated a positive perception of ChatG-
PT’s impact on the learning experience, and task completion. The mean scores, rang-
ing from 2.99 to 3.30 on a scale of 4, indicated a predominantly positive evaluation 
from the participants. Particularly noteworthy was the highest mean score of 3.30, 
signifying the respondents’ firm belief that ChatGPT plays a significant role in facili-
tating task and assignment completion. Additionally, a mean score of 3.27 reflected 
the respondents’ conviction that ChatGPT has the potential to enhance learning expe-
riences. Equally notable was its ability to expedite the process of locating resources 
essential for task accomplishment (mean = 3.27).

The perceived capacity of ChatGPT to promote a deeper comprehension of com-
plex concepts, and alleviate the stress associated with completing tasks or assign-
ments was also met with favour, as indicated by the mean scores of 3.26 and 3.21 
respectively. The lowest mean score of 2.99, although still relatively high, was 
assigned to two specific perceptions: that ChatGPT will enhance critical thinking and 
problem-solving skills, and that it complements the participants’ own effort and cre-
ativity. This finding implies that, while participants recognise the value of ChatGPT, 
they concurrently acknowledge the vital role their own input and creativity plays in 
the learning process.

Consequently, these compelling results underscore the status of ChatGPT as a 
valuable tool for supporting learning, and task completion while also emphasising 
the potential for further refinement in areas such as enhancing critical thinking skills, 
and complementing students’ creativity. To explain the quantitative findings, the 
perceived usefulness of ChatGPT was enquired on through the open-ended ques-

Table 4  Participants’ perceived usefulness of ChatGPT (N = 373)
Perceived Usefulness of ChatGPT Mean SD
ChatGPT makes it easier for me to complete my tasks or assignments. 3.30 0.626
ChatGPT improves my learning experience. 3.27 0.580
ChatGPT makes it faster for me to find resources to complete tasks or assignments. 3.27 0.651
ChatGPT helps me better understand complex concepts. 3.26 0.642
ChatGPT reduces my stress in completing task or assignments. 3.21 0.706
ChatGPT improves my ability to communicate ideas effectively in my tasks or 
assignments.

3.12 0.681

ChatGPT supports me in developing original ideas for my tasks or assignments. 3.12 0.681
ChatGPT helps me achieve higher grades in my coursework. 3.02 0.757
ChatGPT enhances my critical thinking and problem-solving skills. 2.99 0.766
ChatGPT complements my own effort and creativity. 2.99 0.714
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tions. In general, about 60% of the students (n = 224) acknowledged the usefulness of 
ChatGPT in their academic pursuits. They reported employing the tool to assist with 
assignments, and task completion, emphasising its ability to help them elaborate on 
points effectively. One student (S76) expressed,

[It helps] me with the assignment… It can help me to elaborate on my point 
without [my] wasting time thinking of them.

Students revealed that ChatGPT serves as a springboard for initiating assignments, 
and guiding their research direction though they remain cautious about the accuracy 
and reliability of the information obtained. As noted by another student (S151),

[It is a] springboard to start my assignments. I use it to give me an idea of where 
to start my research before I write an essay. I am aware that its facts might not 
be accurate or reliable, [and] that’s why I fact-check all ChatGPT’s info.

Moreover, students identified ChatGPT’s role in aiding in their assessments, and 
enhancing their knowledge base. A student (S346) commented,

ChatGPT helps me a lot with my assessments whenever I felt stuck, or I don’t 
have any [ideas]. It’s easy to use, convenient, and improves my ability, and 
[helps me] gain new knowledge.

Several students underlined ChatGPT’s resource-finding capabilities, affirming its 
efficiency in complementing lecture content. One student (S135) clarified,

“Normally stuff provided in lectures and notes isn’t enough to tackle [the] 
weekly questions in tutorials and labs, so I opt for ChatGPT to find such infor-
mation. By all means, I do not use ChatGPT to cheat, or get answers quickly; 
it’s more [about knowing] where to find certain information [more easily]. It 
makes my studying more efficient; instead of scouring through hundreds of 
slides, books, and notes, I could just give a prompt to find what I’m looking for. 
It’s very time efficient, and cost efficient.”

Furthermore, students highlighted ChatGP’s ability to simplify complex concepts, 
aiding comprehension. Students acknowledged its contribution to overcoming 
challenges such as “brain fog” in science-related fields (S72), and its proficiency 
in providing detailed explanations (S164), and solving mathematical and scientific 
problems swiftly (S39). More importantly, ChatGPT was also recognised for its 
impact on students’ productivity, and time management. Respondents consistently 
attested to ChatGPT’s assistance that led to stress reduction, and timely completion 
of assignments:

“ChatGPT reduces my stress about doing unnecessarily hard assignments that 
cost me too much time.” (S23).
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“Using Chat GPT helps me find the answers to my questions [easily]. So, 
this situation saves [me] time [on going] to the library, or [doing] research on 
Google.” (S42).
“ChatGPT can understand my question.” (S77).

However, concerns were raised regarding overreliance on AI tools like ChatGPT. 
Students noted the potential detrimental effects on critical thinking, and problem-
solving skills:

“Relying solely on AI tools for academic work may result in a lack of original-
ity in the work. It is important for students to develop their own critical thinking 
skills, and perspectives.” (S79).
“Students [who] rely on ChatGPT will lose problem-solving skills as they will 
be [too] lazy to think.” (S310).

Furthermore, the students expressed apprehension that excessive reliance on Chat-
GPT could stifle creativity, and discourage independent thinking:

“It may kill the creativity of students, and it will increase the number of stu-
dents with the attitude of waiting to be spoon-fed if they do not understand how 
to use ChatGPT ethically.” (S26).

In summary, student perceptions of ChatGPT’s usage for academic purposes are 
predominantly positive, highlighting its role in enhancing assignment completion, 
aiding comprehension of complex concepts, and facilitating efficient resource search-
ing. Nonetheless, students acknowledged the importance of maintaining a balance 
between utilising AI assistance, and cultivating critical thinking, problem-solving 
skills, and creativity.

4  Discussion

This study investigated university students’ readiness to use ChatGPT, and its per-
ceived usefulness for academic purposes. The study further postulates practical 
implications for academic help-seeking behaviour among students in the usage of 
ChatGPT.

First, the results of this study indicated that students have the proficiency, will-
ingness, and the requisite technological infrastructure to use ChatGPT, with a large 
majority concurring with its ability to augment their learning experience. The results 
corroborate with the findings of Kasneci et al. (2023), Mijwil and Aljanabi (2023), 
and Kuhail et al. (2023) who found that ChatGPT has the potential to enhance learn-
ing, and create individualised educational experiences for students. Second, students 
were ready to integrate ChatGPT into their learning routines due to its ability to 
provide clear and accurate explanations (Foroughi et al., 2023). Furthermore, they 
also shared that the tool’s ability to simplify complex concepts, and deliver straight-
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forward answers was the main reason behind their motivation to use the software 
(Olga et al., 2023).

The findings also showed students’ positive perception of ChatGPT’s usefulness 
in facilitating task and assignment completions, and its resourcefulness in locating 
learning materials. These findings corroborated with other studies that found that 
university students used ChatGPT as the main resource for learning, and completing 
their academic tasks, such as assignments (e.g., Chen et al., 2023; Gupta et al., 2019). 
In addition, students also found it to be useful in elevating their stress, and assisting 
them in comprehending complex concepts in their studies (Crawford et al., 2023; 
Smith et al., 2023). However, the findings also indicated that students acknowledged 
the need to maintain a balance in the learning process between AI assistance, and 
their own critical thinking, problem-solving skills, and creativity (Huang, 2021; Mat-
thee & Turpin, 2019).

4.1  Limitations and recommendations for Future Research

This study comes with several limitations. First, the results cannot be generalised 
because the sample was not only concentrated on only one public university in Malay-
sia, but also involved students from different fields of study. Second, the sample size 
was small. Therefore, future research should focus on more public universities in 
Malaysia, with possibly the added perspective from instructors as well.

5  Conclusion

The purpose of this study was to investigate university students’ readiness to use 
ChatGPT, and its perceived usefulness for academic purposes. From the results, there 
are two important implications for practice. First, the overall findings of this study 
revealed that students were ready to use ChatGPT for academic purposes. However, 
in terms of adequate guidelines for the utilisation of AI tools such as ChatGPT in 
universities, students felt that there was a lack of guidance in this aspect, thus requir-
ing urgent attention. In light of this, the present study’s findings could be used as a 
starting point for universities to then formulate a guideline for using ChatGPT, and 
other AI tools, and nurture self-regulated learning among students. In addition, con-
cerns were raised among students on the overreliance on AI tools like ChatGPT, and 
its negative impacts on critical thinking, creativity, and problem-solving skills. To 
address these concerns, instructors and universities must carefully consider how to 
incorporate AI technology such as ChatGPT into the learning and teaching process in 
a way that supports critical thinking, and self-regulated learning.

It can be concluded that the students’ readiness, and use of ChatGPT and other AI 
tools is closely bound by university policies, and the instructors’ adoption practices 
(Adams et al., 2022). As the thrust towards implementing AI in classrooms gathers 
pace (Ifenthaler & Schumacher, 2023), training and awareness programmes must 
be implemented to facilitate the adoption process for both students, and instructors. 
Students needs to be made aware that the originality of their work is essential for 
effective assessment, and improved learning outcomes while instructors are able to 
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instil a strong sense of academic integrity by helping students navigate the complex 
ethical questions that arise when using AI technology in academic settings.

Data Availability  The datasets generated during and/or analysed during the current study are available 
from the corresponding author on reasonable request.
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