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Abstract
ChatGPT, the newest pre-trained large language model, has recently attracted 
unprecedented worldwide attention. Its exceptional performance in understanding 
human language and completing a variety of tasks in a conversational way has led to 
heated discussions about its implications for and use in education. This exploratory 
study represents one of the first attempts to examine the possible role of ChatGPT 
in facilitating the teaching and learning of writing English as a Foreign Language 
(EFL). We examined ChatGPT’s potential to support EFL teachers’ feedback on 
students’ writing. To reach this goal, we first investigated ChatGPT’s performance 
in generating feedback on EFL students’ argumentative writing. Fifty English argu-
mentative essays composed by Chinese undergraduate students were collected and 
used as feedback targets. ChatGPT and five Chinese EFL teachers offered feedback 
on the content, organisation, and language aspects of the essays. We compared Chat-
GPT- and teacher-generated feedback in terms of their amount and type. The results 
showed that ChatGPT produced a significantly larger amount of feedback than 
teachers and that compared with teacher feedback, which mainly focused on con-
tent-related and language-related issues, ChatGPT distributed its attention relatively 
equally among the three feedback foci (i.e., content, organisation, and language). 
Our results also indicated that ChatGPT and teachers displayed tendencies towards 
using different feedback types when evaluating different aspects of students’ writing. 
Additionally, we examined EFL teachers’ perceptions of using ChatGPT-generated 
feedback to support their own feedback. The five teachers reported both positive and 
negative perceptions of the features of ChatGPT feedback and the relation between 
ChatGPT and teacher feedback. To foster EFL students’ writing skills, we suggest 
that teachers collaborate with ChatGPT in generating feedback on student writing.
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1  Introduction

Teacher feedback plays an important role in the teaching and learning of writ-
ing English as a Foreign Language (EFL). As a crucial source of students’ per-
ceived self-efficacy (Dujinhower et  al., 2010), teacher feedback can bring many 
benefits to students, such as helping them identify areas in need of improvement 
and encouraging additional practice attempts (McMartin-Miller, 2014). However, 
providing feedback is time-consuming and can result in teacher burnout (Lee, 
2014). Feedback given by teachers who teach large size classes can be limited 
(Yang et al., 2006), and such teachers often suffer from the tedium of correcting 
student essays (Hyland, 1990). Alternatives to teacher feedback have been used 
to help address these problems. Generally, two types of supplementary feedback 
are used in the writing classroom: peer feedback and machine feedback. The for-
mer involves classmates assessing each other’s texts and providing comments and 
suggestions, and the latter involves using software to automatically generate feed-
back on students’ writing. Compared with teacher feedback and peer feedback, 
the principal advantage of machine feedback is its efficiency: automated writing 
evaluation (AWE) systems can produce immediate feedback on students’ writing 
(Shermis & Burstein, 2013).

In recent decades, a number of AWE systems, such as Grammarly (Koltovs-
kaia, 2020), eRevise (Wang et al., 2020), and Pigai (Geng & Razali, 2020), have 
been developed, which have helped increase teachers’ feedback, expedite the pro-
cess of providing feedback (Wilson & Czik, 2016), accelerate the practice–feed-
back loop (Kellogg et al., 2010), and lessen teachers’ feedback burden (Ranalli, 
2018). Empirical evidence has shown that combining teacher feedback with AWE 
can enable teachers to be selective in the type of feedback they provide, thereby 
increasing students’ writing motivation, writing persistence, and writing quality 
(Grimes & Warschauer, 2010; Link et al., 2022; Wilson & Czik, 2016). Notably, 
although studies have indicated the usefulness of AWE tools for correcting and 
improving surface-level features (e.g., grammatical and mechanical errors) of stu-
dents’ writing, existing AWE systems’ capabilities of evaluating deep-level fea-
tures (e.g., organisation and content) have been repeatedly questioned (Burstein 
et al., 2004; Fu et al., 2022; Hearst, 2000). As a result, the use of AWE feedback 
might lead to an excessive focus on surface-level features and inadequate atten-
tion to propositional content on the part of students (Li et al., 2015). In practice, 
many EFL teachers tend to use AWE as a complement to their feedback. That is, 
teachers use AWE systems to provide feedback on the formal features of student 
essays, thereby gaining more time to deal with higher-level issues (Stevenson, 
2016). In other words, teachers collaborate with AWE systems in generating feed-
back on students’ writing.

Successful collaboration between EFL teachers and AWE systems depends on 
two factors: the teachers’ and systems’ respective capabilities and the manner in 
which they collaborate. With regard to the first factor, as mentioned above, current 
AWE systems have been criticised for their inability to evaluate the deep-level 
features of students’ writing. This deficiency has led to most teachers adopting a 
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collaboration mode in which they attend to content-related issues while machines 
deal with surface-level problems. Thanks to the advancement of artificial intel-
ligence (AI) and natural language processing (NLP), machines’ capabilities 
of understanding, analysing, and evaluating human written texts have greatly 
improved (Wambsganss et al., 2022; Zhu et al., 2020). When such advanced AI-
enabled technologies are integrated into writing pedagogy and used to assess stu-
dents’ writing and generate automated feedback, the collaboration mode between 
teachers and machines may change. Before teachers can decide how to team up 
with AI-enabled machines, a necessary first step will be to examine AI’s capabili-
ties of feedback generation and understand the differences between EFL teachers 
and AI technology. This understanding will enable teachers’ optimal use of AI to 
support their provision of feedback.

Previous studies have primarily compared feedback provided by teachers with 
and without the assistance of machines in order to investigate differences between 
them (e.g., Link et al., 2022; Wilson & Czik, 2016). Thus far, few (if any) studies 
have been conducted to compare feedback generated by teachers and by machines 
and identify differences between these two feedback providers. The reason for this 
research gap could be the idea that existing AWE systems are not competent enough 
to compare with teachers. However, with the emergence of advanced AI-powered 
technologies (e.g., ChatGPT), it might be necessary to reconsider this proposition 
and compare the feedback of teachers with that of machines. It is important to note 
here that our goal in making these comparisons (rather than examining machine 
feedback in isolation from teacher feedback) is not to examine the potential of AI to 
replace human teachers but to explore its possible role in supporting teacher feed-
back (Stevenson & Phakiti, 2014).

1.1 � ChatGPT

The advancement of AI has led to the emergence of pre-trained large language 
models (LLMs) such as BERT (Devlin et  al., 2019), which have demonstrated 
exceptional performance on various downstream tasks. Recently, ChatGPT (Ope-
nAI, 2022), the latest LLM trained on a vast corpus of text data, has gained wide-
spread popularity and attracted over 100 million users within just two months after 
its release. Compared with its predecessors, such as GPT-1 (Radford et al., 2018), 
GPT-2 (Radford et al., 2019), and GPT-3 (Brown et al., 2020), which may produce 
untruthful, toxic, and unhelpful content, ChatGPT utilises the reinforcement learn-
ing from human feedback method (RLHF; Stiennon et al., 2020) to change its lan-
guage modelling objective from ‘predicting the next token on a webpage from the 
internet’ to ‘following users’ instructions helpfully and safely’ (Ouyang et al., 2022, 
p. 2). Accordingly, compared with previous LLMs, ChatGPT can generate more 
truthful and less toxic human-like responses to users’ prompts in a conversational 
manner, acting as a chatbot, and has become a versatile tool with a range of appli-
cations, such as composing poetry, commenting on news, debugging code, writing 
essays, and summarising literature (Taecharungroj, 2023; van Dis et al., 2023).
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In the realm of education, researchers have been discussing ChatGPT’s implica-
tions for teaching and learning (Garcia-Peñalvo, 2023; Rudolph et al., 2023; Zhai, 
2022) and exploring its potential use in various subjects, such as journalism and 
media (Pavlik, 2023), medicine (Gilson et al., 2022; Khan et al., 2023), and engi-
neering education (Qadir, 2022). For example, Kung et al. (2023) found that Chat-
GPT demonstrated a high level of performance that was either at or very close to the 
passing threshold for the United States Medical Licensing Examination, suggesting 
its great potential in assisting learners with medical education. Despite its potential 
contribution to the education field, ChatGPT has been criticised for its potentially 
negative effects on student learning, such as facilitating cheating. Some universities 
and institutions have even banned their students from using ChatGPT for classroom, 
coursework, and assessment tasks (Yau & Chan, 2023). Such policies seem to be 
due to our limited knowledge of ChatGPT’s potential.

Arguably, because ChatGPT is equipped with the capacity to comprehend lan-
guage patterns and connections (Rudolph et al., 2023), its prospects for supporting 
writing-related tasks in language learning, such as correcting grammatical mistakes 
and rephrasing sentences, are promising. Despite the ongoing heated discussion 
about whether ChatGPT should be resisted or embraced by teachers and students, 
few empirical studies have been conducted to examine the role of this newly devel-
oped AI tool in the EFL classroom. To the best of our knowledge, there is no empiri-
cal evidence showing ChatGPT’s potential to support writing teachers’ feedback 
provision. Therefore, we explored how EFL teachers might be able to collaborate 
with ChatGPT in generating feedback on student essays.

1.2 � Research questions

In this exploratory study, we aimed both to investigate ChatGPT’s capability to eval-
uate and provide feedback on EFL students’ writing and to understand its potential 
to support teacher feedback. To reach this goal, the following two research questions 
were proposed to guide the investigation:

RQ1: What are the differences between ChatGPT- and teacher-generated feed-
back on EFL students’ writing?
RQ2: How do EFL teachers perceive ChatGPT-generated feedback on EFL stu-
dents’ writing?

RQ1 examined ChatGPT’s capability of producing feedback on student writing 
by comparing its feedback performance with that of EFL teachers, thus providing 
a complete understanding of each feedback provider’s strengths and weaknesses. 
Based on that understanding, the collaboration between ChatGPT and EFL teachers 
can be properly planned. RQ2 explored ChatGPT’s feedback performance from the 
perspective of EFL teachers because they will be collaborating with ChatGPT, and 
their perceptions of this collaborator are of great importance. In other words, teach-
ers’ perceptions will influence whether an AWE technology is appropriately utilised 
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for classroom instruction and provide an important source of evidence when exam-
ining the efficacy of that technology (Wilson et al., 2021).

2 � Methods

2.1 � Participants

We recruited five Chinese EFL teachers (one male and four females) using the con-
venience sampling method. As shown in Table 1, Teachers Y and H, each of whom 
had 7 years of experience teaching English to undergraduates, were the most senior 
participants. Teachers X, M, and L had been teaching English to undergraduate stu-
dents for 5, 5, and 3 years, respectively. Teacher Y held a doctoral degree, and each 
of the other participants held a master’s degree. Teacher L always gave feedback on 
her students’ writing. Teachers Y, H, and X often provided students with writing 
feedback. Teacher M did not offer feedback very frequently. Teachers Y, M, and L 
were experienced in using technology for feedback provision, but in different ways 
– Teachers Y and M asked the students themselves to use AWE tools (e.g., Pigai and 
Grammarly) to obtain feedback, whereas Teacher L also used AWE tools to assist in 
her own feedback generation. We obtained the teachers’ consent to participate in the 
study.

2.2 � Data collection

Fifty English argumentative essays written by Chinese undergraduate students (24 
males and 26 females) were used as the feedback provision targets in this study. The 
students ranged from 18 to 21 years of age, with a mean age of 19.54 years (SD = 0.48). 
The students demonstrated proficiency in English, with proficiency levels ranging 
from B2 to C1 of the Common European Framework of Reference for Languages. The 
students came from diverse academic backgrounds, including 21 engineering students, 

Table 1   Profile of the participating EFL teachers

 ‘Feedback frequency’ was operationalised as the ratio of teacher feedback instances provided on student 
writing. It was calculated as the number of feedback instances given by the teacher divided by the total 
number of writing tasks assigned to students. ‘Never’, ‘seldom’, ‘sometimes’, ‘often’, and ‘always’ meant 
that the teacher provided 0, 1–2, 3–5, 6–8, and 9–10 instances of teacher feedback, respectively, among 
10 writing assignments in their teaching

Teacher Gender Age Educational back-
ground

Years of 
English 
teaching

Feedback frequency Technology use for 
feedback provision

Y Male 40 Doctoral degree 7 Often Experienced
H Female 33 Master’s degree 7 Often Novice
X Female 32 Master’s degree 5 Often Novice
M Female 32 Master’s degree 5 Sometimes Experienced
L Female 26 Master’s degree 3 Always Experienced
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17 science students, and 12 business administration students. All of the students were 
enrolled in an academic English course, and the essays were submitted as an after-
class assignment, contributing to 10% of their final course score.

The writing task prompted the students to write an essay of at least 300 words about 
whether ‘college students should base their choice of a field of study on the availabil-
ity of jobs in that field’ (adapted from the Graduate Record Examination’s ‘Analyze 
an Issue’ task). The students completed the essays as after-class assignments. The 50 
essays ranged from 314 to 455 words in length, with an average of 375 words. Follow-
ing the categorisation of feedback focus commonly adopted in previous studies (e.g., 
Alshuraidah & Storch, 2019; Guo et al., 2022; Yang et al., 2006), this study examined 
the differences between ChatGPT and teacher feedback on students’ argumentative 
writing concerning three aspects: content, organisation, and language. Specifically, 
content feedback focused on the quality and development of arguments (e.g., support-
ing evidence and logical reasoning); organisation feedback related to issues such as 
the absence of topic sentences in paragraphs and the inadequate summarisation of 
ideas in the conclusion; and language feedback pertained to grammatical errors, word 
choice, and mechanics (e.g., spelling and formatting).

ChatGPT was used to evaluate the 50 essays and generate feedback. Three 
prompts were created to obtain feedback outputs from ChatGPT: (1) please provide 
comments and suggestions on the content of the argumentative essay; (2) please pro-
vide comments and suggestions on the organisation of the argumentative essay; and 
(3) please provide comments and suggestions on the language of the argumenta-
tive essay. Notably, we only used the first output from ChatGPT in response to each 
prompt, although ChatGPT had a ‘try again’ function and could generate multiple 
different outputs in response to the same prompt. The outputs were collected by a 
research assistant in the US (ChatGPT was not accessible in China at the time of the 
study) over a period of 5 days from 14 to 18 December 2022.

At the same time, each participating teacher was assigned to provide feedback on 
10 of the 50 essays. To investigate the differences between ChatGPT feedback and 
teacher feedback, the teachers were given the same prompts as ChatGPT to evaluate 
the three aspects (i.e., content, organisation, and language) of the essays. To ensure 
that the teachers would generate feedback in the manner in which they were accus-
tomed in their previous teaching practices, we did not provide them with any other 
instructions or guidelines. The teachers were required to complete the feedback task 
within 2 weeks and to note the time they spent commenting on each essay. Over-
all, the five teachers spent 81 (Teacher Y), 134 (Teacher H), 92 (Teacher X), 305 
(Teacher M), and 48 min (Teacher L), respectively, on their comments.

After the teachers’ submission of their feedback, the feedback generated by Chat-
GPT was shared with the corresponding teacher. After receiving the ChatGPT feed-
back and comparing it with their own feedback, the teachers responded to a question-
naire that asked about (1) their evaluation of ChatGPT feedback quality (on content, 
organisation, and language) and (2) their perceptions of ChatGPT’s potential to sup-
port teacher feedback. This part of the study was designed to help us further understand 
ChatGPT’s possible role in supporting teacher feedback. The teachers were first asked 
to rate their perceived quality of ChatGPT-generated feedback (e.g., ChatGPT’s feed-
back on the content of student essays is of high quality) and their perceived usefulness 
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of ChatGPT for assisting teacher feedback (i.e., ChatGPT will be useful for supporting 
my feedback provision) on a 5-point Likert scale (ranging from 1 = ‘strongly disagree’ 
to 5 = ‘strongly agree’) and then provide reasons for their ratings.

2.3 � Data analysis

2.3.1 � Data analysis for answering RQ1

To address RQ1, each feedback message generated by ChatGPT and the participat-
ing teachers was first parsed into feedback units (i.e., idea units) according to the 
procedures described in Cho et al. (2006) and Link et al. (2022); a feedback unit was 
defined as a stand-alone message addressing a single problem or targeting a single 
feature of the text. To ensure accuracy, all of the feedback messages were parsed 
into idea units by both authors. All differences were resolved via consensus. This 
process resulted in identifying 1,284 ChatGPT feedback units and 547 teacher feed-
back units across the 50 essays (see Appendix Table 8 for details). Notably, among 
the 1,284 feedback units generated by ChatGPT, 229 units (18%) were found to be 
off-task, meaning that these comments were not related to the required feedback 
focus (content, organisation, or language). For example, the comment below is Chat-
GPT’s output in response to the prompt requiring it to provide comments and sug-
gestions on the organisation of essay number 3. In fact, ChatGPT was commenting 
on the content of the essay:

Overall, the essay effectively argues against the idea that college students 
should base their choice of a major on the availability of jobs in that field. 
[Essay number 3; ChatGPT feedback on organisation].

These 229 feedback units were excluded. In contrast, no off-task comments were 
found in the teachers’ feedback. As a result, 1,055 ChatGPT feedback units and 547 
teacher feedback units (see Appendix Table 9 for details) were included in our sub-
sequent analysis.

We categorised the type of feedback provided by ChatGPT and by the teachers. 
Feedback type is a crucial feedback feature that has been extensively investigated in 
the literature. It relates to the manner in which feedback is presented to the writer. 
Drawing on the typologies of feedback used in Cho et  al. (2006) and Wilson and 
Czik (2016), we developed a coding scheme for classifying the type of ChatGPT- 
and teacher-generated feedback (see Appendix Table  10). The coding framework 
included five feedback types. First, directive refers to feedback that directs students 
to add, remove, or modify text or that takes the form of direct editing. Second, 
informative pertains to feedback that provides students with information to consider 
when revising but does not direct them to make a specific revision. Third, query 
refers to feedback that asks clarifying questions. Fourth, praise relates to positive 
or encouraging remarks aimed at the author or specific parts of the text. Fifth, sum-
mary recapitulates the main points of the essay or a portion thereof.
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The self-contained feedback segments were coded using the coding framework. 
Our coding process, in accordance with the approach used by Link et  al. (2022), 
consisted of three phases, which were implemented to ensure the reliability and 
validity of the data analysis procedure. In the first phase, the two authors indepen-
dently coded a random 10% of feedback units (n = 160) and discussed discrepan-
cies between codes to add credibility to the coding process. In the second phase, 
we repeated the independent coding using a new randomly selected set of 10% of 
the data (n = 160), and we calculated reliability scores using Cohen’s kappa. The 
reliability scores were as follows: directive (0.87), informative (0.84), query (0.95), 
praise (0.94), and summary (0.89). These scores indicated a high level of inter-coder 
reliability. We discussed discrepancies until a final agreement was reached. After 
these two phases, both of the authors were reliable enough to implement independ-
ent coding. However, due to time constraints, the second author was unable to partic-
ipate in coding the remaining 80% of the data (n = 1,282). Therefore, the first author 
coded the remainder of the data, ensuring that the high level of inter-coder reliability 
achieved in the previous phases was maintained. See Appendices 11, 12, 13, and 14 
for the amounts of feedback types generated by ChatGPT and the teachers.

After the coding, we compared the differences in both feedback amount and feed-
back type between ChatGPT and the EFL teachers. With regard to feedback amount, 
it was determined that the normal distribution assumption was not satisfied for the 
content, organisation, and language feedback generated by either ChatGPT or the 
teachers. Hence, a Mann–Whitney test was conducted to examine the differences 
between the two groups.

To compare feedback types, the raw counts of the five feedback types were trans-
formed into proportions by dividing specific counts by the total number of feedback 
units for each essay in order to control for the variation in the feedback amount and 
essay length (Wilson & Czik, 2016). For example, the proportion of praise in the 
content aspect of an essay was calculated as its count divided by the sum of the 
content feedback units for the essay. The proportions of feedback types did not sat-
isfy the assumption of normal distribution, and a Mann–Whitney test was thus per-
formed to examine the differences between the two groups. The effect sizes of the 
tests were reported as r.

2.3.2 � Data analysis for answering RQ2

To address RQ2, descriptive statistics were used to analyse the EFL teachers’ rat-
ings on their perceived quality of ChatGPT feedback and their perceived usefulness 
of ChatGPT for supporting teacher feedback. Additionally, to further understand the 
teachers’ perceptions of ChatGPT, thematic analysis was conducted to analyse their 
textual responses to the questions (e.g., Could you please give reasons for your rat-
ing?) in order to identify recurring themes with regard to their positive and negative 
perceptions. Specifically, the teachers’ written responses were imported into NVivo 
11. Following the steps suggested by Braun and Clarke (2006) for conducting thematic 
analysis, the first author first repeatedly read the data and marked the data with initial 
codes related to teacher perceptions using positive perceptions and negative percep-
tions as higher-level organisation categories. Next, themes were identified inductively 
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from the initial codes, and then refined and given names. To ensure credibility, the sec-
ond author reviewed the coding scheme in order to increase its content validity. Revi-
sions were made until the two authors agreed on the scheme. Finally, the first and sec-
ond authors applied the revised coding scheme to the data separately. The inter-coder 
agreement was over 95%. All of the discrepancies then underwent further discussion, 
and a final agreement was reached after modification, as appropriate.

3 � Results

3.1 � Differences between ChatGPT‑ and teacher‑generated feedback (RQ1)

3.1.1 � Differences in feedback amount

Table  2 presents the results of the Mann–Whitney test that compared the amount of 
feedback generated by ChatGPT with the amount of feedback generated by the teachers 
on the content, organisation, and language aspects of the student essays. The descrip-
tive results showed that the teachers paid more attention to content-related issues 
(median = 4; range: 1–14) and language-related issues (median = 3; range: 0–18) in eval-
uating the student essays and less attention to organisation-related issues (median = 2; 
range: 1–5). In contrast, ChatGPT provided relatively equal amounts of feedback on 
content-related issues (median = 7; range: 2–12), organisation-related issues (median = 6; 
range: 1–13), and language-related issues (median = 7; range: 1–13).

Further, the Mann–Whitney test results indicated that the amount of ChatGPT 
feedback on content, organisation, and language was significantly higher than the 
amount of teacher feedback. For instance, regarding the content aspect, the median 
amount of feedback generated by the teachers was 4 (range: 1–14), whereas that 
generated by ChatGPT was 7 (range: 2–12). The test statistic was 524.500, the 
p-value was less than 0.001, and the effect size was -0.503, which suggested a sig-
nificant difference between the amount of content feedback generated by ChatGPT 
and that generated by the teachers, with a large effect size in favour of the teachers 
generating less content feedback. Similar results were obtained in the comparisons 
of feedback on the other two feedback foci, with large effect sizes for both: organisa-
tion (r = -0.676) and language (r = -0.598).

Table 2   Mann–Whitney test results on feedback amount

Feedback aspect Median (range) Mann–Whitney Z Significance r

Teacher ChatGPT

Content 4 (1–14) 7 (2–12) 524.500 -5.029 p < 0.001 (Teacher < Chat-
GPT)

-0.503

Organisation 2 (1–5) 6 (1–13) 278.500 -6.757 p < 0.001 (Teacher < Chat-
GPT)

-0.676

Language 3 (0–18) 7 (1–13) 387.000 -5.982 p < 0.001 (Teacher < Chat-
GPT)

-0.598
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3.1.2 � Differences in feedback type

Table 3 displays the results of the Mann–Whitney test that compared the feedback 
types generated by the teachers and ChatGPT on the content aspect of the student 
essays. The descriptive statistics indicated that the teachers tended to provide direc-
tive (median = 0.20; range: 0.00–1.00) and informative feedback (median = 0.31; 
range: 0.00–1.00) when assessing the content of student essays, while ChatGPT 
was more likely to offer directive (median = 0.43; range: 0.00–1.00) and praise 
(median = 0.38; range: 0.00–1.00) feedback. Furthermore, the Mann–Whitney test 
results showed that the teachers provided a significantly greater proportion of con-
tent feedback in the form of informative and query than ChatGPT, while ChatGPT 
generated a significantly greater proportion of directive and praise feedback than 
the teachers. The effect size for the teachers providing more informative feedback 
was moderate (r = -0.302), and small for query (r = -0.203). The effect size for Chat-
GPT giving a greater proportion of directive feedback was moderate (r = -0.366) and 
small for praise feedback (r = -0.214). No significant difference was found in the pro-
portion of summaries between the teachers and ChatGPT.

Table 4 displays the results of the Mann–Whitney test that compared the types 
of feedback generated by the teachers and ChatGPT on the organisation aspect. The 
descriptive statistics showed that the teachers were more likely to provide praise 
(median = 0.33; range: 0.00–1.00) when commenting on the organisation of stu-
dent writing, whereas ChatGPT offered a more even distribution of feedback in the 
form of directive (median = 0.33; range: 0.00–1.00), informative (median = 0.20; 
range: 0.00–0.83), and praise (median = 0.33; range: 0.00–0.80). Moreover, the 
Mann–Whitney test results revealed that ChatGPT generated a significantly higher 
proportion of directive and summary feedback than the teachers. The effect size for 
its higher proportion of directive feedback was moderate (r = -0.336), and small for 
summary feedback (r = -0.199). There was no significant difference in the proportion 
of informative, query, and praise feedback between the teachers and ChatGPT.

Table 3   Mann–Whitney test results on feedback type (feedback focus: content)

Feedback type Median (range) Mann–Whitney Z Significance r

Teacher ChatGPT

Directive 0.20 (0.00–1.00) 0.43 (0.00–1.00) 725.00 -3.657 p < 0.001 
(Teacher < Chat-
GPT)

-0.366

Informative 0.31 (0.00–1.00) 0.05 (0.00–0.40) 834.00 -3.020 p = 0.003 
(Teacher > Chat-
GPT)

-0.302

Query 0.00 (0.00–0.25) 0.00 (0.00–0.00) 1150.00 -2.031 p = 0.042 
(Teacher > Chat-
GPT)

-0.203

Praise 0.15 (0.00–1.00) 0.38 (0.00–1.00) 942.50 -2.141 p = 0.032 
(Teacher < Chat-
GPT)

-0.214

Summary 0.00 (0.00–1.00) 0.00 (0.00–0.43) 1221.50 -0.245 p = 0.806 -0.025
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Table 5 displays the results of the Mann–Whitney test that compared the types 
of feedback generated by ChatGPT and the teachers on the language aspect. The 
descriptive statistics indicated that the teachers were more likely to provide informa-
tive feedback (median = 0.50; range: 0.00–1.00) when evaluating the language of 
student essays, while ChatGPT favoured directive (median = 0.40; range: 0.00–1.00) 
and informative feedback (median = 0.40; range: 0.00–0.89). Furthermore, the 
Mann–Whitney test results demonstrated that the teachers generated a significantly 
larger proportion of informative and query feedback than ChatGPT, while ChatGPT 
produced a significantly greater proportion of directive feedback than the teach-
ers. The effect size for the teachers providing more informative feedback was small 
(r = -0.217), and it was also small for query feedback (r = -0.297). The effect size 
for ChatGPT providing a higher proportion of directive feedback was moderate 
(r = -0.538). No significant difference was found in the proportion of praise and sum-
mary between the two feedback providers.

Table 4   Mann–Whitney test results on feedback type (feedback focus: organisation)

Feedback type Median (range) Mann–Whitney Z Significance r

Teacher ChatGPT

Directive 0.00 (0.00–1.00) 0.33 (0.00–1.00) 773.000 -3.364 p < 0.001 
(Teacher < Chat-
GPT)

-0.336

Informative 0.00 (0.00–1.00) 0.20 (0.00–0.83) 1198.000 -0.372 p = 0.710 -0.037
Query 0.00 (0.00–0.00) 0.00 (0.00–0.00) 1250.000 0.000 p = 1.000 0.000
Praise 0.33 (0.00–1.00) 0.33 (0.00–0.80) 1202.500 -0.333 p = 0.739 -0.033
Summary 0.00 (0.00–0.67) 0.00 (0.00–0.36) 1008.500 -1.991 p = 0.046 

(Teacher < Chat-
GPT)

-0.199

Table 5   Mann–Whitney test results on feedback type (feedback focus: language)

Feedback type Median (range) Mann–Whitney Z Significance r

Teacher ChatGPT

Directive 0.00 (0.00–1.00) 0.40 (0.00–1.00) 473.000 -5.358 p < 0.001 
(Teacher < Chat-
GPT)

-0.538

Informative 0.50 (0.00–1.00) 0.40 (0.00–0.89) 917.000 -2.164 p = 0.030 
(Teacher > Chat-
GPT)

-0.217

Query 0.00 (0.00–0.75) 0.00 (0.00–0.20) 995.000 -2.951 p = 0.003 
(Teacher > Chat-
GPT)

-0.297

Praise 0.00 (0.00–1.00) 0.14 (0.00–0.43) 1110.000 -0.880 p = 0.379 -0.088
Summary 0.00 (0.00–0.00) 0.00 (0.00–0.08) 1200.500 -0.990 p = 0.322 -0.099
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3.2 � Teacher perceptions of ChatGPT‑generated feedback (RQ2)

Table 6 presents the rating results concerning the five teachers’ perceived quality of 
ChatGPT feedback on the content, organisation, and language aspects of student writ-
ing, and their perceived usefulness of ChatGPT for supporting teacher feedback. Four 
teachers (Teachers M, X, H, and Y) spoke highly of ChatGPT-generated feedback, 
as indicated by their high ratings (4 or 5 points) of ChatGPT’s feedback quality and 
usefulness. In contrast, Teacher L gave low ratings (only 2 points) to ChatGPT’s feed-
back quality on content and organisation (although she gave a relatively high rating of 
4 points to its language feedback) and its usefulness for supporting teacher feedback.

Our thematic analysis of the teachers’ written responses to the questionnaire provided 
further understanding of the reasons behind their ratings. Their perceptions were classi-
fied into positive and negative perceptions to help us understand their high and low rat-
ings, respectively. As shown in Table 7, the teachers were found to have evaluated Chat-
GPT’s feedback from two perspectives: (1) the features of ChatGPT’s feedback and (2) 
the relation between ChatGPT’s feedback and teacher feedback. Regarding ChatGPT’s 
feedback features, the teachers highlighted ChatGPT’s capability of evaluating the con-
tent aspect of student writing, which they thought most of the existing AWE systems 
were not very good at doing. They also noted that ChatGPT often started with positive 
comments on student essays, followed by pointing out room for improvement. Teacher 
M believed that this feedback feature would make students accept its feedback more 
easily and encourage their learning motivation. The teachers also commented that Chat-
GPT’s feedback was detailed and specific, as it not only pointed out students’ problems 
but also recommended solutions to the problems. More importantly, ChatGPT explained 
the motives or purposes for its feedback. Below is an example:

One suggestion for improvement could be to further clarify the structure 
of the essay by using subheadings or transitional phrases to indicate the 
change in focus from the first reason to the second reason and from the dis-
cussion of the argument to the counterargument. This would make the essay 
easier to follow and better guide the reader through the writer’s thought 
process. [Essay number 21; ChatGPT feedback on organisation]

Table 6   Scores on teachers’ perceived ChatGPT feedback

Teacher Perceived quality of ChatGPT feedback Perceived usefulness of ChatGPT 
feedback for supporting teacher 
feedbackContent Organisation Language

Y 5 5 5 5
H 4 4 5 4
X 4 4 4 5
M 4 4 4 5
L 2 2 4 2
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As presented in this example, in the first sentence of this comment, ChatGPT 
provided one suggestion for improving the structure of the essay evaluated; in the 
second sentence, it explained the purpose of this suggestion, namely to ‘make 
the essay easier to follow and better guide the reader through the writer’s thought 
process’.

Additionally, as Teacher Y stated, ChatGPT was able to provide flexible feed-
back on student writing, which was unlike other AWE systems that used predeter-
mined feedback templates and offered fixed comments.

The teachers also identified problematic features of ChatGPT’s feedback. First, 
Teacher L claimed that ChatGPT feedback was lengthy, which could increase stu-
dents’ anxiety and decrease their writing motivation. Teacher L mentioned that 
her students’ English language proficiency was low and that ChatGPT’s excessive 
amount of feedback would make them feel overwhelmed and stressed. In addition, 
she stated that ChatGPT’s feedback was in English, which could be difficult for less 
skilled students to read and understand. This problem could hinder students’ uptake 
of ChatGPT’s feedback, even if the quality of that feedback was high. Teacher L’s 
concerns resulted in low scores for the perceived quality of ChatGPT feedback in 
terms of both content and organisation aspects, along with the perceived usefulness 
of ChatGPT feedback for supporting teacher feedback (each of these aspects only 
received a score of 2 points; see Table 6). This concern emphasises how teachers 
take into account the recipients of ChatGPT’s feedback, specifically the students, 
when evaluating the feedback’s value. Third, Teachers M and H noted that ChatGPT 
sometimes provided feedback that was irrelevant to the required aspect (i.e., content, 
organisation, or language), which could make students feel confused. Fourth, Teach-
ers M, X, and L mentioned that ChatGPT could not annotate student essays directly, 
which could waste students’ time in locating the problems identified by ChatGPT. 
Finally, Teacher M claimed that ChatGPT seemed to be incapable of identifying the 
issue of being off-topic in study writing, which she considered an important crite-
rion for evaluating student essays.

Regarding the second perspective (i.e., the relation between ChatGPT feedback 
and teacher feedback), the teachers also reported both positive and negative per-
ceptions. First, the teachers foresaw that ChatGPT could supplement their feed-
back provision. They could provide further feedback based on the feedback gen-
erated by ChatGPT. Second, as noted by Teachers X and Y, using ChatGPT could 
greatly lessen teachers’ burden and workload in providing feedback on student 
writing. Third, Teacher H noted that her own feedback was mainly focused on the 
content aspect of student essays, whereas ChatGPT generated much more feed-
back on the organisation and language aspects than she did, thus reminding her 
to pay more attention to what she had missed. This feature could make teacher 
feedback more ‘comprehensive’ (Teacher M).

Although the teachers considered ChatGPT as a helpful collaborator in feedback 
generation, they also indicated concerns regarding their collaboration with this AI 
technology. First, Teacher M identified some differences between her and Chat-
GPT’s categorisation of feedback focus. For example, she thought some of Chat-
GPT’s feedback on the content aspect was actually related to the organisation of stu-
dent essays, according to her understanding. Second, Teacher L stated that feedback 
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should be tailored according to what the teacher had taught in their class, students’ 
current writing ability and language proficiency, and each student’s personality. As 
ChatGPT had no such knowledge, the collaboration between ChatGPT and teachers 
might be challenging. This observation underscores Teacher L’s concern for her stu-
dents when she evaluated ChatGPT’s potential to provide helpful feedback. Third, 
Teacher Y mentioned that ChatGPT was not accessible in China, which would pre-
vent him from using it to support his feedback, even though he believed ChatGPT 
would be a very useful tool.

4 � Discussion

4.1 � Differences between ChatGPT and teacher feedback

We compared ChatGPT- and teacher-generated feedback, in terms of amount and 
type, on the content, organisation, and language aspects of EFL students’ argumen-
tative essays. Overall, compared with teachers who tended to pay more attention to 
the content-related and language-related issues in students’ writing, ChatGPT dis-
played a relatively even distribution of its attention to the three aspects (i.e., content, 
organisation, and language). Importantly, ChatGPT provided a significantly larger 
amount of feedback than teachers did, and it is important to note that this amount 
of feedback was created in just a few seconds. In contrast, teachers need much more 
time than ChatGPT to read and evaluate student essays and provide feedback. For 
example, Teacher M spent 305 min commenting on the 10 essays assigned to her, 
with each taking an average of approximately half an hour. These results indicated 
ChatGPT’s efficiency in feedback provision. That is, like any other AWE tool, Chat-
GPT can produce a sufficient amount of feedback on various aspects of student writ-
ing in a very short period. This result was not unexpected, as immediate and large-
quantity feedback is an important advantage of automated machines compared with 
human teachers (Shermis & Burstein, 2013; Warschauer & Grimes, 2008).

Additionally, we further examined the types of feedback generated by ChatGPT 
and the teachers. Our results suggested that the teachers and ChatGPT showed dif-
ferent tendencies towards feedback type when evaluating different aspects of student 
writing. The first important difference between them was that ChatGPT tended to 
offer more directive feedback than the teachers, while the teachers used informa-
tive and query feedback more frequently, especially when they commented on the 
content and language aspects of student essays. That is, ChatGPT directly told the 
students what needed to be revised, while the teachers preferred to offer feedback 
more indirectly. The teachers guided the students to shape their own writing either 
by transmitting ideas, opinions, and information (informative) or by asking them 
questions and requesting clarifications (query). Different types of feedback will 
have different impacts on students’ writing performance (Nelson & Schunn, 2009). 
For example, Biber et al. (2011) showed that directive feedback is more effective at 
improving students’ writing quality than informative and query feedback. However, 
as argued by Cho et al. (2006), ‘very directed comments may lead to changes only 
in the specific draft and not lead to general changes in writing behaviour’ (p. 263).
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The second notable difference between ChatGPT and teacher feedback was that 
ChatGPT provided more praise than the teachers when commenting on the content 
of student essays. From a motivational perspective, praise could be considered as a 
motivator that increases students’ writing or revision activities (Nelson & Schunn, 
2009). In particular, as content feedback may lead to substantial revisions to stu-
dent essays, providing positive remarks could encourage students’ uptake of revision 
suggestions.

The third significant difference between ChatGPT and teacher feedback was 
that ChatGPT tended to provide more summaries than the teachers when evaluat-
ing the organisation aspect. This feature may help students to examine their writing 
at a global level and facilitate their understanding of the problems with their writ-
ing (Cho et al., 2006). Moreover, as suggested by Ferris (1997), receiving summary 
feedback can promote students’ implementation of more feedback, which can benefit 
writing performance.

It should be noted that, as mentioned earlier, ChatGPT provided off-task feed-
back, meaning that ChatGPT did not fully follow the categorisation of feedback 
focus adopted in our study. In contrast, off-task feedback was not found in the feed-
back provided by the five EFL teachers. Some of ChatGPT’s off-task feedback might 
be due to how we obtained its output. That is, in our study, ChatGPT was prompted 
to generate separate feedback on the content, organisation, and language of the stu-
dent essays. When ChatGPT commented on each aspect, it tended to first create a 
summary of the content for the essay evaluated, and such content summaries were 
classified as off-task feedback when ChatGPT had been prompted to comment on 
the other two aspects (i.e., organisation and language). Conceivably, if we merged 
the three prompts into one (e.g., Please provide comments and suggestions on the 
content, organisation, and language of the argumentative essay) to ask ChatGPT to 
provide content, organisation, and language feedback all at once, the results would 
be different, and the off-task feedback problem would be resolved.

4.2 � EFL teachers’ perceptions of the potential collaborator

Our analysis of the EFL teachers’ questionnaire responses revealed both positive and 
negative teacher perceptions of using ChatGPT to support teacher feedback. On the 
one hand, the teachers perceived ChatGPT feedback to be useful due to some of its 
feedback features. Above all, ChatGPT’s capability to understand the content of student 
essays and provide appropriate revision suggestions seemed to make it a more pow-
erful tool for AWE compared with existing AWE tools, whose capabilities are con-
strained by their dated technical designs. Second, ChatGPT’s frequent use of praise for 
student achievements caught the teachers’ attention. This feature was also revealed by 
our results for RQ1, as presented in Section 3.1.2. Third, ChatGPT adopted flexible 
language when giving comments, which might make its feedback more acceptable for 
students. Fourth, ChatGPT provided not only revision suggestions but also the ration-
ale behind those suggestions. Including more details in feedback has been found to be 
more helpful than offering general comments only (Ferris, 1997). More importantly, 
ChatGPT’s explanations, namely statements explaining the motives for the feedback or 
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clarifying the purpose of the feedback, could help students to understand the feedback 
and encourage their uptake, which would be beneficial for their writing performance 
(Bitchener et al., 2005).

Regarding the relation between ChatGPT and teacher feedback, the teachers 
believed that using ChatGPT could lessen their feedback burden and reduce their work-
load. These beliefs will be an important consideration for those who teach large classes. 
Moreover, the teachers thought that ChatGPT could not only supplement their feedback 
but also prompt them to pay equal attention to various aspects of student writing, which 
could contribute to their feedback literacy. In other words, teachers will not only col-
laborate with but also learn from AI. These benefits may lead to teachers’ willingness 
to use ChatGPT for generating feedback on student writing.

On the other hand, the EFL teachers also noted ChatGPT’s limitations in terms of 
its feedback features, including being lengthy, being difficult for students at a low lan-
guage proficiency level to read and comprehend, providing irrelevant comments, being 
difficult to locate, and being relatively incapable of identifying certain writing prob-
lems. We argue that some of these problems can be immediately solved by revising the 
prompt used for obtaining ChatGPT output. For example, teachers may ask ChatGPT 
to shorten its output and use more readable words or even use the student’s first lan-
guage to write feedback. ChatGPT is able to perform such tasks.

The teachers also indicated concerns related to the relation between ChatGPT and 
teacher feedback. They found ChatGPT might have adopted evaluation criteria that 
were different from their own. ChatGPT’s lack of knowledge about the class and stu-
dents could cause inappropriate feedback. Importantly, inaccessibility could prevent 
teachers in some countries or regions from using ChatGPT. These limitations indicated 
that although ChatGPT seemed to be powerful in producing feedback on student writ-
ing, it could not replace teacher feedback. Teachers should play a role in evaluating 
machine feedback, even if the machine is as powerful as ChatGPT, the most state-of-
the-art AI tool. Our findings support the arguments by Bai and Hu (2017) and Foltz 
et al. (2013), both of which argued against the idea of students using AWE systems 
without teacher intervention.

These positive and negative teacher perceptions both indicate the rationale for 
EFL teachers’ collaboration with ChatGPT in feedback provision. By combining the 
strengths of the two feedback providers, their collaboration can contribute to students’ 
development of their writing skills.

5 � Implications, limitations, and future directions

Our findings suggest the potential of using LLM-based tools such as ChatGPT 
for evaluating student writing and supporting teacher feedback. We recommend 
that EFL teachers integrate ChatGPT feedback and their own feedback on student 
essays. During the process, teachers may make use of the advantages of ChatGPT 
feedback while paying attention to its limitations and addressing them using their 
own strengths. For example, ChatGPT is able to produce a large quantity of feed-
back in a few seconds, enabling teachers to be more selective about transmitting 
that feedback. They may examine, select, and adopt ChatGPT’s comments as they 
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see fit for their students. During their selection, teachers may rely on their knowl-
edge of the class and their students. For instance, for students who are less skilled 
writers, teachers may choose fewer of ChatGPT’s comments and use the com-
ments that are the most actionable. Moreover, ChatGPT pays equal attention to 
different aspects of student writing; importantly, it appears competent in evaluat-
ing higher-level issues in student writing. Accordingly, the conventional division 
of labour, in which machines provide feedback on surface-level issues and teach-
ers offer feedback on deep-level issues, should be changed. Teachers may add fur-
ther comments based on ChatGPT’s comments, if necessary. Additionally, teach-
ers may annotate student essays to clarify the location of the problems pointed 
out by ChatGPT. Although it seems time efficient to provide students with Chat-
GPT feedback directly, we suggest that teachers should first carefully examine 
the feedback generated by ChatGPT, modify it if necessary, and incorporate their 
own feedback into it before providing the final feedback to their students.

As one of the first attempts to examine ChatGPT’s potential in language education set-
tings, the present study has some noteworthy limitations that may open up avenues for 
future research. First, we used argumentative essays as our feedback targets. Arguably, 
ChatGPT and teachers’ feedback on different writing genres may vary (Peterson et  al., 
2004). As a result, it is necessary to examine ChatGPT’s feedback on other genres, such as 
narrative writing and expository writing, and compare its feedback with that provided by 
teachers to obtain a complete picture of ChatGPT’s feedback ability and to seek the opti-
mal teacher–ChatGPT collaboration mode. Moreover, we only compared the quantity and 
type of feedback provided by ChatGPT and by teachers. Future studies may further exam-
ine and compare their feedback quality, such as accuracy (do their comments correctly 
diagnose a problem or make reasonable suggestions for revision?), by involving experts.

Second, our study primarily investigated teachers’ perceptions of ChatGPT 
feedback on student essays. However, we recommend that future research extend 
the scope of this study to include students’ perspectives and their incorporation 
of feedback from both ChatGPT and teachers. To better understand the impact 
of these feedback sources on students’ writing development, it is also impor-
tant to analyse students’ actual revisions in response to the feedback provided, 
which may reflect their uptake of the feedback (Cho et  al., 2006). Additionally, 
as suggested by Teacher L, while the quality of ChatGPT feedback is important, 
its effectiveness ultimately depends on students’ ability to comprehend and apply 
that feedback to improve their writing. It would be beneficial to examine how stu-
dents’ language proficiency levels and writing abilities influence their perceptions 
and utilisation of ChatGPT feedback. We recommend that future studies take 
these factors into account to gain further insights into how ChatGPT feedback can 
be optimised for both skilled and less-skilled student writers.

Third, this study only involved five Chinese EFL teachers. There was only one 
male teacher, and all five were relatively young (under 40 years old). Both gender 
and age are factors that can affect teachers’ perception and use of technology. There-
fore, future research could involve EFL teachers with diverse backgrounds so as to 
generalise the findings of our study.

Fourth, because of the access issue, the participating teachers were unable to use 
ChatGPT to generate feedback on student essays by themselves; instead, we asked a 
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research assistant in the US to obtain ChatGPT feedback for the teachers. In those 
countries or regions where ChatGPT is accessible, researchers may ask teachers to 
use ChatGPT directly and investigate the strategies they adopt for interacting with 
ChatGPT (e.g., the prompts that they use to obtain outputs) to produce feedback 
on student essays. Such studies will provide valuable insights into the collaboration 
between teachers and ChatGPT.

Fifth, we used specific prompts to elicit ChatGPT’s feedback on student essays 
in terms of content, organisation, and language. Notably, ChatGPT is sensitive to 
tweaks to the input phrasing (OpenAI, 2022). That is, if its prompts change, Chat-
GPT will generate different outputs, and the difference between the outputs for dif-
ferent prompts can be significant. In the future, researchers may pay attention to the 
importance of prompt programming (Reynolds & McDonell, 2021) and attempt 
diverse inputs and compare their output results to identify effective ways to use 
ChatGPT for performing the desired task of feedback generation. For example, as 
the teachers in this study commented, ChatGPT may need background information 
about students, such as their personality and language proficiency, to provide more 
personalised feedback on their writing than it could provide otherwise. Researchers 
may attempt prompts integrated with such information when generating ChatGPT 
output and examine their effectiveness. Additionally, we only used the first output 
generated by ChatGPT in response to each prompt, although users can attempt the 
same prompt multiple times to obtain different outputs. It would be interesting to 
compare ChatGPT’s multiple feedback provisions on the same student essay.

Sixth, the writers of the 50 essays evaluated in this study were not the students of 
the five EFL teachers who participated. Arguably, if teachers evaluate their own stu-
dents’ writing, they can use their knowledge about the students’ backgrounds, such 
as the students’ personalities, language proficiency levels, and prior writing perfor-
mance, which can help the teachers provide more tailored feedback to individual 
students. This is one of teachers’ advantages compared with ChatGPT’s advantages. 
Further, another possible advantage enjoyed by teachers might be that they, unlike 
ChatGPT, can provide oral feedback. As suggested by Neuwirth et  al. (1994) and 
Taylor and Hoedt (1966), speaking could increase the fluency of feedback provid-
ers’ comments and facilitate the inclusion of mitigating language. Students might 
respond more favourably to spoken comments and consider such comments as hav-
ing more integrity and being more likeable than written comments. Hence, future 
research may take these factors into consideration in comparing teacher feedback 
and ChatGPT feedback and further explore possible collaboration methods.

Finally, it is worth noting that many LLM-based tools have been developed since 
the launch of ChatGPT. However, our focus was on ChatGPT due to its widespread 
recognition and prominence in the field. It would be interesting for future research 
to conduct a comparative analysis between the various LLM-based tools to identify 
their respective strengths and weaknesses in supporting teacher feedback on student 
writing. Such an analysis would be beneficial to writing educators and researchers. 
Furthermore, since the writing of this paper, more advanced LLM-based tools, such 
as GPT-4, have become available. Thus, there is an opportunity for future studies to 
build upon our research and conduct more comprehensive investigations in this field 
from a broader perspective.
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Appendix D

Appendix E

Table 11   Type of feedback generated by ChatGPT and teachers (in general)

Student 
essay no

Feedback 
provider

Number of pieces of six types of feedback Total
Directive InformativeQuery Praise Summary

1–10 ChatGPT 84 (44%) 36 (19%) 0 (0%) 56 (29%) 15 (8%) 191 (100%)
11–20 ChatGPT 61 (33%) 64 (34%) 0 (0%) 49 (26%) 12 (6%) 186 (100%)
21–30 ChatGPT 95 (48%) 46 (23%) 2 (1%) 43 (22%) 13 (7%) 199 (100%)
31–40 ChatGPT 109 (47%) 57 (25%) 0 (0%) 58 (25%) 8 (3%) 232 (100%)
41–50 ChatGPT 97 (39%) 64 (26%) 0 (0%) 73 (30%) 13 (5%) 247 (100%)
Total 446 (42%) 267 (25%) 2 (0%) 279 (26%) 61 (6%) 1,055 (100%)
Student 

essay no
Feedback 

provider
Number of pieces of six types of feedback Total
Directive InformativeQuery Praise Summary

1–10 Teacher Y 22 (32%) 15 (22%) 12 (17%) 16 (23%) 4 (6%) 69 (100%)
11–20 Teacher H 24 (15%) 80 (51%) 1 (1%) 51 (32%) 2 (1%) 158 (100%)
21–30 Teacher X 3 (4%) 29 (38%) 0 (0%) 29 (38%) 15 (20%) 76 (100%)
31–40 Teacher M 70 (47%) 67 (45%) 1 (1%) 5 (3%) 6 (4%) 149 (100%)
41–50 Teacher L 27 (28%) 35 (37%) 6 (6%) 25 (26%) 2 (2%) 95 (100%)
Total 146 (27%) 226 (41%) 20 (4%) 126 (23%) 29 (5%) 547 (100%)

Table 12   Type of feedback generated by ChatGPT and teachers (on content)

Student 
essay no

Feedback 
provider

Number of pieces of feedback on content Total
Directive InformativeQuery Praise Summary

1–10 ChatGPT 31 (44%) 5 (7%) 0 (0%) 26 (37%) 8 (11%) 70 (100%)
11–20 ChatGPT 20 (32%) 5 (8%) 0 (0%) 31 (50%) 6 (10%) 62 (100%)
21–30 ChatGPT 33 (48%) 9 (13%) 0 (0%) 22 (32%) 5 (7%) 69 (100%)
31–40 ChatGPT 37 (51%) 9 (13%) 0 (0%) 26 (36%) 0 (0%) 72 (100%)
41–50 ChatGPT 32 (41%) 13 (16%) 0 (0%) 28 (35%) 6 (8%) 79 (100%)
Total 153 (43%) 41 (12%) 0 (0%) 133 (38%) 25 (7%) 352 (100%)
Student 

essay no
Feedback 

provider
Number of pieces of feedback on content Total
Directive InformativeQuery Praise Summary

1–10 Teacher Y 8 (40%) 2 (10%) 0 (0%) 9 (45%) 1 (5%) 20 (100%)
11–20 Teacher H 20 (27%) 29 (39%) 1 (1%) 25 (33%) 0 (0%) 75 (100%)
21–30 Teacher X 0 (0%) 7 (29%) 0 (0%) 8 (33%) 9 (38%) 24 (100%)
31–40 Teacher M 13 (25%) 30 (59%) 1 (2%) 2 (4%) 5 (10%) 51 (100%)
41–50 Teacher L 15 (30%) 14 (28%) 3 (6%) 16 (32%) 2 (4%) 50 (100%)
Total 56 (25%) 82 (37%) 5 (2%) 60 (27%) 17 (8%) 220 (100%)
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Appendix F

Appendix G

Table 13   Type of feedback generated by ChatGPT and teachers (on organisation)

Student essay 
no

Feedback 
provider

Number of pieces of feedback on organisation Total
Directive Informative Query Praise Summary

1–10 ChatGPT 25 (40%) 8 (13%) 0 (0%) 22 (35%) 7 (11%) 62 (100%)
11–20 ChatGPT 16 (30%) 18 (34%) 0 (0%) 13 (25%) 6 (11%) 53 (100%)
21–30 ChatGPT 23 (43%) 10 (19%) 0 (0%) 14 (26%) 7 (13%) 54 (100%)
31–40 ChatGPT 25 (38%) 11 (17%) 0 (0%) 21 (32%) 8 (12%) 65 (100%)
41–50 ChatGPT 29 (34%) 23 (27%) 0 (0%) 27 (31%) 7 (8%) 86 (100%)
Total 118 (37%) 70 (22%) 0 (0%) 97 (30%) 35 (11%) 320 (100%)
Student essay 

no
Feedback 

provider
Number of pieces of feedback on organisation Total
Directive Informative Query Praise Summary

1–10 Teacher Y 11 (55%) 0 (0%) 0 (0%) 6 (30%) 3 (15%) 20 (100%)
11–20 Teacher H 1 (2%) 18 (44%) 0 (0%) 20 (49%) 2 (5%) 41 (100%)
21–30 Teacher X 3 (12%) 11 (42%) 0 (0%) 6 (23%) 6 (23%) 26 (100%)
31–40 Teacher M 7 (32%) 11 (50%) 0 (0%) 3 (14%) 1 (5%) 22 (100%)
41–50 Teacher L 9 (50%) 2 (11%) 0 (0%) 7 (39%) 0 (0%) 18 (100%)
Total 31 (24%) 42 (33%) 0 (0%) 42 (33%) 12 (9%) 127 (100%)

Table 14   Type of feedback generated by ChatGPT and teachers (on language)

Student 
essay no

Feedback 
provider

Number of pieces of feedback on language Total
Directive Informative Query Praise Summary

1–10 ChatGPT 28 (47%) 23 (39%) 0 (0%) 8 (14%) 0 (0%) 59 (100%)
11–20 ChatGPT 25 (35%) 41 (58%) 0 (0%) 5 (7%) 0 (0%) 71 (100%)
21–30 ChatGPT 39 (51%) 27 (36%) 2 (3%) 7 (9%) 1 (1%) 76 (100%)
31–40 ChatGPT 47 (49%) 37 (39%) 0 (0%) 11 (12%) 0 (0%) 95 (100%)
41–50 ChatGPT 36 (44%) 28 (34%) 0 (0%) 18 (22%) 0 (0%) 82 (100%)
Total 175 (46%) 156 (41%) 2 (1%) 49 (13%) 1 (%) 383 (100%)
Student 

essay no
Feedback 

provider
Number of pieces of feedback on language Total
Directive Informative Query Praise Summary

1–10 Teacher Y 3 (10%) 13 (45%) 12 (41%) 1 (3%) 0 (0%) 29 (100%)
11–20 Teacher H 3 (7%) 33 (79%) 0 (0%) 6 (14%) 0 (0%) 42 (100%)
21–30 Teacher X 0 (0%) 11 (42%) 0 (0%) 15 (58%) 0 (0%) 26 (100%)
31–40 Teacher M 50 (66%) 26 (34%) 0 (0%) 0 (0%) 0 (0%) 76 (100%)
41–50 Teacher L 3 (11%) 19 (70%) 3 (11%) 2 (7%) 0 (0%) 27 (100%)
Total 59 (30%) 102 (51%) 15 (8%) 24 (12%) 0 (0%) 200 (100%)
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