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Abstract
An e-learning recommender system (RS) aims to generate personalized recommen-
dations based on learner preferences and goals. The existing RSs in the e-learning 
domain still exhibit drawbacks due to its inability to consider the learner characteris-
tics in the recommendation process. In this paper, we are dealing with the new user 
cold-start problem, which is a major drawback in e-learning content RSs. This prob-
lem can be mitigated by incorporating additional learner data in the recommendation 
process. This paper proposes an ontology-based (OB) content recommender system 
for addressing the new user cold-start problem. In the proposed recommendation 
model, ontology is used to model the learner and learning objects with their charac-
teristics. Collaborative and content-based filtering techniques are used in the recom-
mendation model to generate the top N recommendations based on learner ratings. 
Experiments were conducted to evaluate the performance and prediction accuracy of 
the proposed model in cold-start conditions using the evaluation metrics mean abso-
lute error, precision and recall. The proposed model provides more reliable and per-
sonalized recommendations by making use of ontological domain knowledge.

Keywords  E-learning · Personalized learning environment · Cold-start problem · 
Content recommender systems · Ontology · Learning management system

1  Introduction

E-learning systems have undergone rapid growth in the current decade. A tremen-
dous amount of e-learning resources that are highly heterogeneous and in various 
media formats have been created and included in the online learning platforms 
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(Chen et al., 2014). This information-overload has led to the need for personaliza-
tion in e-learning environments (Khanal et al., 2019; Mobasher, 2007). Research-
ers utilized various recommendation techniques to overcome the information 
overload problem by filtering out irrelevant learning resources and providing 
more personalized content.

Learners have different individual needs, objectives, and preferences that affect 
their learning processes (Buder & Schwind, 2012; Kamal & Radhakrishnan, 2019). 
Similarly, different learners have different characteristics in terms of learner’s back-
ground knowledge, learners’ history, competency level, learning style and learn-
ing activities, making the recommendation of learning resources to a particular 
learner more difficult (Aeiad & Meziane, 2019; Kolekar et al., 2019). One of the 
main challenges in such systems is that user interests, preferences and needs are not 
fixed but changes over time. Therefore, the focus of RSs in e-learning environments 
should be the learner’s specific requirements and characteristics (Deschênes, 2020; 
Essalmi et al., 2010). Other than this, RSs support instructors in the learning design 
process by considering learner needs and preferences (Karga & Satratzemi, 2018).

One of the most known problems associated with RSs in the e-learning envi-
ronment is the cold-start problem (Lam et al., 2008; Natarajan et al., 2020). Typi-
cally, two classifications exist for this problem: new item cold-start problem and 
new user cold-start problem (Lika et al., 2014; Safoury & Salah, 2013). The for-
mer problem occurs when a new item is introduced to the RS. The ratings avail-
able for this newly added item may be zero or significantly less. The new user 
cold-start problem occurs when a new user has been registered in the system 
(Son, 2016). When a new user becomes part of the system, the system has no 
information about the users’ prior choices. But it is the responsibility of the sys-
tem to start suggesting items for the new user also. Otherwise, it will negatively 
affect the RS’s performance, and users may stop using the system due to its ina-
bility to provide meaningful recommendations. In the new user cold-start condi-
tion, the challenge is to recommend items to the new user without knowing their 
prior choices.

The typical recommendation techniques used for predicting user preference in 
PLEs are collaborative filtering (CF), content-based filtering (CB), or a hybrid 
approach (Schafer et  al., 2007; Najafabadi & Mahrin, 2016; Yao et  al., 2014). 
These conventional techniques require users’ historical ratings for finding similar 
users’ groups and making appropriate recommendations. However, previous stud-
ies have shown that traditional recommenders such as CF and CB suffer from the 
cold-start problem (Barjasteh et al., 2016; Son, 2016) and rating sparsity problem 
(Ranjbar et al., 2015; Zhao et al., 2015a, b), which in turn limit their performance. 
Furthermore, these techniques are not suitable for the e-learning domain since 
they do not consider the differences in learner features such as learning style, 
qualification, knowledge level in the recommendation process. These challenges 
are potent motivators to experiment with different recommendation strategies to 
suggest a new method that can better recommend appropriate learning resources.

In response to the above-mentioned problems, we propose a knowledge-based 
recommendation model capable of addressing the new user cold-start problem 
in e-learning recommender systems. In the proposed recommendation model, 
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ontological knowledge is combined with conventional recommendation techniques 
such as collaborative and content-based filtering techniques. The ontology provides 
the initial knowledge about the learner. This mainly includes the prominent learner 
characteristics such as learning style and knowledge level. Ontologies are capable 
of giving dynamicity in learner profiling. In addition to learner characteristics, his-
torical ratings of similar learners and LO characteristics are utilized in the proposed 
recommendation approach to fine-tune the quality of recommendations. Therefore, 
collaborative and content-based filtering techniques are part of the proposed model 
to address the pure and partial cold-start problem based on the learner and the learn-
ing object similarities.

2 � Literature review

This section provides a brief background on four topics: different recommendation 
techniques, related systematic reviews on e-learning content recommenders, ontol-
ogy-based recommender systems for e-learning, and various studies conducted to 
address the cold-start problem in e-learning content recommenders and PLEs.

2.1 � Recommendation techniques

Recommender systems are classified according to the technique used in the recom-
mendation process. This sub-section presents a brief overview of the different rec-
ommendation techniques widely used in e-learning environments and are particular 
for this study.

2.1.1 � Collaborative filtering

The most popular technique for RS design is the CF approach, which uses the feed-
back (rating history) of the learner to group similar learners and to make relevant 
future recommendations (Kim et  al., 2016; Sarwar et  al., 2001). The underlying 
assumption is that if users had similar tastes in the past, they would have similar 
tastes in the future also (Jannach et al., 2010). The rating history is the key attribute 
to measure the similarity between two users. Therefore the theory behind CF is the 
computation of similarity between users based on the rating history. The CF tech-
nique’s major drawback is the new user cold-start problem and the rating sparsity 
problem (Ricci et al., 2011).

2.1.2 � Content‑based filtering

In the content-based approach, the RS recommends items similar in terms of content 
features to the ones that the target user liked in the past (Pazzani & Billsus, 2007). 
This approach’s underlying principle is based on the similarity computation of the 
item features associated with the compared items.
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2.1.3 � Hybrid systems

Hybrid systems combine two or more recommendation techniques (Barragáns-Mar-
tínez et al., 2010; Burke, 2007; Harrathi et al., 2017). These systems were evolved 
to overcome the limitations of individual approaches and thereby to improve the rec-
ommender performance.

2.1.4 � Ontology‑based recommender systems

These are knowledge-based recommender systems that use ontology for knowledge 
representation (Romero et al., 2019; Tarus et al., 2017). Ontology is an explicit for-
mal specification of a shared conceptualization (Gruber, 1993). In the context of 
e-learning recommender systems, ontology is used to model the knowledge about 
the learner and the learning resources (Bajenaru et  al., 2015; Shishehchi et  al., 
2012). OB recommenders do not experience cold-start and rating sparsity problems 
when compared with other conventional recommender systems (Zhao et al., 2015a, 
b). This is because the OB recommenders rely more on domain knowledge while the 
conventional recommender systems rely more on user ratings (Yang, 2010). These 
merits make OB recommenders more appropriate for the e-learning domain. On the 
other hand, the disadvantage is that the construction of ontologies is challenging, 
expensive, and time-consuming (Tarus et al., 2018). The following section explains 
OB systems in an e-learning context.

2.2 � Existing systematic reviews on e‑learning recommender systems

The researchers focusing on the e-learning domain have published many review 
papers in e-learning content recommender systems in the last few years. Some of 
the existing systematic reviews are described in this section. Klašnja-Milićević 
et al. (2015) have conducted a comprehensive review of recommender systems in 
e-learning environments with a focus to identify the major requirements and chal-
lenges in designing recommender systems in e-learning environments. Accord-
ing to the authors, more exhaustive experiments are required to obtain founded 
conclusions about the existing recommendation models’ benefits. Tarus et  al. 
(2018) conducted a detailed review of ontology-based recommender systems in 
the e-learning domain. They have performed an in-depth analysis of different rec-
ommendation techniques, ontology types and ontology representation languages 
used in various studies. The authors conclude that the performance and quality of 
recommendations and the recommendation problems such as cold-start and spar-
sity can be further improved by hybridizing recommendation techniques using 
ontologies. In another study conducted by George and Lal (2019), a detailed anal-
ysis on how personalization can be achieved in e-learning RSs using ontologies 
has been done. Their review also discusses several techniques to calculate learner 
similarity based on learner interests. In their study, the authors also point out the 
need for extensive work in this domain to find the right combinations of recom-
mendation techniques to improve performance.
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Zhong et al. (2019) published a review paper based on five assessment aspects 
of e-learning recommender systems. They are the metrics for the e-learning system, 
the recommendation algorithms’ evaluation metrics, the recommendation filtering 
technology, the phases of the recommendation process, and the system’s learn-
ing outcomes. Their analysis indicates that most e-learning systems will adopt the 
adaptive mechanism as a primary metric, and accuracy is a vital evaluation indi-
cator for recommendation algorithms. After an in-depth analysis of the research 
studies, the authors made the following conclusions to enhance RS performance. 
It is critical to maintain the system’s performance and stability with feedback 
and self-adjustment mechanisms. Also, only 38 percentages of the articles apply 
hybrid filtering technology with collaborative and content-based techniques, and 
both are equally important to improve the quality of e-learning content RS. Khanal 
et al. (2019) presented a systematic literature review on different recommendation 
approaches and machine learning algorithms used in e-learning RSs. Their study 
focused on generating classifications of recommendation techniques, machine 
learning techniques and algorithms used in RS, methods applied, application areas, 
datasets, and validation/evaluation approaches. According to the authors, the major 
issues that still required being resolved are RS’s scalability and the interaction 
aspects of the learners with the learning management systems. Kilani et al. (2018) 
conducted a detailed review of different studies that utilized artificial intelligence 
techniques to build the collaborative filtering RSs. Their research includes RSs 
using various artificial intelligence techniques such as fuzzy algorithms, genetic 
algorithms, neural network algorithms, and optimization algorithms. The authors 
conclude that artificial intelligent techniques can be combined with existing recom-
mendation models to improve the results.

The reviews mentioned above mainly analyzing different recommendation 
models that use traditional recommendation techniques, ontology-based strate-
gies, machine-learning algorithms, deep learning-based methods, and comparisons 
between different recommendation strategies in e-learning systems. The significant 
gaps for improving the recommendation performance identified by the existing 
reviews are (1) the enhancement of e-learning RS by hybridization techniques and 
finding out the right combination of methods (2) need of exhaustive experiments 
to obtain founded conclusions (3) the importance of feedback and self-adjustment 
mechanisms (4) addressing the unresolved issues such as scalability, cold-start, and 
sparsity. In this study, we are trying to solve the cold-start problem using a hybridi-
zation technique that involves ontology, collaborative and content-based filtering 
techniques. The proposed model uses learner feedback, and learner profiles are 
adjusted using this data.

2.3 � Ontology‑based e‑learning content recommenders

In e-learning content recommendation, ontology is a way to model the learners and 
the learning resources. Many existing studies have utilized ontology for knowledge 
representation in e-learning content recommenders, and their results have shown 
improvement in the quality of recommendations. The personalization framework 
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developed by Ouf et  al. (2017) for content recommendation used four ontologies 
to represent the learner, the learning object (LO), the learning activities, and the 
teaching method. They tried to enhance the personalization dimension by using 
rules over these ontologies. Their LO repository contains heterogeneous LO types 
such as interactive media, audio, video, text etc., corresponding to different learning 
properties such as difficulty level, media type and learning time. The LO repository 
is created by the teachers focusing on students of homogeneous students. Pukkhem 
(2013) has designed a LO recommendation system with multiple agents, in which 
ontologies are used for creating the agents. Their recommendation model also used 
a LO repository consisting of different resource types to match the learner prefer-
ences and styles. Bouihi and Bahaj (2017) have designed a semantic layer integrated 
into the current e-learning platforms and pointed out the benefits of semantic layer 
integration. The semantic layer contains three ontologies to incorporate the learner’s 
learning context, the learning object, and the learning content. Different organiza-
tions and authors developed the semantically heterogeneous learning content of 
huge volumes.

Klašnja-Milićević et al. (2011) have proposed a personalized e-learning sys-
tem that can automatically adapt to the learners’ interests, habits, and knowl-
edge levels using domain ontology. In their model, learners were clustered 
based on FSLSM learning style, and behavioral patterns are extracted from 
learner logs using the AprioriAll algorithm. LOs are collected to match vari-
ous FSLSM dimensions and other learner preferences. The experiments with 
the proposed system are conducted with 340 first-year Information Technology 
students undergoing introductory computer literacy courses. The experimental 
results show that the learners of the experimental group completed more les-
sons successfully than the control group. Saleena and Srivatsa (2015) have 
designed an adaptive learning system by utilizing fuzzy domain ontology and 
domain expert’s ontology. Fuzzy domain ontology is constructed by accumulat-
ing the documents specific to a learning topic, while the experts built a domain 
expert ontology for a particular domain. The cross ontology similarities between 
learning concepts are calculated and based on the similarity score, the learning 
document is retrieved. For conducting the experiments, e-learning documents 
are collected from the web for the single topic ’Database Management System’. 
Target recommendations are generated for learners of varying skillsets (student, 
professional, work experiences etc.). The document-type resources alone are 
considered for this study.

The notion of combining recommendation techniques to improve perfor-
mance is a flourishing trend in the e-learning domain (Bahmani et  al., 2012). 
Many such studies have been conducted with the e-learning content recommend-
ers also. Pukkhem (2014) used a hybrid RS with ontology to interpret and pro-
cess learning objects in his learning object recommender (LORecommendNet). 
In this system, the learner is mapped with LOs using Semantic Web Rule Map-
ping (SWRL) in the domain ontology. The LOs are collected and annotated by 
experts based on the five LOM properties format, interactivity type, interactivity 
level, semantic density and learning resource type. Fraihat and Shambour (2015) 
have presented a hybrid semantic OB recommender system framework to assist 
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learners with personalized recommendations. Their approach also relies on ontol-
ogy and user ratings to recommend learning activities. In their domain ontology 
model, different methods of automatic content extraction are applied to the LO 
types text, audio, image and video. Zhuhadar and Nasraoui (2010) have proposed 
a hybrid recommender system that uses multi-ontology  models to recommend 
educational content in the e-learning repository. Their hybrid approach is imple-
mented on a search engine to an online learning repository named HyperMan-
yMedia. This repository contains educational content of courses, lectures, and 
multimedia resources. The content documents are displayed on the recommen-
dations page considering the degree of matching between a learner’s query and 
the document’s reverse indexing (Webpage). Ruiz-Iniesta et al. (2014) introduced 
a hybrid knowledge-based recommender for recommending learning resources 
of a computer science course. The recommendation approach’s objective was to 
provide personalized access to the vast learning resources available in open edu-
cational repositories. The participants of the experiments were students of CS1 
and CS2 (C + +) introductory programming courses. Experimental results show 
the improvement in faster and the personalized material retrievals from the LO 
repository. Most of the hybrid recommendation techniques with ontologies have 
shown improvement in the quality of recommendations and performance. There-
fore, domain ontologies were developed to store learner and LO characteristics in 
the current study to enhance the recommendation process.

2.4 � Cold‑start problem in e‑learning recommenders

An important issue for RSs that has significantly captured researchers’ atten-
tion is the new user cold-start problem. It has two variants; pure cold-start and 
partial cold-start conditions. In the literature, the pure cold-start issue is men-
tioned as a subtype of the cold-start problem. Despite being closely analyzed, 
both the problems should be addressed separately. The cold-start problem is 
related to generating meaningful recommendations with minimal historical data. 
The pure cold-start problem is related to creating appropriate recommendations 
without any historical data about the users (Bobadilla et  al., 2013). There are 
different strategies for addressing the cold-start problem with minimum histori-
cal data, but in the case of the pure cold-start condition, there are only a few 
approaches to satisfy first-time users (Barjasteh et  al., 2016; Wongchokprasitti 
et al., 2015). Most of the techniques described in the literature are not capable of 
dealing with the pure cold-start problem (Park et al., 2006; Schein et al., 2002; 
Shaw et al., 2010; Victor et al., 2008; Zhang et al., 2010). The two categories of 
RSs designed to deal with the pure cold-start problem are (1) Knowledge-based 
RSs; (2) Social filtering RSs (Silva et al., 2019). Knowledge-based RSs use the 
domain knowledge about the users, which is usually collected from the user dur-
ing their first interaction with the RS. The social filtering RSs exploit external 
information about the users, such as social, demographic and personal data. In 
the subsections, we briefly summarize the relevant works related to the new user 
cold-start problem.
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2.4.1 � Using ontology

There are several research works conducted to solve the cold-start issue in RSs using 
ontologies. Klašnja-Milićević et al. (2011) proposed a personalized e-learning sys-
tem that can automatically adapt to learners’ interests, habits, and knowledge levels 
using domain ontology. Their methodology adopts the data mining technique (Apri-
oriall algorithm) to identify learners’ sequential patterns and the CF technique to 
LO recommendation. Their model is not suitable in pure cold-start conditions since 
it relies mainly on historical ratings of learners. Harrathi et al. (2017) attempted to 
solve the cold-start problem using a hybridized approach using ontologies. Their 
approach also relies on the learning activities modeled in the proposed ontology and 
user ratings. Tarus et al. (2017) developed a recommender system that uses ontolog-
ical domain knowledge to overcome the cold-start issue in e-learning RS. When the 
initial data is not available in their system, the ontology can create hidden knowl-
edge about the learner. They have integrated a sequential pattern mining (SPM) 
technique with the ontology model to identify the learner’s historical sequential pat-
tern from weblogs. The ontological domain knowledge and learning patterns are uti-
lized to mitigate the cold-start problem in their model. The experiments were con-
ducted with 240 learning resources (created and uploaded by the instructors) under 
12 computer science subjects. The experiments were conducted with 50 third-year 
computer science undergraduate students who use an LMS to support their learning. 
Most of the existing studies to solve the cold-start problem using ontologies han-
dle partial cold-start conditions only. The accuracy and completeness of knowledge 
acquired in the domain ontology affect the effectiveness of ontology-based recom-
mender systems.

2.4.2 � Using data mining techniques

Many of the existing e-learning RSs have used data mining techniques to improve 
personalization and recommendation problems. Murad et al. (2020) presented a per-
sonalized RS based on contextual information and learning outcome scores. The 
authors used K Nearest Neighbor (KNN) algorithm to predict the target learner’s 
learning outcome. In the recommendation engine, a set of decision rules is combined 
with the above-predicted learning outcome to suggest relevant learning materials 
for the target learner. The experiments of the proposed model are conducted with 
the learner data collected from a single subject Information System Analysis and 
Design. In a study conducted by Dwivedi et al. (2018), the authors proposed a per-
sonalized RS to recommend a sequence of learning materials called learning path. 
The learning sequences recommended are matched with learner preferences such as 
learning style and knowledge level. Their model also used the KNN algorithm to 
identify similar learners and train the input dataset. Similarly, different data min-
ing techniques such as clustering (K-means) and pattern mining (GSP, AprioriAll) 
are widely used in different phases of the recommendation process (Bourkoukou 
et al., 2017; Klašnja-Milićević et al., 2018; Senthilnayaki et al., 2015; Bhaskaran & 
Santhi, 2019; Vanitha & Krishnan, 2019). In many RSs, data mining techniques are 
adopted to address the recommendation problems.
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Nafea et al. (2019) developed an e-learning RS to recommend course learn-
ing objects based on Felder Silverman Learning Style Model (FSLSM) (Felder 
& Silverman, 1988). In their recommendation framework, the k-means cluster-
ing algorithm improves the recommendation accuracy and computational effi-
ciency in cold-start conditions by efficient learner grouping. The experiments 
were conducted using LOs come under 20 learning topics of the single subject 
’networks and e-commerce’ and found to be effective in cold-start conditions. 
Bourkoukou and El Bachari (2016) presented a LO recommender system using 
the CF filtering technique that focuses on explicit and implicit ratings given to 
the LOs by the learners. In their recommendation model, K-Means and KNN 
algorithms were implemented to improve the cold-start recommendations using 
the FSLSM learning style.

2.4.3 � Other techniques

Even if there are many research works conducted to address the cold-start prob-
lem in different domains, there are minimal works to address the cold-start 
problem in e-learning content recommenders using conventional methods. In 
the existing works, ontologies are widely used to address this problem. How-
ever, some of the studies use techniques other than ontologies for addressing 
this problem. For instance, Benhamdi et  al. (2017) developed a recommenda-
tion model NPR_eL (New multi-Personalized Recommender for e-Learning) to 
suggest the best learning materials to students using collaborative and content-
based filtering techniques. The authors implemented a multi-dimensional simi-
larity between learners based on their interest, prior knowledge, time spends on 
different tests, and memory capacity. The teachers created the learning materi-
als (URLs or Item location) required for the study. The experiments were con-
ducted with ten postgraduate students of the computer science department using 
the university’s (Badji Mokhtarusing University, Algeria) dataset and achieved 
better results in the cold-start condition. Salehi et al. (2013) proposed a hybrid 
recommender system for recommending learning materials based on genetic 
algorithms and a multi-dimensional information model. The new user cold-start 
problem is tested with 500 random samples taken from a MACE dataset con-
sisting of 1148 learners and 12,000 learning resources (MACE, a pan-European 
initiative to interconnect and distribute digital information architecture). The 
model performed better in cold-start conditions. Dwivedi and Bharadwaj (2013) 
proposed a weighted hybrid trust-aware RS to recommend the learner the right 
learning resources. They have experimented with a collaborative filtering tech-
nique with primary learner characteristics learning styles and knowledge level to 
overcome the cold-start problem and achieve better recommendation accuracy. 
The experiments of the proposed model are tested with the public datasets Mov-
ieLens and Jester.

Though several research studies have been carried out in e-learning content 
recommendation, a more accurate recommendation approach handling draw-
backs like cold-start issues yet to be realized. The significant gaps identified in 
the existing literature are:
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1.	 Minimal research works to address the cold-start problem (especially pure cold-
start problem) in PLEs using ontologies.

2.	 Most of the existing studies in the e-learning domain have experimented with 
datasets MovieLens, GroupLens, Netflix etc. Experimentations with real learners 
lack in this area.

This study aims to analyze whether the recommendation accuracy in cold-
start conditions can be enhanced by combining collaborative and content-based 
filtering techniques with ontologies. The proposed approach is different from 
previous works in the following means.

1.	 Aggregation of learner and learning object ontology for knowledge representa-
tion as well as the integration of ontology domain knowledge with conventional 
recommendation techniques.

2.	 Handling pure and partial cold-start conditions using different recommendation 
logic.

3.	 Usage of LO data repository annotated by experts (IEEE LOM Standard) for the 
learner- learning object mapping.

4.	 Evaluation based on real learner data.

3 � The recommendation model

The primary goal of the proposed ontology-based recommender system is to 
mitigate the new user cold-start problem in e-learning content recommender sys-
tems. The architecture of the proposed recommendation model is shown in Fig. 1.

The main components of the proposed model are learner interfaces, ontolo-
gies (learner, learner Log, Learner Material), learner and learning object simi-
larity measurement unit and an OB recommendation engine. The steps involved 
in generating the recommendations are:

1.	 Creating the domain ontology for storing learner, learning material and learner 
log data.

2.	 Learner and learning object modeling using ontologies.
3.	 Computing the learner similarities (in pure cold-start) and the LO similarities (in 

partial cold-start).
4.	 Generating the top N recommendation list of learning objects by the ontology-

based recommendation engine using collaborative and content-based filtering 
techniques.

3.1 � Learner interfaces

The learner interfaces play a vital role in the RS because the learner interacts with 
the Learning Management System (LMS) through the learner interfaces only. The 
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initial learner attributes have to be collected directly from the learner when the 
learner starts using the LMS initially. The learner interfaces were developed to 
aid this purpose. All the prominent learner attributes such as demographic data, 
learning style (through a questionnaire), knowledge level, and background knowl-
edge are collected through these interfaces. When the learner selects a topic for 
learning, the system will list the top N recommendations in the learner interface. 
The learner can start his/her learning from this point. The interfaces also pro-
vide provisions to change the learner profile information and rate the learning 
material. Other than this, additional interfaces were developed to be used by the 
instructors to add annotated learning materials to the LMS.

3.2 � Building ontologies

The ontology is built entirely in Python, and RDF tools are used to describe the 
data. OWL representation language was employed in creating the ontology. The 
detailed design considerations for the developed ontology are presented in our 
previous work (Joy et  al., 2019). The developed ontology contains three sub-
ontologies and is briefly explained in the subsections. The layout of the devel-
oped ontology is shown in Fig. 2.

3.2.1 � Learner

The individual differences and preferences of learners should be considered to 
achieve personalization in learning environments. Here, we focused on both the 
static and dynamic characteristics of the learners for modeling them. The center 

Fig. 1   Ontology-based recommendation framework for addressing cold-start problem
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of the developed ontology is a Learner class. When the learner starts using the 
LMS initially, the personal information is recorded using forms, and this informa-
tion is fed into the Learner class of the ontology. The components of the Learner 
class include personal information about the learner (student identification num-
ber, name, age, gender, branch, qualification and background knowledge) as well 
as the learning style (Felder Silverman Learning Style Model-FSLSM (1988)) of 
each learner. The personal information, together with the learning style consti-
tutes the initial static profile for each learner.

3.2.2 � Learner Log

When a learner starts learning through the LMS, the learning path should be 
tracked, and this information is vital for making suitable recommendations. The 
LearnersLog class is included in the ontology to follow the learning path of each 
learner. The data type values of this class are materials_visited, material_visited_
time and material_ratings. These attribute values help to calculate the time spent 
by the learners on each learning material and their preferences. The LearnersLog 
class contributes to the dynamic part of the learner profile.

3.2.3 � Learning material

Knowledge representation is vital in understanding the concepts in digital learning 
environments (Buitrago & Chiappe, 2019). Resources metadata are fundamental 

Fig. 2   Learner, learning material and learner log ontology layout
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for searching and recommending content in e-learning systems. Resources can be 
described in several ways. For instance, they can be described through standardized 
structured metadata or unstructured metadata such as tags. Standardized metadata, 
such as IEEE LOM (IEEE-LTSC, 2010), specifies the metadata syntax and seman-
tics of LOs. Due to its relatively wide acceptance in the academic environment and 
its extensive usage by institutional repositories, we opted for IEEE LOM. The stand-
ard proposes 80 data elements grouped into 9 categories: general, lifecycle, meta-
meta data, technical, educational, rights, relation, annotation and classification. It is 
essential to highlight that only the educational category of IEEE LOM is considered 
for modeling the LOs in our work. The educational category of LOM is enough to 
recommend suitable learning material to a learner based on different learner charac-
teristics. The instructor found out the appropriate learning resources and annotated 
them based on the IEEE LOM specification for this work. The annotated LO charac-
teristics are loaded into the LearningMaterial class of the ontology.

In this work, ontologies are mainly utilized for knowledge representation and 
tracking learning paths. The domain ontology has been built with the necessary 
learner and LO attributes required for the content recommendation in PLEs. The 
ontology learns how a learner progresses through the LMS, and this information is 
utilized to generate recommendations to the target learner in cold-start conditions. 
Appropriate learner groups have to be extracted from the ontologies and inputted 
to the OB recommender system to make relevant recommendations in the cold-start 
conditions. Once the similar learners are identified, the learning paths (includes rat-
ings) of existing learners are utilized in the recommendation engine to generate the 
cold-start recommendations. This paper addresses both the pure and partial cold-
start problems by applying the collaborative and content-based filtering techniques 
against the constructed domain ontology.

3.3 � Learner and learning object modeling

An effective learner and learning object model is essential in any e-learning content 
RS. In this study, ontologies are used for modeling both learner and learning objects.

3.3.1 � Learner modeling

The learner profile is practically the standard representation of learner’s data that 
can be gathered in two ways: directly from the learner or by analyzing his/her 
behavior through an LMS. If the details are gathered directly from the learner, the 
profile made is called explicit or static. Whereas if this information is collected by 
observing the learner’s behavior in an LMS, then the profile created is known as 
the implicit or dynamic profile. A good learner profile can be effortlessly adjusted 
for every learner according to his/her preferences. Sheeba and Krishnan (2016) pro-
posed an approach to construct an ontology-based learner profile for achieving effec-
tive information retrieval. The sophisticated representation of static and dynamic 
learner characteristics is an advantage of their learner model. Their methodology 
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includes a decision tree classifier to classify the learning styles automatically. The 
experimental evaluation reveals enhanced performance with an ontological repre-
sentation of the learner profile. Nafea et al. (2016) proposed an adaptive learner pro-
file based on learning styles by analyzing the learning patterns through an LMS. 
The theoretical base for building their learner profile is the Felder-Silverman Learn-
ing Style Model (FSLSM) and Myers-Briggs Type Indicator (MBTI) theory. Chen 
et al. (2014) considered background knowledge and learner history along with learn-
ing style for learner modeling. The limitation of their learner profile is its static 
nature. The learner model proposed by Klašnja-Milićević et  al. (2011) in a per-
sonalized e-learning system considered the learner interests, habits and knowledge 
levels. Their strategy is capable of recognizing different patterns of learners’ habits 
through mining server logs. Tarus et al. (2017) included the learners’ learning style 
with knowledge level in their learner model. Since the required data for building the 
learner profile is collected through questionnaires alone, the dynamicity of learner 
modeling is lacking in their recommendation model.

For building our learner model, we have considered the learner parameters learn-
ing style and knowledge level. Along with these learner parameters, each learner’s 
learning path is stored in the ontology to provide dynamicity in the learner profile. 
FSLSM learning style model is opted for this work due to its probabilistic nature and 
wide acceptance in the e-learning domain. Most other learning style models classify 
learners into a few groups, whereas FSLSM distinguishes between the preferences 
on four learning dimensions and describes more about the learning style (Graf et al., 
2007).

3.3.2 � Learning object modeling

The terms learning content, learning resource and learning objects are interchange-
ably used in e-learning scenarios. LOs are small, self-contained and reusable units 
that represent learning materials. The IEEE Learning Technology Standards Com-
mittee (LTSC) describes LOs as "any entity, digital or non-digital, which can be 
used, reused or referenced during technology supported learning". The concept of 
learning objects came about from the need to create highly structured e-learning 
content with pedagogical aspects that can be reused in different learning scenarios 
(Atif et al., 2003). Learning contents presented according to learner preferences are 
effective in enhancing the learning experience and outcomes in adaptive e-learn-
ing systems (Premlatha & Geetha, 2015). Wiley (2000) classifies the LOs into five 
groups as follows:

1.	 Fundamental LO: Content included either as an image (JPEG, GIF or other), a 
document (DOC, PPT, PDF, etc.), a movie (MPEG, AVI etc.); or any other file.

2.	 Combined-closed LO: Example- a video with accompanying audio.
3.	 Combined-open LO: Example- an (external) link to a web page, dynamically 

combining JPEG with textual material.
4.	 Generative-presentation LO: Example- a JAVA applet;

5006 Education and Information Technologies (2021) 26:4993–5022



1 3

5.	 Generative-instructional LO: Example, an EXECUTE instructional transaction 
shell, which instructs and provides practice for any procedure type.

The characteristics to be considered to create qualitative LOs are(Holzinger 
et al., 2006; Wiley, 2000):

1.	 Must be much shorter than traditional learning units, typically ranging from 2 to 
15 min;

2.	 Must be self-containing: each learning object can be used independently;
3.	 Must be tagged with metadata, which contains descriptive information allowing 

it to be easily found;
4.	 Can be aggregated: learning objects can be grouped into larger content collec-

tions, including traditional course structures13.

Ontologies are widely used for metadata modeling of LOs (especially with 
the IEEE LOM standard) in e-learning applications (Ciloglugil & Inceoglu, 
2016). Al-Yahya et al. (2015) discussed how ontologies help to extract relevant 
information when the information is retrieved based on the learning objects’ 
semantics. Raju and Ahmed (2012) describe a model for representing a learn-
ing object repository using ontologies. The developed domain ontology stores 
annotated LOs, resulting in a discoverable and reusable learning object. Sos-
novsky et  al. (2012) used ontology in their personalized recommender system 
for storing adaptively annotated learning material. The annotation level for the 
recommended learning material is computed as a weighted aggregate of knowl-
edge levels for all concepts mapped into the topic. Cakula and Sedleniece (2013) 
tried to identify the overlapping points between e-learning phases and knowl-
edge management to improve the delivery of personalized learning materials. In 
most OB content recommenders, the learning materials are also stored in ontolo-
gies to efficiently map with it with the learner characteristics (Pukkhem, 2014; 
Fraihat & Shambour, 2015; Tarus et  al., 2017). By using effective methods of 
ontology and metadata, the e-learning resources can be easily customized, and 
personalization can be achieved.

For building our LO model, we have considered all the attributes that come 
under the educational category of IEEE LOM standard (structure, format, inter-
activity type, interactivity level, learning resource type and difficulty). An LO 
can have more than one data value corresponding to the six LO properties. For 
example, the format of an LO can be ’video’, interactivity type can be ’mixed’ 
and learning resource type can be ’lecture’. For the current study, a wide range 
of LOs (Audio, Video, PDF, PPT, Web links) having different properties are col-
lected and annotated in IEEE LOM format.

3.4 � Computing similarities

The learner and LO similarity computation are vital in collaborative and con-
tent-based filtering techniques. Two similarity measures are considered for this 
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study; (1) similarity between the learners and (2) similarity between the learning 
objects. In the pure cold-start condition (zero ratings), only the learner similarity 
is considered, while in the case of partial cold-start condition (very few ratings 
available) both learner and learning object similarity computations are utilized in 
the recommendation algorithm.

In computing the learner’s similarities, only the ontology domain knowledge is 
considered. The learner parameters considered for the similarity computation are 
learning style and background knowledge. The parameters considered for com-
puting LO similarity are structure, format, interactivity type, interactivity level, 
learning resource type and difficulty. Each of these attributes can hold different 
values, as shown in Table 1.

In this study, the similarity between the learners and learning objects are calcu-
lated using cosine similarity. The existing studies have proven that cosine similar-
ity gives better recommender performance in the e-learning domain (Tarus et al., 
2018). Also, there is no chance of occurring missing values in the input data-
set, and therefore cosine similarity can produce accurate results during parameter 
comparison (Adomavicius & Kwon, 2007). The cosine similarity between two 
vectors is calculated using Eq. 1.

The next step is to compute the nearest neighbours’ predictions and generate 
the top N recommendation list for the target learner.

3.5 � Generating top N recommendation list of LOs

The proposed recommendation model generates the top N recommendation list of 
learning objects for the target learner based on:

•	 Ontological domain knowledge about the learner and learning objects
•	 Rating given to a learning object by the target learner

(1)Sim(li, lj) =
li.lj

‖li‖‖lj‖

Table 1   IEEE LOM characteristics for similarity computation

LO properties Possible data values

Structure Atomic, Collection, Networked, Hierarchical, Linear
Format Video, application, audio, text, image,
Interactivity Type Active, expositive, mixed
Learning Resource Type Exercise, graph, simulation, questionnaire, index, 

diagram, figure, slide, table, narrative text, exam, 
experiment, problem statement, self-assessment, 
and lecture

Interactivity Level Very low, low, medium, high, and very high
Difficulty Very easy, easy, medium, difficult, and very difficult

5008 Education and Information Technologies (2021) 26:4993–5022



1 3

•	 Rating given to a learning object by other similar learners

The new recommendation problem can be formulated in two different ways in 
pure cold-start and partial cold-start conditions as follows.

3.5.1 � In pure cold‑start condition

In the pure-cold start condition, the inputs to the recommendation engine are onto-
logical domain knowledge and ratings given to a learning object by other similar 
learners.

Let ’L’ denote the set of all learners L = {l1,l2 …,lm }, let ’LO’ denotes the possible 
subset of learning objects LO = {lo1, lo2 … , lon } that can be recommended (LO con-
tains only the learning objects included for a particular topic requested by learner l). 
Let ’O’ be the set of all ontological domain knowledge O = {o1, o2 … , op } about the 
learner and learning objects. The ratings given to a learning object by the learners 
are indicated as ’r’. The possible rating values are measured on a numerical scale 
from 1 to 5 (1- poor, 2-average, 3- good, 4- very good, 5-excellent). Let f be the 
recommendation function of L, LO and O. The top N refers to the sets of learning 
objects recommended by the recommendation engine. The recommendation func-
tion can thus be expressed as:

The top N list of learning objects for the target learner is generated based on the 
ratings given to the learning objects (in the subset LO) by the most similar learners. 
Algorithm 1 indicates how the top N recommendation list is generated for the target 
learner in pure cold-start condition. A collaborative filtering technique that uses the 
historical ratings (historical ratings of similar learners) is adopted in this algorithm.

Algorithm 1 Generating top N recommendation list in pure cold-start condition

f ∶ L × LO × O → top N
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3.5.2 � In partial cold‑start condition

In the partial cold start condition, historical ratings are available for the target 
learner, but the number of ratings available is less. For this study, all the learn-
ers who have rated 20 or less learning objects are considered as cold-start learn-
ers. Here, the ratings given to the LOs by the target learner are additional inputs 
to the recommendation algorithm. A content-based filtering technique is applied in 
the recommendation engine by computing the similarity between LOs and choos-
ing the most similar LOs from the LO subset that matches the target learner’s LO 
preference. The recommendation list based on LO similarity can be generated by 
Algorithm 2.

Algorithm 2 Generating recommendation list in partial cold-start condition

For example, let LO1 is the subset of learning objects rated (3 and above) 
by the target learner, and LO2 is the subset that contains all the LOs of the 
requested topic.

Recommendation list = {most similar LO from LO2 with lo21 , most similar LO of 
LO2 with lo26 , most similar LO of LO2 with lo17 }. The most similar learning object 
with the highest-rated learning object by the target learner will come in the first posi-
tion of the recommendation list. The final top N recommendations are generated by 
combining the recommendation list (obtained by Algorithm  2) with the top N list 
obtained using Algorithm 1 (pure cold-start condition). The details of the experiments 
conducted and the analysis of the results are presented in the subsequent section.

LO1 =
{
lo26(4), lo17(3), lo21(5)

}

LO2 =
{
lo1, lo2, lo3, lo4, lo5, lo6, lo7, lo8, lo9, lo10

}
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4 � Experiments and results

To evaluate the proposed recommendation model’s effectiveness in cold-start 
conditions, experiments were carried out in different input conditions. The pri-
mary goal of the experiments was to measure the performance, enhancement in 
quality of recommendations in pure and partial cold-start conditions.

4.1 � Experimental setup

The initial learner dataset consists of 300 students’ data with 8200 LO ratings. The 
learner data is collected from two state universities in India- Cochin University of 
Science and Technology (CUSAT) and APJ Abdul Kalam Technological Univer-
sity (KTU). The initial learner dataset contains data collected from undergraduate 
and postgraduate students undergoing Computer Science and Information Tech-
nology courses in the two universities. Initially, the learner attributes that include 
background knowledge and FSLSM learning styles are collected and uploaded into 
the Learner ontology. The learner’s FSLSM learning style is identified using the 
Learning Styles Index (ILS), developed by Soloman and Felder (Soloman & Felder, 
2005). The ILS includes 44 questions to determine the four learning dimensions cor-
responding to the FSLSM learning style. The four learning dimensions’ probabil-
istic values are calculated by evaluating the ILS questionnaire, as explained in the 
literature (Graf & Kinshuk, 2007). The next step was to collect the required LOs for 
the study. Four hundred and sixty-eight learning objects are collected on two core 
Computer Science subjects, Data Structures and Data Mining. The collected LOs 
were annotated in the IEEE LOM standard by the experts and uploaded into the 
LearningMaterial ontology through the instructor interface of the developed LMS. 
Later, when the learner logs in to the LMS, recommendations were generated for 
each learner for the selected learning topic. The learners were asked to go through 
the recommended learning topics and rate them on a 5 point rating scale (1- poor, 
2-average, 3-good, 4- very good, 5-excellent) based on their satisfaction level and 
relevance of the recommended LO. Over a period of 4 months, the initial dataset 
consists of 8200 ratings from 300 learners are collected.

For conducting the experiments in cold-start conditions, 45 new learners of the 
third-year undergraduate students of Computer Science branch are selected. The 
initial learner attributes are collected from the new learners at the time of registra-
tion in the LMS portal. When a new learner logs into the LMS, the learner has to 
choose a subject for studying. Depending on the subject selected, all the learning 
topics come under the selected subject are listed on the learner interface page. When 
the learner chooses a particular topic, the cold-start recommendations are generated 
for the new learner by running the recommendation algorithms against the domain 
ontology that consist of 300 learner profiles and 8200 LO ratings. It was mandatory 
to rate all the LOs that the learners had undergone. The recommendations suggested 
to the learners for the very first learning topic are considered as the pure cold-start 
recommendation. For this study, the first 25 recommendations given to the learner 
are considered as cold-start recommendations. The number of recommendations 
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generated for each learning topic varies depending on the matching LOs available 
in the LearningMaterial Ontology. For most cases, the cold-start threshold (25) is 
achieved within recommendations created for the first five learning topics.

4.2 � Description of dataset

Our dataset is a real-world dataset that contains 300 students’ data. The dataset was 
collected within four months. Table 2 illustrates the detailed description of the data-
set used for the experimentations.

4.3 � Results and discussion

In this sub-section, the experimental results of the proposed ontology-based rec-
ommendation algorithms (CF + Ontology, CF + CB + Ontology) are discussed and 
compared with those of the traditional CF algorithm. For conducting experiments 
of e-learning recommender systems, the availability of public datasets is very rare 
(Manouselis et al., 2011). Therefore, it is difficult to compare different studies’ per-
formance results in e-learning recommender systems with the required accuracy. The 
main focus of experiments in e-learning RSs is to evaluate the accuracy of predic-
tions and performance of the RS. In this study, the following evaluations were done.

•	 Prediction accuracy with neighbourhood size
•	 Prediction accuracy with different thresholds of rating values
•	 Performance of algorithms in terms of Precision and Recall
•	 Learner satisfaction in terms of ratings.

4.3.1 � Prediction accuracy with neighbourhood size

The size of the neighbourhood plays a vital role in determining the quality of 
predictions in RSs (Chen et  al., 2016). Mean Absolute Error (MAE) and Nor-
malized Mean Absolute Error (NMAE) are two standard and well-established 
methods for measuring the quality of predictions. In this study, we have used 
MAE to compare the prediction accuracy with different neighbourhood sizes. 
MAE measures the average deviation between the predicted and the actual rat-
ings (Shani & Gunawardana, 2011). The lower value of MAE indicates a more 
accurate prediction. Equation 2 is used to compute the MAE.

where,

PRi	� Predicted rating for the learning object i
ARi	� Actual rating for the learning object i
N	� Total number of cases

(2)MAE =
1

n

n∑

i=1

|PR
i
− AR

i
|
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In this work, experiments were carried out with neighbourhood size vary-
ing from 5 to 30. Figure 3 shows how prediction accuracy varies with the size 
of the neighbourhood. The figure shows a marginal difference in the prediction 
accuracy for the proposed algorithms compared with the CF technique. In the 
case of proposed algorithms, the prediction accuracy is highest when the neigh-
bourhood size is 20. But when the CF technique is used, the accuracy is high-
est when the neighbourhood size is 25. When the neighbourhood size further 
increases, the prediction accuracy decreases for all three algorithms. For the 

Table 2   Description of learner and learning object dataset

Description of dataset
No.of learners No.of learning objects No.of ratings
300 468 8200
Summary of learning Resources
Subject name Topic No.of 

Learning 
objects

Data Structures Data Structures- Introduction 12
Arrays 15
Stacks and its applications 30
Queues 15
Linked Lists 15
Trees 15
Graphs 16
Shortest path algorithms 15
Minimum Spanning tree 30
Sorting algorithms 90
Searching algorithms 30
Hashing 15
Recursion 15
Total 313

Data Mining Data pre-processing 9
Decision tree 15
Bayes Classifier 14
K Nearest Neighbour 13
Support Vector Machine 15
Artificial Neural Networks 15
Clustering-Introduction 12
K-Means 15
Association Rules 14
Regression 15
Dimensionality Reduction 13
Total 155
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proposed algorithms, as the number of neighbours increases from 5 to 20, the 
MAE decreases gradually (CF + Ontology-0.80 to 0.61, CF + CB + Ontology- 
0.79 to 0.58).

4.3.2 � Prediction accuracy with different thresholds of rating values

In the partial cold-start condition, the learning object similarity is computed and 
applied in the CB recommendation logic. We have considered the LOs (rated by the 
target learner) with ratings three and above (good to excellent) for calculating the 
object similarity. In this sub-section, the experiments conducted to find how recom-
mendation accuracy varies with the number of rated learning materials with differ-
ent thresholds (r = 3, 4, 5) are presented. Figure 4 shows how recommendation accu-
racy varies for different thresholds of rating values. From the plot, it is understood 
that when the threshold value is 3, the predicted accuracy gradually increases as 
the number of learning objects (N) increases. But in the case of threshold values 4 
and 5, the accuracy increases progressively and becomes stable when the number of 

Fig. 3   Prediction accuracy with 
neighbourhood size

Fig. 4   Prediction accuracy with 
number of learning objects
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learning materials reaches 15. Therefore, if highly-rated learning objects are avail-
able, reliable predictions can be obtained with a small number of LOs. The MAE 
values obtained for different threshold values are also consolidated in Table 3.

The MAE values obtained for different neighbourhood sizes (N = 5, optimum 
value and 30) and LOs with varying values of threshold are consolidated in the 
Table 3. The MAE values indicate that the proposed algorithms outperform the con-
ventional CF technique in cold-start conditions for all sizes of neighbourhoods.

4.3.3 � Performance of algorithms in terms of precision and recall

The commonly used evaluation matrices in RSs for information retrieval are precision, 
recall and f-measure (Shani & Gunawardana, 2011). Precision is calculated as the ratio 
of relevant recommendations to total recommendations made by the RS. A recommen-
dation is considered to be relevant if the recommended LO is liked by the learner. The 
recall is a measure to calculate RS’s ability to recommend irrelevant learning objects 
as few as possible. It is the ratio of relevant recommendations made to the user to total 
relevant recommendations. The precision and recall calculation is easily understood by 
the 2 × 2 contingency table as shown in Table 4. Precision and recall can be calculated 
using Eqs. 3 and 4 respectively.

In this study, learning objects rated 1 and 2 are considered as irrelevant while LOs 
rated 3 and above are considered as relevant. Figures 5 and 6 show how the perfor-
mance of the proposed algorithms in terms of precision and recall varies with the num-
ber of recommendations. The experiment was conducted many times with a varying 

(3)Precision =
No. of relevant recommendations

Total no. of recommendations
=

tp

tp + fp

(4)Recall =
No. of relevant recommendations

Relevant recommendations
=

tp

tp + fn

Table 3   MAE values with different neighbourhood size and number of learning objects

Algorithms MAE vs Neighbourhood size Thresholds MAE vs No of learning 
objects

N = 5 N = optimum N = 30 CF + CB + Ontology N = 5 N = 15 N = 20

CF 0.86 0.69 0.71 r = 3 and above 0.60 0.58 0.57
CF + Ontology 0.80 0.61 0.65 r = 4 and above 0.57 0.55 0.55
CF + CB + Ontology 0.79 0.58 0.64 r = 5 0.56 0.54 0.54

Table 4   Contingency table Recommended Not Recommended

Valid True positive (tp) False negative (fn)
Not Valid False positive (fp) True negative (tn)
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number of recommendations in both cases. The figure shows that the proposed algo-
rithms outperform the conventional collaborative technique with both measures.

4.3.4 � Learner satisfaction based on ratings

The learner satisfaction is measured by using the ratings given to the learning objects 
by the 45 participants of the experiments. To evaluate learner satisfaction, we have con-
sidered 100 ratings given to the LOs by 45 learners with the three recommendation 
approaches. Figure 7 illustrates the satisfaction level of learners with the recommenda-
tions given by the three methods. The survey tells that 89% of learners are satisfied with 
the LO recommendations generated by the proposed CF + CB + ontology model and 77% 
are satisfied with the recommendations made by CF + Ontology approach. The percent-
age of learners satisfied with the LO recommendations created by CF technique is 61%. 
The number of individual ratings obtained for each model is consolidated in Table 5.

Fig. 5   Performance in terms of 
precision

Fig. 6   Performance in terms of 
recall
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Different experimental calculations are made to evaluate the accuracy and perfor-
mance of the proposed ontology-based algorithms. The computed data show that the 
proposed algorithms provide better performance in both pure and partial cold start con-
ditions. The proposed approach overcomes the cold-start problem by integrating onto-
logical domain knowledge while initializing the learner profile in the recommendation 
process. The recommendation engine will use this domain knowledge in computing 
learner and learning object similarities and predict learner preferences. The proposed 
model incorporates the learner characteristics learning style, knowledge level and 
qualification along with the learner ratings in the recommendation process and thereby 
generating more personalized recommendations. Furthermore, the learner satisfaction 
achieved by the proposed model is commendable.

5 � Conclusion and future works

In this paper, we propose an ontology-based e-learning content recommender sys-
tem to address the cold-start problem. The proposed approach incorporates col-
laborative and content-based filtering techniques in the recommendation process. 

Fig. 7   User satisfaction based on LO ratings

Table 5   Comparison of LO ratings obtained in the three recommendation models

Per 100 ratings R = 5 R = 4 R = 3 R = 2 R = 1 %Satisfied %Not satisfied

CF + CB + Ontology 42 26 21 7 4 89 11
CF + Ontology 28 32 17 13 10 77 23
CF 12 18 28 24 15 58 42
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Ontology is used to store the domain knowledge about the learner and learning 
objects and the learning history of each learner. The experimental results show 
that the performance and accuracy of proposed algorithms are better in the cold-
start conditions. Furthermore, the proposed algorithm generates more reliable 
and personalized recommendations by using ontological domain knowledge and 
historical ratings of learners in the RS.

Our future work will emphasize more on learners’ behavioral analysis in the 
LMS and integrating the new technologies such as machine learning and deep 
learning in the recommendation process to achieve better performance and more 
personalized recommendations.

Data availability  The datasets used and/or analyzed during the current study are available from the 
authors on reasonable request.
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