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Abstract

The use of machine learning with educational data mining (EDM) to predict learner
performance has always been an important research area. Predicting academic results is
one of the solutions that aims to monitor the progress of students and anticipates
students at risk of failing the academic pathways. In this paper, we present a framework
for predicting student performance based on Machine Learning algorithm at H.E.K
high school in Morocco from 2016 to 2018. The proposed model was analyzed and
tested using student’s data collected from The School Management System
“MASSAR” (SMS-MASSAR). The dataset used in this study concerns 478 Physics
students during the school years: 2015-2016, 20162017 and 2017-2018. The predic-
tive performance results showed that our model can make more precise predictions of
student’s performance.
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1 Introduction

Since the launch of the first initiatives to integrate information and communication
technologies in education in Morocco, schools and universities have been generating
and storing a huge amount of student data in electronic form. This massive amount of
student data can be more useful and can guide the decision-making at the level of
ministry, regional academies, provincial directorates, and institutions if it is analyzed
and transformed effectively into knowledge. Such data can also improve the quality of
teaching and learning, and hence help students succeed in their academic pathways.

According to the work of (Han & Kamber, 2006), the main aim of data mining
methods is to extract meaningful knowledge from data. Some authors like in
(Bakhshinategh et al. 2018) and (Fernandes 2019) affirms that, the Educational Data
Mining (EDM) is a field of research that aims to apply data mining methods to
educational data. It aims at developing methods and applying techniques for data
mining, statistics and machine learning to analyze the data collected for each learner
during his/her academic career (Niemi et al. 2018) (Anand 2019).

Five different approaches in EDM are proposed in (Baker 2010); namely, relation-
ship mining, discovery within models, distillation of data for human judgment, clus-
tering and prediction. For prediction, the goal is to predict the label or class of a data
object. Several research projects for application of EDM predicting have been carried
out, while the prediction of student performance is one of its main areas of application.

Indeed, prediction of student performance can help teachers identify students who
need extra assistance and prevent students from dropping out before final exams. Many
Research in this area has been conducted using different algorithms such as machine
learning algorithm (Hussain et al. 2019). In this perspective, this study used machine
learning algorithms to predict the individual performance of H.E.K high school stu-
dents in Morocco. Our main objective is to identify at the end of the first semester the
students enrolled in the Baccalaureate (Bac) who are at risk of failing the year before
the final exams.

The study purpose are collecting student data from the Massar platform, annotating
our data set and then analyzing it using machine learning algorithms to create a model
able to predict student performance at the end of the first semester, to determine for
each student which subjects need reinforcement and tutoring, and to predict and
improve school success rates.

This paper is outlined as follows: section 2 presents a literature review of the
educational data mining, machine learning and related works. Section 3 describes the
proposed methodology, the description of the students sampled for this study and
depicts the proposed framework as well as the capability of this work to make an
accurate prediction of the students’ performance. In section 4, we provide the discus-
sion of the obtained results. Finally, the conclusion and the planned future work are
presented in the last section.

2 Literature review

This part presents a general overview of EDM and machine learning and lists some
research work in this context.
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2.1 Educational data mining and machine learning

According to (Manjarres et al. 2018), Educational Data Mining is a rising discipline
that aims to develop methods to explore data from educational contexts, in order to
understand students’ behavior, interests and results in a better way.

The EDM can be considered as the intersection of three main areas: education,
statistics and informatics. This intersection among these three areas also generates other
sub-fields, narrowly related to EDM, such as computer-based education, learning
analysis, data mining (DM) and machine learning (ML). Fig. 1.

The coupling of machine learning with EDM has received much more attention in
recent years. According to the literature of the field, machine learning is an axis of study
of artificial intelligence. It brings together all the techniques that allow machines to learn
and make accurate predictions from past observations. There are four main types of
machine learning: supervised, unsupervised, semi-supervised and reinforcement.

The supervised learning is the most popular paradigm for machine learning, it aims
to build a model based on observation data and desired results; This model allows the
best approach to the relationship between input and output observable in the data.
Supervised learning problems can be grouped into regression and classification prob-
lems. While, unsupervised learning uses only input observations data without having
corresponding outputs. So, the goal of unsupervised learning is to determine the
patterns or clusters hidden in the data from unlabeled data. Unsupervised learning
problems can be seen as a problem of clustering or association. The semi-supervised
learning falls between the two previous types of learning. Indeed, data labeling is a very
expensive operation and requires presence of human experts. However, the availability
of labels in some observations, even if they are missing in the most cases, gives to the
semi-supervised algorithms the best chance for model construction. The semi-
supervised learning algorithms exploit the idea that, even if group memberships of
unlabeled data are unknown, this data has important information about the parameters
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Fig. 1 Educational data mining (Romero and Ventura 2013)
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of the group. Finally, the reinforcement learning is a relatively new approach to
machine learning, and it is quite different from the previous types of learning. The
Reinforcement algorithm works in an iterative fashion by using the observations
collected from the interaction and taking actions to minimize the risk and maximize
the benefits. The choice of machine learning algorithm strongly depends on the data
used (continuous or categorical) and the outcome of the model (c.f.: cluster or numer-
ical values, etc.). Among the most used machine learning algorithms, we quote: Linear
Regression, Neural Networks, Decision Trees, Naive Bayes, Nearest Neighbor, Vector
Support Machines (SVM), K-means, etc. We note that all these algorithms are available
in the skit-learn python library. In this work, we used the multiple regression algorithm
to predict students’ performance as we will present later.

2.2 Related works

Many research studies have been conducted on predicting the performance or result of
students based on certain parameters using different machine learning algorithms. Khan
(Khan et al. 2019) has developed a model that allows students enrolled in an introduc-
tory programming course to identify their likely final grades using the Decision Tree
algorithm. Igbal (Igbal et al. 2017) used a Restricted Boltzmann Machines (RBM)
model to predict the grade of students who have been admitted to the ITU Electrical
Engineering Department Degree Program. Elbadrawy (Elbadrawy et al. 2015) devel-
oped a personalized multiple linear regression model to predict student performance
enrolled in Moodle at the University of Minnesota’s. Using two different datasets,
Pojon have used naive Bayes classification and decision trees model to predict the
academic student’s success (Pojon 2017). (Hamsa et al. 2016) used a fuzzy genetic
algorithm and decision tree model to predict academic performance of students based
on their session exam scores. Applying the neural network algorithm, the author
Pauziah Mohd and al. have developed a model to predict students’ final grades based
on theirs first year’s grades (Arsad et al. 2012).

Unlike other studies that focused mainly on data extracted from questionnaires and
self report surveys, the predictions model used in this study is built on and tested on
authentic data of students generated by the official Massar platform of the national
ministry of education. In addition to this, the predictions model was tested on a large
number of students and was validated by both statistical and methodological measures
throughout three different school years.

3 Proposed methodology

The methodology used in this work is based on the Standard Interprofessional Standard
Data Mining Process (CRISP-DM) (Chapman et al. 2000). The Cross Industry Standard
Process for Data Mining (CRISP-DM) model is composed of six steps as shown in Fig. 2:

1. Business Understanding: The first phase of this model consists of understanding
the Business in all the different aspects: the field of application, the project
objectives, the requirements and the management rules: e.g. rules for calculating
of the grade of Bac, the score of CA, etc.
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Fig. 2 CRISP-DM (Chapman et al. 2000)

2. Data Understanding: The second phase of CRISP DM Framework focuses on
collecting the data, describing, exploring and manipulation data using techniques
designed to acquaint users with the collected data.

3. Data preparation: This phase covers all activities required to build the final dataset,
which is manipulated in the modeling phase.

4. Modeling: This step involves the implementation of different machine learning
algorithms (regression, classification, clustering, recommendation). The ML algo-
rithm to choose depends on the needs of the project, the input dataset and the
output result.

5. Evaluation of the Model: Different techniques are available to evaluate the model.
Among these techniques, we quote Mean Absolute Error (MAE), Root Mean
Squared Error (RMSE), Relative Absolute Error (RAE) and Relative Squared
Error (RSE)., Accuracy, Sensitivity, etc. The choice of evaluation measures de-
pends entirely on the project requirements, the algorithm used, the desired out-
come, and so on.

6. Deployment: Finally, once the model is created, tested, and evaluated on the test
and validation data, the deployment can be a report generation or an implementa-
tion of the data mining process.

3.1 Sample

The number of the student sampled for this study was 478. They all were second-year
baccalaureate students studying at H.E.K hight school in the school years 2015-2016,
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20162017 and 2017-2018. Two hundred eighty-two of the students were females, and
196 were males. Fifty two of the students in the sample are repeaters, 25 were females, and
27 were males. All students in the sample are ranged in age from 16 to 19.

Two reasons determined the choice of H.E.K high school. First, the researcher has
been a practitioner at the same school, and this has facilitated access to data. Second,
the school did not meet the target baccalaureate success rate (> 40%) expected by the
national ministry of education' in the 2016-2017 school year and therefore it incorpo-
rated a reinforcement program to boost the baccalaureate success rate. For this raison,
predicting the success rate thus was important for the reinforcement program
implementation.

3.2 Business and data understanding

The proposed framework is designed for Moroccan physics Bac classes. The Bac is a
certificate issued by the state through the Ministry of Education in Morocco for
different majors. This certificate is prepared in 2 years. At the end of the first year,
students are required to pass a regional examination to assess their knowledge of
secondary subjects (for Science e.g. French, Arabic, Islamic Education, History and
Geography). Then, at the end of the second year, a national examination on the main
subjects of the subject stream must be carried out.

During the Business and Data Understanding phase of the problem, we presented
studies and analysis of student achievement at the end of each first semester of the
2016-2017, 2017-2018 and 2018-2019 school years. This work allowed us to better
understand the problem and to discover the different calculation formula used.

The formula for calculating the Grade of the Bac (GB) in Morocco is as follows:
CA: Continuous Assessment score (25%), R: Regional Examination Score (25%), NE:
National Examination score (50%)

( CS + RE + (NE x 2))
4

GB =

The formula for calculating the CA is as follows:

(CAl + CA2)

CA =
2

CAI and CA2 are successively the average of the continuous assessment of the Ist
semester and the 2nd semester of the second year Bac.

The average of the continuous assessment (CA) for each semester is equal to the sum
of the score of each subject multiplied by its coefficient, and the total is divided by the
sum of the coefficients.

>'(Score_Subject x Coef _Subject)

CA =
> Coef _Subject

! Ministry memo N° 17/778 date June 22, 2017
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As mentioned in the following formula, the National Examination Score (NE) is
calculated by summing the score of the subjects examined multiplied by their coeffi-
cients, then the total is divided by the sum of the coefficients.

Y (Score_Subject x Coef _Subject)

NE =
> Coef _Subject

According to the Grade of the Bac, a merit is attributed to each student according to the
following table.

Interval of the grade of the Bac Merits (Mention)

[10-12[ Passed, Average (A) — (Mention Passable)
[12-14] Passed, Quite Good (QG) — (Mention Assez bien)
[14-16[ Passed, Good (G) — (Mention Bien)

[16-20] Passed, Very Good (VG) — (Mention Tres bien)

3.3 Data preparation

The dataset used to design this framework was based on data of real-world students. The
data concerns 478 students in Physics (P) stream for the 2015-2016, 20162017 and
2017-2018 school years. The data was collected from the SMS-MASSAR. We note that
the data of students used in this study were kept anonymous and they were assigned codes.

Since the 2013-2014 school year, the Moroccan Ministry of National Education has
set up the school management system “MASSAR”. Among the main objectives of this
system, we note:

» Allowing students as well as their parents to keep track of their performance at school.

» Establishing transparency and equal opportunities for all students;

* Ensuring autonomy of schools’ management;

* To have a record of the school process of students from their first school enrollment
until they obtain their Bac.

* efc.

The introduced variables are described in the following Table 1.
3.4 The proposed framework

Figure 3 illustrates the proposed framework; it starts with the collection and preparation
of the data. Student data is collected from the SMS-Massar. Then, the models are
generated by the machine learning algorithm, the multiple regression. The modeling
phase was developed in two stages: (1) model for forecasting the second semester
results and (2) model for forecasting the results of the national exam. The results of
these two models are used to predict the grade of the Bac for each student.

To choose the variables of the dataset to build our model, we used a correlation
matrix between the variables. This allowed us to define, for each subject, the variable
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Table 1 Used variables

Column Description Type

Num Student ID Nominal
Gender Student’s gender Nominal
RE Score of the regional exam Quantitative
Math_1 Math score of the first semester Quantitative
PC 1 Chemistry & Physics score of the first semester Quantitative
SVT 1 Science score of the first semester Quantitative
Philo 1 Philosophy score of the first semester Quantitative
Ang 1 English language score of the first semester Quantitative
Trad 1 Translation score of the first semester Quantitative
Ed Ph 1 Physical education score of the first semester Quantitative
Ed Is_1 Islamic Education score of the first semester Quantitative
Fr 1 French language score of the first semester Quantitative
Arab 1 Arabic language score of the first semester Quantitative
Disc 1 Attendance and behavior score of the first semester Quantitative
CAl Continuous Assessment score of the first semester Quantitative

(subjects) with which the correlation is highest and to determine the relationship of
influence between the different subjects. Figure 4 presents an example of the relation-
ship of influence for 2nd semester Math (Math_2) Physics (PC_2) and national exam

Math (Math_NE).

School Management
System MASSAR

Students who will pass/fail the year

0e?®
s

4

@a®
0

PV of Regional
Exam

1

—-— I
—> I Modeling

1

1

PV of 1st
Semester Prediction Student
Performance in the
Bac

Fig. 3 The proposed framework
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Fig. 4 An example of relationship of influence between subjects

We emphasize that this relationship helps to determine student performance for a
given subject, as well as the topics (subjects) that influence it in order to determine the
type of reinforcement and additional assistance that the student needs to improve her/
his performance.

The performance of the model was validated on two levels. The first level was by a
various performance indicator. MAE, RMSE, RAE and RSE were calculated, analyzed
and interpreted. And the second level was by a pedagogical committee set by the school
administration. The committee was headed by the school principal and included 11
teachers representing all the baccalaureate school subjects. The committee compared
the predictions of the model to the real grades of students at the end of each school year.

4 Results and discussions

Several methods of measurement to evaluate the success of models exist. Nevertheless,
the evaluation of each model is extremely dependent on the domain of study and the
expected results of the system. For our system, the goal is to predict the grade of
students’ Bac and make decisions if a student needs reinforcement courses, supports
and has to work hard to pass. These decisions are relevant if the predictions are
accurate. We recall that our model is generated by the Multiple regression algorithm
using the skit-learn python library. The model is composed of two sub-models: model
of second semester (Model S2) and Model National Examination (Model NE). Model
S2 predicts the results of the second semester while the National Examination model
function is to predict the results of each student’s national exam. Finally, using the
results of model S2, the results of the National Examination model, we can predict the
final grade of Bac of each student as mentioned in the formula of calculation of GB
(formula GB). To this end, we compared the actual GB against the prediction GB for
each student. Some of the most used metrics for evaluation of the models are the Mean
Absolute Error (MAE), Root Mean Squared Error (RMSE), Relative Absolute Error
(RAE) and Relative Squared Error (RSE). The model’s predictions were evaluated by
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Table 2 The used metrics for evaluation of the models

Model S2 Model NE Calcul of GB
MAE 0.28 0 0
RMSE 0.94 1.27 1.25
RAE 0.66 0.62 0.51
RSE 0.6 0.66 0.75

ten repetitions random cross-validation. In each run, we selected randomly 80% of
students’ data into the training set and 20% of students’ data into the testing set.

The following Table 2 presents the models evaluation by comparing the real values
with the predicted ones for each students.

4.1 Results of the model of prediction of the 2nd semester (model S2)

The following graph Fig. 4 illustrates a comparison between the real values of the
continuous assessments score of the second semester and the predicted ones. The
model predicted that 10% of students would fail in the second semester and 90%
would succeed with the following merits (P: 22%, QG: 30%, G: 21% and VG 30%);,
whereas, analysis of students results at the end of the semester showed that 17% of
students did not really succeed in the second semester and 83% of students succeeded
in the semester (P: 18%, QG: 27%, G: 25%, VG: 19%). (Fig. 5).

4.2 Results of the model of prediction of the national exam (model NE)

Regarding the evaluation of the predictions of the national examination results,
our system predicted that 52% of the students will fail in the national exam while
50% of the students have failed in the national exam with a negligible difference
equal to 2%. (Fig. 6).

35%
30%

25%

20%
15%
10%
5%
0% -

Passed (A) Passed (QG) Passed (G) Passed (VG)
= % Real 17% 18% 27% 25% 19%
= % Pred 10% 22% 30% 21% 20%

Fig. 5 Results of the model of prediction of the 2nd semester
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Failed P d@A) P d(QG) P d(G) P d (VG)
m%Real 50% 18% 13% 11% 9%
m%Pred 52% 17% 11% 11% 9%

60%

50%

40%

30%

20%

10%

0%

Fig. 6 Results of the model of prediction of the National Exam
4.3 Results of the prediction of the grade of the Bac

As we mentioned before, the prediction of the second semester and that of the national
exam are used in addition to results of 1st semester and regional exam to calculate the
grade of the bac and to attribute a merit to each student. As illustrated in the following
graphic Fig. 7, the prediction of our system showed that 42% of students are at risk of
failing the year with a 5% difference from to the real percentage (37%). Also, the
system showed that 29% of students would pass with an Average merit compared to
21% of students who actually did.

For the merits Quite Good (QG), our model predicted the same percentage as the
real one (14%) with 0% of the difference. 14% represents the percentage of predicted
students who would have their Bac with good merits while 11% represents the
percentage of students who have actually obtained this merit (a difference of 3%).
For the Very Good (VG) merits, the real percentage was the same as the predicted one

(8%) (Fig. 7).

Failed Passed (A) P d(QG) P d(G) P d (VG)
H % Real 37% 29% 14% 1% 8%
u % Pred 42% 21% 14% 14% 8%

45%
40%
35%
30%
25%
20%
15%
10%

5%

0%

Fig. 7 Results of the prediction of the Grade of the Bac
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5 Conclusion and perspective

Early prediction of the general Bac average is an effective way to determine student
performance and make decisions if a student needs reinforcement courses, supports and
has to work harder to be pass. To this end, we present a predictive analysis method-
ology of performance of students enrolled in Bac at H.E.K high school in Morocco
based on the machine learning algorithm.

The proposed methodology is founded on the CRISP-DM and used a dataset
obtained from the Scholar Management System MASSAR. We started by understand-
ing the problem and the data. This phase is an important step and it lasted almost 2
years. In this phase, we presented studies and analyses of students results for the 2016—
2017, 2017-2018 and 2018-2019 school years. Subsequently, we constructed our
dataset from real data of students enrolled in Bac of the last 3 years. Concerning the
modeling step, we used the multivariate Regression machine learning algorithm avail-
able in the library scikit-learn v0.20.3 of python. We have developed two models:
Model S2 and Model NE that cooperate. The first model predicts the results of the
second semester, while the second model allows to predict the results of the national
exam. To choose variables from dataset to build our model, we used a correlation
matrix between the variables in the dataset. This allowed us to define for each subject
the variables with which the correlation is highest and to determine the relationship of
influence between the different subjects.

The predictions of the models (Model S2 and Model NE), the grades of students in
regional exam and the first semester grades are used to calculate the Grade of Bac. The
results of this system have been evaluated in two levels. First level, by calculating the most
frequently used metrices such as MAE, RMSE, RAE and RSE and the second level, by a
pedagogical committee headed by the headed by the school principal. The results showed
that our system can make more accurate predictions of student performance.

In future research, we intend to test our model on other school majors, apply another
machine learning algorithm of regression and classification and evaluate our model at
the provincial, regional and national level. In the long term, we aim that our model will
be incorporated into the School Management System -MASSAR to allow all schools to
predict the results of their students and plan actions to improve them.
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