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Abstract
Adaptive E-learning platforms provide personalized learning process relying mainly on
learning styles. The traditional approach to find learning styles depends on asking
learners to self-evaluate their own attitudes and behaviors through surveys and ques-
tionnaires. This approach presents several weaknesses including the lack of self-
awareness of learners of their own preferences. Furthermore, the vast majority of
learners experience boredom when they are asked to fill out the corresponding ques-
tionnaire. Besides that, traditional approach assumes that learning styles are fixed, and
cannot change over time. In this paper, we propose a generic approach for detecting
learning styles automatically according to a given learning styles model. In fact, our
approach does not depend on a specific LSM. This work consists of two major steps.
First, we extract learning sequences from learners log files using web usage mining
techniques. Second, we classify the extracted learners’ sequences according to a
specific learning style model using clustering algorithms. To perform our approach
we use Felder-Silverman Model as LSM and Fuzzy C-Means as a clustering algorithm.
We have conducted an experimental study using a real-world dataset. The obtained
results show that our approach outperforms traditional approach and provides promis-
ing results.
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1 Introduction

With the rapid growth of the Internet, E-learning platforms have become a promising
solution to support learners to enhance their skills and capabilities to achieve their
intended learning outcome. This fact encouraged educational institutions to develop
e-learning platforms by creating new techniques and tools to provide their educa-
tional contents. However, early-developed platforms did not obtain good results
since they considered learners as similar and consequently provide the same content
in the same way. For this reason, many researchers have been encouraged to shift the
focus from standardizing the design and the delivery of learning contents, to
employing learner characteristics in learning process, creating a new current called
adaptive-E-learning. Adaptive E-learning corresponds to techniques and tools de-
veloped to personalize learning process based on learner profile in order to improve
his/her learning achievement. It is worth mentioning that both researchers and
learners agree that taking into account learner profiles increase greatly the effective-
ness of learning process (Abdullah et al. 2015). Generally, learner profile consists of
learner characteristics such as his/her preferences, capacities, goals, learning styles,
etc. (Brusilovsky and Millán 2007). Learning style remains one of the major char-
acteristics that affect learning achievement of a given learner since it helps systems to
personalize the learning process according to learner preferences. Learning styles can
be defined as a description of the learner’s attitudes and behaviors, which determine
his/her preferred way of learning (Honey and Mumford 1992). They are represented
as stable indicators, which describe how learners perceive, interact with, and re-
sponds to the learning environment (Keefe 1987). Learning styles have been char-
acterized in different ways based on a variety of theoretical models. It is worth noting
that several scales and classifications are in use such as Kolb’s model (Kolb and Kolb
2005), Felder and Silverman Model (Felder and Silverman 1988), etc. Most of these
models are similar and focus on various stables indicators related to environmental
preferences, sensory modalities, personality types, and/or cognitive styles (Cook and
Smith 2006). One of the main challenges to building reliable adaptive E-learning
system is the identification of learners learning styles. The traditional detection way
relies mainly on static method, which consists of asking learners to self-evaluate their
own attitudes and behaviors through surveys and questionnaires. One of the well-
known questionnaires is the index of Learning Styles1 (ILS), which were developed
by Felder and Silverman. However, this technique is not effective since it assumes
that learning styles are fixed, and cannot change over time. Second, almost all
learners are bored to fill out long questionnaires because it requires an additional
effort and concentration. Moreover, static methods assume that learners are aware of
their preferred way of learning, which is not always the case. In order to address these
limitations, many works have been done in automatic learning style detection (El
Aissaoui et al. 2018) (Feldman et al. 2015)(Latham et al. 2013) (El Allioui n.d.).
Despite that, effective detection of learning styles still an open issue.

In this work, we propose a generic approach for detecting learning styles in an
automatic manner through web mining techniques. This approach does not depend on a
specific LSM thanks to its ability to be adapted to any learning style model. The

1 https://www.webtools.ncsu.edu/learningstyles/
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proposed learning style detection approach relies on three major steps: First, we extract
and analyze learner sequences from learner log files stored on web servers using a web
mining technique. In our case, learner sequences represent the learner activities in e-
learning system. Second, we provide a mapping between learning objects and a given
LSM in order to find the appropriate learning style of the concerned learner. Actually,
the learner behavior and the learning style model are matched through learning objects.
In fact, learning objects are the main characteristics, which describe the learning
behavior while learning objects are used to categorize the learning styles. Finally, in
order to detect, automatically, the learner learning style, we launch a clustering
algorithm according to the classes of the used learning style Model. For our case study,
we opt for Felder-Silverman learning styles Model (FSLSM) (Felder and Silverman
1988) since it is the most appropriate to implement adaptive e-learning portals (Graf
and Kinshuk 2009)(Kuljis and Liu 2005). In addition, we use a fuzzy c-means
clustering algorithm (FCM) to categorize learner sequences according to the 16 FSLS.
FCM is able to manage effectively the uncertainty of data (Kannan et al. 2012). Indeed,
clustering process may cause the overlapping membership of sequences, which will
affect the goodness of clusters.

The remainder of this paper is organized as follows: Section 2 provides useful
background. In section 3 we present the related work. Section 4 describes the proposed
approach; Section 5 shows experiments and result analysis. Finally, we give some
conclusions and discuss future directions.

2 Preliminaries

In this section, we will introduce some concepts that adaptive learning approaches are
based on. These are the following concepts: 1) web usage mining (WUM), 2) learning
style model (LSM), 3) Felder-Silverman learning style Model (FSLSM), 4) Learning
Object (LO) and 5) the fuzzy c-means algorithm (FCM).

2.1 Web usage mining

Web usage mining (WUM) refers to the process of discovering and extracting
automatically usage patterns from web data access sites (Cooley et al.
1997)(Mobasher 2006). It is based on identifying browsing patterns by analyzing
the user’s navigational behavior. The main data sources for WUM consists of log
files, which contain user interaction information when users access resources
stored in web servers. Web log files are plain text files which stores row data
about user activities such as user IP Address, User Name, URL, etc.(Facca and
Lanzi 2003).

According to (Cooley et al. 1999), the usage mining process consists of three steps:
1) data pre-processing, 2) pattern discovery and 3) pattern analysis. The first step
consists of cleaning data and transforming it into a form that can be easily analyzed.
The second step involves extracting hidden knowledge and patterns from the prepared
data using machine learning and data mining techniques. Pattern Analysis is the final
step, which focuses on extracting interesting patterns from the output of the pattern
discovery process by keeping only the relevant ones.
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2.2 Learning style model

The learner model (LM) is the most important component in an adaptive e-learning
system (Riad et al. 2009), because of its ability to represent the characteristics of the
learner according to which the educational system provides recommendations (Murray
and Pérez 2015).

Among important characteristic that a LM can contain is that everyone has their own
learning style (LS) (Murray and Pérez 2015). A LS refers to the preferred way in which
the learner grasp and treat information, and it is considered as one of the main
components of the LM since it can describe the learner’s behavior when he interacts
with the e-learning environment (Kolb and Kolb 2005) (Curry 1981).

According to the behavior of the learners during the learning process we can classify
them into many learning style categories; these categories can be used to create a
learning style model (LSM). However, there are many LSMs such as Kolb, 4MAT,
VAK... and Felder-Silverman which is considered as the most popular one thanks to its
ability to quantify students’ learning style (Feldman et al. 2015).

2.3 Felder-Silverman model

According to the previous researches (Graf and Kinshuk 2009)(Kuljis and Liu 2005),
the FSLSM is the most used in adaptive e-learning systems and the most appropriate to
implement them. The FSLSM presents four dimensions with two categories for each
one, where each learner has a dominant preference for one category in each dimension:
processing (active/reflective), perception (sensing/intuitive), input (visual/verbal) and
understanding (sequential/global).

Active (A) learners prefer to process information by interacting directly with the
learning material, while reflective (R) learners prefer to think about the learning
material. Active learners also tend to study in group, while the reflective learners prefer
to work individually.

Sensing (Sen) learners tend to use materials that contains concrete facts and real-
world applications, they are realistic and like to use demonstrated procedure and
physical experiments. While the intuitive (I) learners prefer to use materials that
contains abstract and theoretical information, they tend to understand the overall pattern
from a global picture and then discovering possibilities.

The visual (Vi) learners prefer to see what they learn by using visual representations
such as pictures, diagrams, and charts. While the verbal (Ve) learners like information
that are explained with words; both written and spoken.

Sequential (Seq) learners prefer to focus on the details by going through the course
step by step in a linear way.in the opposite, the global (G) learners prefer to understand
the big picture by organizing information holistically.

2.4 Learning object

We can define a learning object (LO) as an elementary unit of learning which construct
a learning content. The LO can take various digital resources forms as text, image,
video, audio, etc. and it is characterized by its ability to be reusable, interoperable,
durable, and accessible.
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The reuse of LOs helps the educational institutes, on one side, to decrease the cost of
creating them and on the other side to find useful contents by looking for them in
dedicated repositories which contain collected LOs.

To be easily found, a LO has to be tagged and described with metadata .the most
pertinent standards that are used to describe a LO are: MPEG-7, Dublin Core, and
LOM (Keown 2007) (Mardis and Jo Ury 2008).

2.5 Fuzzy C-means clustering algorithm

FCM is an unsupervised learning algorithm, developed by Dunn in 1973 (Dunn 1973)
and improved by Bezdek in 1983 (Peizhuang 1983). FCM is widely used for the reason
that it is able to manage effectively the uncertainty of data (Kannan et al. 2012). Indeed,
clustering process may cause the overlapping membership of data, which will affect the
goodness of clusters.

FCM is a method of clustering which allows divide a set of data points into a
predefined number of classes. Formally, this algorithm is based on minimization of the
following objective function:

Jm ¼ ∑n
i¼1∑

c
j¼1d

m
ij Fi−C j

2; 1≤m≤∞ ð1Þ

Where mR and > 1, dij is the degree of membership of Fi in the cluster Cj, Fi is the ith

of d-dimensional measured data and Cj is the d-dimension center of the cluster. Fuzzy
partitioning is carried out through an iterative optimization of the objective function
shown above, with the update of membership dij using Eq. (2):

dij ¼ 1

∑c
k¼1

Fi−C jk k
Fi−Ckk k

� � 2
m−1

ð2Þ

and the cluster centers Cj by Eq. (3):

C j ¼
∑n

i¼1d
m
ij *Fi

∑n
i¼1d

m
ij

ð3Þ

3 Related work

Many approaches have been proposed to automatically detect learners’ learning styles
based on machine learning techniques. First, In order to avoid intentional or uninten-
tional wrong answers, and to save students’ time on filling in a questionnaire.

Castro et al. (2007) provide a taxonomy of e-learning problems/ tasks to which Data
Mining techniques have been applied, including, for instance: 1) learners’ classification
based on their learning performance and similar e-learning system usage, 2) course
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adaptation and learning recommendations based on the learners’ learning behaviors, 3)
approaches that treat the evaluation of learning material and educational web-based
course, 4) interaction optimization and e-learning platform navigation, and 5) feedback
to both teachers and learners of e-learning content and detection of atypical students’
learning behavior, etc.

Although authors of (Castro et al. 2007) aimed to make this general survey as
complete as possible, they may have failed to find and identify some works, in the
literature, proposing a learning style prediction approaches based on web mining
techniques.

Abdullah et al. (2015) conducted a study to evaluate impact that learning style
models can play on performance of learners in e-learning environment for providing
recommendations for learners, instructors, and contents of online courses.

Abdullah et al. (2015) used Naïve-Bayes Tree as classification method to classify the
learning style of learners as per FSLSM. The data collected through Blackboard LMS is
analyzed using classification techniques in Weka tool. The results show that NB Tree
classifier provided the highest correct value (69.697%) and it could be applied to
develop FSLSM while taking into consideration learners’ preference. Moreover, with
the proposed approach learners’ performance increased by more than 12%.

In the light of this fact, (Feldman et al. 2015) studied current directions made in the
field of automatic learning styles detection. The authors reviewed, analyzed and
summarized main findings from the studied works. They describe some variables that
can be monitored in e-learning systems and which can be considered as useful insights
to detect learning styles according to the categories defined in FSLSM.

In (Latham et al. 2013), authors have proposed a method which incorporates
Artificial Neural Network technique based on a Multi-Layer Perceptron to automati-
cally identify the learners’ learning styles. The proposed method combines a set of
behavior characteristics extracted from the tutoring conversation to increase the preci-
sion of the learning styles prediction. The classification step relies on classifying
learners’ data based on the four FSLSM dimensions: Processing (Active/Reflective)
and Understanding (Sequential/Global).

Authors in (Chang et al. 2009) presented a learning style classification mechanism to
classify and identify students’ learning styles. 117 elementary school students are
classified. The students were classified according to three learning styles: 1) dilatorily
type, 2) transitory type and persistent type. This classification is based on students’
behavior and the time spent on learning objects. Authors combined genetic algorithms
(GA) with an improved k-nearest neighbor (K-NN) to classify students according to
their learning styles.

Under the paradigm of fuzzy-logic, several approaches have been proposed
such as (Jegatha Deborah et al. 2015), when Deborah et al. propose to use fuzzy
rules to handle the uncertainty in the learning style predictions. They used the
Gaussian membership function based fuzzy logic for learning of C programming
language course contents. This approach is efficient in handling uncertainty in the
learner’s behavior through the information collected from their profile information
and user activities in the e-learning system. It could be used in cases where there
is incomplete user information.

In (Hogo 2010), Hogo has presented the use of two different fuzzy clustering
techniques, FCM and kernelized FCM, to find the learner’s categories and predict their
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profiles. Fuzzy clustering reflects the learner’s behavior more than crisp clus-tering.
The author have mentioned five different types of learners such as 1) Regular students,
2) Bad students, 3) Worker students, 4) Casual students and 5) Absent students. Hogo
has not considered any standard learning style model for learning styles of the learners.
The usage data of students is captured based on questionnaire approach of FSLSM.
Authors proved that the ability of KFCM was better than FCM in predicting the e-
learners behaviour.

Hmedna, Mezouary, Baz, & Mammass (2016) introduced an automatic student
modeling approach for identifying and tracking learners’ learning styles based on their
behavior and actions during a MOOC according to FSLSM. They proposed the
exploitation of users’ knowledge through neural network models to increase learners’
engagement and satisfaction. This makes it possible to 1) identification of learners who
have the same learning style, 2) form clusters based on learners’ profiles and 3) do
research recommendations of appropriate resources for each cluster though navigation-
al support.

However, almost all works have taken into account the specific features of learning
styles based on a particular learning style model. In fact, learning style models
influence greatly the produced results. In addition, despite the positive impact that
learning style models can play in recommendation phase to enhance the learning
process, they are often ignored.

As can be noticed, all the previous works relied on a learning style model in their
approaches. Most of the proposed approaches used the FSLSM’s dimensions and
considered that there are 8 learning styles where each one corresponds to a dimension’s
category. In reality, there are sixteen learning style combinations obtained by combing
one category from each dimension. Similarly to the previous work; we have also relied
on the FSLSM, but by considering sixteen LSC.

4 Our approach

After extraction of learners’ behaviors using Web Log analysis approach, we will
follow the following steps: 1) description of general model of our approach, 2) mapping
the learning objects onto FSLSM, 3) finally we describe some evaluation metrics
aiming at measure the goodness of our method.

4.1 Methodology

An adaptive E-learning system takes into account the learner’s learning style and
provides contents to the learners based on their preferred learning styles which are
identified using the learners’ sequences. To identify a learner’s learning style we have to
rely on a standard learning style model such as FSLSM, where the captured sequences
can be labeled with a specific learning style combination using an unsupervised
algorithm. In order to implement the unsupervised algorithm, the learner’s sequences
which have been extracted from the log file, must be transformed to the input of that
algorithm.

The learning sequence of a learner is defined by the various learning objects
accessed by that specific learner during a session. Each sequence contains the sequence
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id, session id, learner id, and the set of learning objects accessed by the learner in a
session.

After detecting the learners’ sequences, we classify them according to the chosen
LSM by assigning a specific learning style combination to each sequence.

Figure 1 resumes our proposed approach in its general form:
FSLSM’s feature values and the sequences of learners are given as an input to the

clustering algorithm. Based on the feature values, the sequences are grouped together.
In this work, we employ FCM algorithm. FCM is widely used thanks to its ability to

manage effectively the uncertainty of data. Indeed, clustering process may cause the
overlapping membership of sequences, which will affect the goodness of clusters.

Starting with random initialization of the membership values for each sequence from
the manually selected clusters, the clusters are converged by recursively updating the
cluster centers and membership function in Eq. (2) and Eq. (3). This is to minimize the
objective function in Eq. (1). Convergence stops when the overall difference in the
membership function between the current and previous iteration is smaller than a given
epsilon value, ε. After the convergence, and defuzzification is applied. Each sequence
is assigned to a specific cluster according to the maximal value of its membership
function. The learner’s learning style is grouped based on the center value selection.
The center values are calculated based on the feature values and assigned to each
cluster. Finally, all the sequences are grouped into sixteen clusters of FSLSM categories
and each sequence is assigned the label as per FSLSM. The steps of the FCM algorithm
are illustrated in Algorithm 1 as shown in Table 1.

4.2 LOs – FSLSM mapping

In order to match a LOs to LSM, we should have relied on a FSLSM. there are several
reasons for choosing this model, one important reason, is that the FSLSM considers
that the student’s learning style can be changed unexpectedly and in a non-deterministic
way (Graf and Kinshuk 2009), therefore, our approach aims to update the student’s
learning style dynamically after each interaction with the adaptive e-learning systems.
According to the previous researches (Kuljis and Liu 2005), the FSLSM is the most

Learners’ sequences 
Learning style

categories  

Clustering

algorithm

Cluster

01

Cluster

…

Cluster

16

Cluster

02

Fig. 1 General model
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used in adaptive e-learning systems and the most appropriate to implement them.
According to FSLSM there are four dimensions, where each dimension contains two
opposite categories, and each learner prefers a specific category in each dimension.
Thus, to identify the learner’ learning style; we have to determine a combination
composed by one category from each dimension. As a result we will obtain sixteen
combinations:

Learning Styles Combinations (LSCs) = {(R,I,Ve,G),
(A,I,Ve,G), (R,Sen,Ve,G), (A,Sen,Ve,G), (R,I,Vi,G),
(A,I,Vi,G),(R,Sen,Vi,G), (A,Sen,Vi,G), (R,I,Ve,Seq),
(A,I,Ve,Seq), (R,Sen,Ve,Seq), (A,Sen,Ve,Seq), (R,I,Vi,Seq),
(A,I,Vi,Seq), (R,Sen,Vi,Seq), (A,Sen,Vi,Seq)}.

Basically, we suppose that each LSC reflects the preferred LOs that are accessed by
a learner during the learning process, so in order to identify the LSC for each learner,
we first have to match the Los with its appropriate LSC. Based on the matching table
presented in our previous work (El Aissaoui et al. 2018) (El Allioui n.d.); we have
obtained the following Table 2, where the mapped learning objects are considered a
feature values of the FCM algorithm.

4.3 Evaluation metrics

In order to measure the goodness of our method and evaluate the performance of the
classifier used in our approach, we have used the confusion matrix technique. The
confusion matrix technique is a specific table layout that summarizes the number of
correct and incorrect predictions in each class, and it is used to compute several
validation metrics.

We suppose that we have a confusion matrix with n classes; the following equations
show how to compute the total number of false negative (TFN), false positive (TFP),
true negative (TTN), and the true positive (TTP).

FN is the number of instances the classifier predicted as negative but they are
positive. It is calculated as in Eq. (4):

Table 1 FCM Algorithm

Step 1: Initialize the number of clusters:

m = 2

ε = 0.005

Mij = degree of member ship function xi in cluster j

Fi = input sequence

Cj = center of the cluster

Step 2: Initialize the membership function randomly

Step 3: repeat

Update the cluster center, Cj using Eq. (3)

Update the membership function Mij using Eq. (2)

Until Mkþ1
ij −Mk

ij

��� ��� < ε
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FNi ¼ ∑n
j ¼ 1
j≠i

xij ð4Þ

FP is the number of instances the classifier predicted as positive but they are negative. It
is calculated as in Eq. (5):

FPi ¼ ∑n
j ¼ 1
j≠i

xji ð5Þ

TN is the number of negative instances the classifier correctly identified as negative. It
is calculated as in Eq. (6):

TNi ¼ ∑n
j ¼ 1
j≠i

∑n
k ¼ 1
k≠i

xjk ð6Þ

TP is the number of positive instances the classifier correctly identified as positive. It is
calculated as in Eq. (7):

TTPall ¼ ∑n
j¼1xjj ð7Þ

In order to evaluate the performance of a classifier, the following measures can be
computed for each class i based on the equations described above. In particular, this
concerns four validation metrics: Accuracy (A), Precision (P), Recall (R) and F-
Measure (F1).

Precision (P): it is also called BPositive Predictive value^, it represents the fraction of
true positive instances among the predicted positive instances. Precision is calculated as
in Eq. (8).

Pi ¼ TPi

TPi þ FPi
ð8Þ

Recall (R): it is also called BSensitivity ,̂ it is the proportion of positive instances that
are correctly classified as positive. Recall is calculated as in Eq. (9).

Ri ¼ TPi

TPi þ FNi
ð9Þ

Accuracy (A): it defines the rate at which a model has classified the records correctly.
Accuracy is calculated as in Eq. (10).

A ¼ TTPall

total number of classifications
ð10Þ

F1 −Measure: Since the class distribution is uneven, it is always better to calculate the
F1 score. The F1 score provides the weighted average of precision and recall. Hence it
considers both False Positive (FP) & False Negative (FN). F1 −Measure is calculated
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as in Eq. (11)

F1−Measure ¼ 2 R X Pð Þ
Rþ Pð Þ ð11Þ

5 Experiment and results

To measure the effectiveness of our proposal, we conducted an experiment on students
from computer science and Management school.

The learners’ behavior data was collected from the E-learning platform of
Sup’Management Group.2 The online educational system was developed based on
Moodle platform. Moodle3 is a free Open Source software used to help educators and
students to enhance the learning process.

A total of 126 students participated to this study. First, students filled in the
questionnaire4 based on the index of learning styles5 (ILS) developed by Richard M.
Felder and Barbara A. Soloman (1988). Second, we collected 1235 sequences from the
E-learning platform, which represent the learners’ behavior. The number of sequences
varied from 1 to 35 sequences per students.

The sequences of learners constitute the input of the FCM clustering algorithm. The
Center values for each cluster are computed based on the feature values based on
mapping of learning objects to FSLSM categories. The result of the clustering is shown
in Fig. 2.

1235 similar sequences are considered for clustering based on K-means and FCM
algorithms. Center values for each cluster are computed based on the feature values i.e.
mapping of learning objects to FSLSM categories. The result of clustering as shown in
Fig. 2.

The sequences are labeled as per 16 categories of FSLSM. The total number of
sequences clustered by FCM algorithm is 1298 sequences, there are more than the 1235
input sequences as some of the sequences belong to more than one cluster based on the
feature values.

5.1 Goodness of clusters

In our work, we compare the goodness of our approach with the K-means algorithm
presented in (El Aissaoui et al. 2018) using four factors: 1) Accuracy, 2) Precision, 3)
Recall and 4) F1-Measure. All these evaluation metrics are presented in section 4.3.

The FCM algorithm is used to classify the sequences as per the 16 categories of
FSLSM. The algorithm is launched for various numbers of Iterations (I) and the
accuracy obtained and compared with K-means algorithm, as shown in Table 3.

2 https://www.supmanagement.ma/fc/login/index.php
3 https://moodle.org/
4 https://goo.gl/forms/iVoTLzHa7Bp4n46x1
5 https://www.webtools.ncsu.edu/learningstyles/
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According to values defined in the Table 3, the accuracy of FCM algorithm is
95.93% for 200 iterations. So, if the number of iteration increases, the accuracy may
increase but algorithm will take more time for execution.

In order to support the correctness of our algorithm and to measure its scalability, we
compare its time complexity with the time complexity of K-means clustering algorithm
presented in (El Aissaoui et al. 2018).

The time complexity of K-means algorithm (Xu and Wunsch 2005) is
O(ndci) and the time complexity of FCM (Almeida and Sousa 2006) is
O(ndc2i) where n represent the number of data points, d is the number of
clusters, c is the number of dimensions and i is the number of iterations. In our
case, n = 1235, d = 16, c = 4 and i = {60, 100, 200}. We have computed and
compared the time complexity of both algorithms and we obtain the results
displayed as Table 4.

Finally, from all obtained results we may conclude that FCM algorithm
produces best results than K-Means algorithm but it still requires more compu-
tation time. This is due to the fuzzy measures calculations involvement in the
FCM algorithm.

C01 C02 C03 C04 C05 C06 C07 C08 C09 C10 C11 C12 C13 C14 C15 C16
FCM Algorithm 75 82 72 75 91 98 87 80 74 76 71 74 90 95 86 72
MCQ method 73 84 69 77 93 97 85 83 78 72 69 78 89 93 88 70
K-means Algorithm 65 70 72 67 94 88 76 84 65 77 74 61 87 95 86 74
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Fig. 2 Result of clustering of learners’ sequences using FCM, MCQ and K-means methods

Table 3 Result of clustering algorithms

Iteration FCM algorithm K-means algorithm

Accuracy Precision Recall F-Measure Accuracy Precision Recall F-Measure

≈60 88.61% 89.93% 92.35% 88.97% 74.31% 75.83% 78.34% 76.16%

≈100 89.54% 91.32% 93.81% 90.78% 75.90% 77.81% 80.23% 78.33%

≈200 96.89% 97.27% 99.44% 98.53% 78.83% 79.90% 83.10% 80.12%
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6 Conclusion

In this work, we have proposed a generic approach for detecting learning styles
automatically. It relies on two major steps. The first step is based on extracting learning
sequences from learners log files using web usage mining techniques while the second
step attempt to classify the extracted learners sequences according to a specific learning
style model using clustering algorithms. Our proposal is generic due to its ability to be
adapted to a given LSM and to be implemented by a given clustering algorithm. In this
paper, we focused on FSLSM, the most widely used LSM in E-learning environment.
To perform our approach we use FCM as a clustering algorithm to manage effectively
the uncertainty of data. Using a real-world dataset, we conducted an experimental
study. Findings show that our approach outperforms traditional approach and provides
good result results. As future work, we will investigate the use of other machine
learning algorithms to improve the accuracy of the learning style detection.

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps
and institutional affiliations.
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