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Abstract A common task in the analysis of the

multifocal electroretinogram (mfERG) is determining

which retinal areas have preserved signal in record-

ings which are attenuated by the effects of disease.

Several automated methods have been proposed for

signal detection from multifocal recordings, but no

systematic study has been published comparing the

performance of each. This article compares the

sensitivity and specificity of expert human scoring

with three different automated methods of mfERG

signal detection. Recordings from control subjects

were artificially modified to simulate decrease in

signal amplitudes (attenuation) as well as total signal

loss. Human scorers were able to identify areas with

preserved signal at both low and high attenuation

levels with a high specificity (minimum 0.99),

sensitivities ranged from 0.2 to 0.94. Automated

methods based on template correlation performed

better than chance at all attenuation levels, with a

slide fit method having the best performance. Signal

detection based on signal to noise ratio performed

poorly. In conclusion automated methods of signal

detection can be used to increase signal detection

sensitivity in the mfERG.

Keywords mfERG � Signal detection

Introduction

The multifocal Electroretinogram (mfERG) initially

introduced by Sutter and Tran [1] is a sensitive tool

for detecting and monitoring a wide range of retinal

abnormalities [2]. Changes in the timing and ampli-

tude of the biphasic waveform obtained, using the

first order analysis of a simple stimulus, provides

information relating to the function of different

retinal layers [3]. Identifying and scoring the

recorded waveforms from subjects with normal

retinal function (control) is a relatively simple matter

as the distinctive shape of the recording is easily

recognised. Signal identification problems arise,

however, when recording severely attenuated signals

such as those produced by a disease compromised

retina [4]. Previous studies have used several criteria

for signal identification including minimum ampli-

tude [5], and correlation with ‘ideal’ templates [6].

Comparison of different signal detection techniques

in a population with retinal disease is difficult since it
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is hard to accurately quantify localised retinal func-

tion. In order to compare the performance of three

different scoring methods with that obtained by

expert human scorers this article uses data from

control subjects with normal retinal function which is

modified in a predictable manner to simulate disease

processes.

Methods

The data sets

Data from 28 control subjects were collected on a

VERISTM (EDI, San Mateo, CA) mfERG system. All

procedures were approved by the research ethics

board at the Hospital For Sick Children and the study

conformed to the tenants of the Declaration of

Helsinki. After obtaining informed consent data was

collected according to ISCEV recommendations [7],

using a standard scaled 103 hexagon stimulus

presented at 75 Hz M-sequence exponent = 15.

Luminance of white hexagons was approximately

200 cd.m2 and dark hexagons 0 cd.m2 resulting in an

average luminance of 100 cd.m2. Prior to testing

pupils were dilated to at least 8 mm diameter using

1% Mydriacyl. mfERGs were recorded using a

bipolar Burian-Allen electrode. Data were amplified

by 50000 times and bandpass analog filtered

(10–300 Hz). Two passes of the iterative artefact

rejection protocol implemented in the VerisTM soft-

ware were applied with no further spatial averaging.

This allowed 200 ms traces to be extracted from each

hexagon before cross contamination between hexa-

gons becomes an issue. All recordings were exported

for post processing using custom scripts written in R

[8]. Each recording was processed to simulate loss of

retinal function. Previous work has shown that the

retinal signal occurs within the first 60 ms after

stimulation [9, 10]. Thus, we divided each trace

recording into two epochs, a signal epoch 0–80 ms

and a noise epoch 110–190 ms. Recordings were

processed to replace the signal epoch in a random

number of hexagons leaving 5–20 hexagons with

signal. Then the amplitudes of traces from all

hexagons were attenuated for a range of factors from

0 (no attenuation) to 5 (1/5th attenuation) (Fig. 1).

Each of these processes is explained in further detail

below.

Creation of noise hexagons

In order to simulate localised retinal function loss

between 83 and 98 hexagons were randomly selected

from each recording to have the signal removed. For

each of these traces the signal epoch (0–80 ms) was

replaced with a noise epoch (110–190 ms) from a

hexagon of similar eccentricity.

Signal attenuation

In order to reduce the signal to noise ratio (SNR) of

the recordings to simulate global retinal degeneration

the noise epoch for each trace was multiplied by a

factor and added to the signal epoch. The resultant

epoch was then divided in order to obtain a waveform

of similar amplitude to the original with the contri-

bution of the signal reduced. The factor used to

normalise the waveforms was dependent on how

much noise was added. If the resultant waveform

consisted of 19 signal epoch + 39 noise epoch this

was divided by 4 to result in approximately the same

root mean square (RMS) as the original wave. The

resulting epoch was then used to replace the signal

epoch in the waveform. It is worth noting that as the

signal epoch will already contain some noise, the

additive nature of random noise means that the

factors used here can only be an estimate of the true

proportion of noise in the final trace. The actual

proportion of noise will tend to be slightly smaller

that that indicated by the factors used in this text.

Signal detection methods

Human scoring

Recordings attenuated with factors of 0 and 2 were

presented in a web interface (56 recordings in total).

Four experienced electrophysiologists (5–20 years,

mean 12.5 years experience) were asked to identify

which hexagons in a recording still contained a

signal. Participants were not given any extra infor-

mation about the recordings such as what level of

attenuation had been applied or how many hexagons

still contained signal. The presentation mode was

designed to closely resemble the ‘traces’ presentation

of the VerisTM software. As well as presenting all 103

hexagon traces at one time, each individual trace

could be examined in more detail by holding a cursor

164 Doc Ophthalmol (2008) 117:163–170

123



over the trace. The observer was requested to click on

traces with a signal. Identified hexagons were

surrounded with a border and could be deselected

by clicking. Recordings were presented in a masked

random order.

Automated scoring

Three automated scoring methods were studied

(described below), the first two rely on comparing a

template waveform to the traces recorded from each

hexagon, and the third calculates an SNR value for

each hexagon.

(1) Waveform sliding (additive scaling). This is a

two-stage process. Initially a template waveform is

generated; ISCEV guidelines suggest the template

should be generated from age similar control data [7].

We used a template generated by averaging all

hexagons from all 28 original recordings. A window

from this waveform containing the area of interest is

selected (6–46ms), which is then compared at incre-

mental time windows with the trace to be scored

(the target). The time with the least difference as

measured by RMS difference between the waveforms

is considered as the optimal time (Fig. 2). The

template window is then stretched in amplitude to

obtain the best-fit. As all the data being examined are

based on control recordings, we do not expect a large

time difference. thus the search window was set

between -5 and +5 ms with steps of 0.1 ms for the

implicit times. Amplitudes were expected to be more

variable due to the attenuation process. Therefore, the

best-fit amplitude was searched for with factors

between 0.1 and 10 with a step size of 0.1. The final

RMS difference between the template and target trace

was used as a measure of the likelihood of the target

trace containing a signal. For example, a RMS

difference of 0 indicates a perfect fit between the

template and the target trace. The waveform would be

considered to contain a definite signal. Alternatively,

a very high RMS difference would indicate the

template waveform could not be modified to give a

good fit between the recorded wave and the template,

indicating no signal was present in the target.

Fig. 1 Post processing of

an individual mfERG

recording. (a) The raw

mfERG recording from one

subject. (b) Recording after

removal of signal from 95

hexagons. (c) The same

recording after attenuation

by a factor of 5 (note the

difference in amplitude

scales)
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(2) Waveform stretching (multiplicative scaling).

This method is a modification of that described by

Hood and Li [6]. Instead of the template window

being incrementally slid along the target waveform to

determine the best-fit for time, as described previ-

ously, the start point of the template is fixed and only

the endpoint is moved. This leads to a stretching of

the template with later components being moved

further in time than earlier components. Again a

window of 6–46 ms was used and this was stretched

by a range of factors from 0.5 to 2 in steps of 0.01

(Fig. 3) to obtain the best temporal fit. The waveform

is then stretched in amplitude as before. As with the

slide method the final RMS difference between the

template and target trace represented the likelihood of

the target trace containing a signal.

(3) Signal to noise ratio. As stated earlier the

recording settings used allowed a 190 ms trace to be

extracted from each hexagon. An epoch of 0–80 ms

was considered as containing the signal. An epoch of

110–190 ms was considered as containing only

random noise (Fig. 4). The RMS for each of these

epochs was calculated as a measure of the magnitude

for each epoch. The ratio RMSsignal/RMSnoise was

calculated. If a waveform contained no signal the

SNR would be close to 1. Higher SNR values would

indicate an increased likelihood that the waveform

contains a signal.

Analysis

Each of the continuous factors i.e. fit values from

sliding and stretch fit methods and the SNR values,

were scaled for each set of 28 recordings at a

particular attenuation level to give a range of values

between 0 and 1. These values were then compared

with the truth values i.e. which hexagons actually

contained the signal component, to determine the

Fig. 2 Slide fitting of a template to the mfERG trace. The

dashed line shows the template window of 6–43 ms slid by

-5 ms and the dotted line shows the same template window

slid by +5 ms

Fig. 3 Stretch fitting of a template to the mfERG trace. The

dashed line shows the template window of 6–43 ms stretch by

a factor of 0.5 and the dotted line the same window stretched

by a factor of 2

Fig. 4 Signal and noise epochs. Signal epoch is defined as the

first 80 ms of the trace and the noise epoch as the last 80 ms
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sensitivity and specificity. These were then plotted as

receiver operator curves (ROC) and the area under

the curve calculated to give a measure of perfor-

mance. The sensitivity and specificity was also

calculated for the human scorers at each attenuation

level. The discrete nature of the human scoring (i.e.

hexagons either do or do not contain signal) coupled

with the small number of scorers makes drawing a

smooth ROC curve impossible, therefore, this data is

presented as individual points.

Results

Not surprisingly the performance of all the methods

decreased as the attenuation was increased. The

template scoring methods performed better than

would be expected if scoring were performed purely

by chance, even when the original signals were

attenuated to 1/5th of their original size. The SNR

method showed improvement to an attenuation factor

of 2 (Fig. 5).

The slide method of template fitting showed the

best performance over all attenuation levels with

SNR fitting performing consistently worst (Table 1).

Human scoring of the recordings at 0 attenuation

and at an attenuation factor of 2 showed a very high

specificity i.e. a low number of false positives;

however the sensitivity showed a large range

(Table 2). The sensitivity levels achieved by the

automated scoring methods at the 0.99 specificity

level are also shown for comparison (Table 3).

Figure 6 shows the same information plotted as

datapoints on ROC graphs for the slide fit method. It

can be seen that human scorers only outperformed the

automated method once (blue circle) and only with

data that were not attenuated.

Intra-class correlation shows significant agreement

between human scorers at both tested attenuation

levels 0.71 (P \ 0.01) at 0 attenuation and 0.61

(P \ 0.01) at the 0.5 attenuation level (two way

model, test for agreement) [13].

In order to assess the degree of agreement between

the automated scoring methods and human scoring, a

Fig. 5 Receiver operator

curves. ROC curves

indicate the sensitivity

and specificity for each

automatic scoring method
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cut off value was selected for each automatic scoring

method at each attenuation level to obtain a speci-

ficity of 0.99 (the lowest obtained by any human

scorer). These values were then used to identify

which hexagons were considered to contain signal.

The results were then compared to human scorer 2

(the scorer obtaining the highest sensitivity and

specificity) and intra-class correlations for agreement

calculated (Table 4).

Discussion

We were able to calculate sensitivity and specificity

for three automated scoring methods as well as for

human expert scorers, by artificially modifying

mfERG recordings from control subjects, enabling

knowledge of which hexagons truly contained sig-

nals. Numbers for sensitivity and specificity may be

considered counterintuitive in this study, since

positive signal detection indicates a functioning

retinal area, as opposed to community based screen-

ing where positive findings usually imply disease.

Here, a low sensitivity represents functioning retinal

areas not being detected. In a clinical situation this

will lead to over diagnosis of retinal dysfunction.

Conversely a test with a low specificity will identify

retinal areas as producing a signal where none is

present; this will probably lead to under diagnosis.

Inter-class correlations show a high level of

agreement between the human observers. The very

Table 1 Area under the curve values for each of the auto-

mated scoring methods, at each attenuation level

Attenuation

Method 0 2 5

Slide 1 0.99 0.88

Stretch 0.96* 0.91* 0.55*

SNR 0.94* 0.70* 0.45*

* Indicates siginifcant differences as compared with the slide

method (P \ 0.01) [11, 12]

Table 2 sensitivity and specificity at each attenuation level

for 4 human scorers

Scorer Attenuation

0 2

Sensitivity Specificity Sensitivity Specificity

1 0.37 1 0.2 1

2 0.94 0.99 0.74 1

3 0.68 0.99 0.48 0.99

4 0.69 1 0.49 1

Table 3 Sensitivity for automated scoring methods at 0.99

specificity level

Attenuation

Method 0 2

Slide 0.95 0.86

Stretch 0.66 0.60

SNR 0.53 0.06

* Indicates that value is significantly different from sensitivity

obtained using the slide method (P \ 0.01)

Fig. 6 Human sensitivity and specificity compared with

sensitivity and specificity obtained by slide fitting. Blue data

indicates results from unattenuated data, red data results from

data attenuated with a factor of two. Scorer 1 is represented

by squares, Scorer 2 circles, scorer 3 triangles and scorer

4 a + symbol

Table 4 Inter-class correlations (two way model) showing

agreement between automated scoring methods and human

scorer 2

Attenuation

Method 0 2

Stretch 0.80 (P \ 0.01) 0.69 (P \ 0.01)

Slide 0.89 (P \ 0.01) 0.79 (P \ 0.01)

SNR 0.02 (P = 0.41) 0.02 (P [ 1)

168 Doc Ophthalmol (2008) 117:163–170

123



high specificity levels indicate that trained observers

rarely confuse noise with signal. The large variation

in sensitivity is hard to explain but may reflect the

degree of conservatism in signal selection exhibited

by the observers. It is worth noting that scorer 2 who

had the best performance in terms of sensitivity and

specificity had a background in clinical neurophys-

iology rather than a visual electrophysiology, as such,

they may be more practiced in identifying very small

signal components in recordings. More scorers would

be useful in elucidating the nature of the variation.

Interestingly, the use of SNRs as a scoring method

deteriorated very rapidly as attenuation levels

increased. This method suffers in comparison with

the template correlation methods from having no

prior knowledge of expected wave morphology.

With the dataset used in this study, the slide fitting

method performed best. This may be explained by the

fact that all the data are based on recordings from

normal retinas and no changes in the wave morphol-

ogy have been introduced. It has been suggested that

the template stretching method gives a better fit to the

waveform in certain disease processes such as

diabetes [14] and retinitis pigmentosa [10], this study

does not invalidate those results and it is probably the

case that prior knowledge of the expected effects of a

disease process can direct the selection of signal

detection method to increase sensitivity further.

The very poor agreement between human scorers

and the SNR method are due to the very low

sensitivity of the SNR method at the 0.99 specificity

level. Earlier work in patients with retinitis pigmen-

tosa suggests that the SNR methods may have a role

in very attenuated recordings where traces are too

severely attenuated for template correlation methods

to perform reliably. In this previous study, hexagons

containing signal were identified by a SNR based

scoring method. When hexagons identified by this

method were averaged together, the typical mfERG

waveform morphology became apparent, averaging

other hexagons did not give produce a recognisable

waveform [4].

While the presentation methods used for the

human scoring task were designed to resemble the

traces presentation of the Veris software, it was not

possible to implement all the tools available in this

software, such as direct comparison with control data,

which the human observer can use to increase their

sensitivity. Conversely human observers were aware

that all the recordings presented contained some

traces with signal and so may have been tempted to

identify signals in recordings which, under other

circumstances, may have simply been described as

unscoreable. The methods implemented to simulate

retinal dysfunction could only modify the relative

amplitude of the signal epoch compared with the

noise epoch. While this is a good model for many

diseases of the retina, it does not investigate the effect

of diseases such as diabetes which can change

waveform morphology.

In conclusion, template based methods of signal

detection have a role to play in increasing the

sensitivity of the mfERG test especially in situations

where the retinal signal is attenuated globally. Prior

knowledge of the expected waveform changes can be

useful in deciding exactly which method will give the

best results.
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