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Abstract
Multipartite secret sharing schemes have been an important object of study in the area of
secret sharing schemes. Two interesting families of multipartite access structures are hierar-
chical access structures and compartmented access structures. This work deals with efficient
and explicit constructions of ideal compartmented secret sharing schemes, while most of the
known constructions are either inefficient or randomized. We construct ideal linear secret
sharing schemes for three types of compartmented access structures, such as compartmented
access structures with upper bounds, compartmented access structures with lower bounds,
and compartmented access structures with upper and lower bounds. There exist some meth-
ods to construct ideal linear schemes realizing these compartmented access structures in
the literature, but those methods are inefficient in general because non-singularity of many
matrices has to be determined to check the correctness of the scheme. Our constructions
do not need to do these computations. Our methods to construct ideal linear schemes real-
izing these access structures combine polymatroid-based techniques with Gabidulin codes.
Gabidulin codes play a fundamental role in the constructions, and their properties imply that
our methods are efficient.

Keywords Secret sharing schemes · Multipartite access structures · Compartmented access
structures · Matroids · Polymatroids · Gabidulin codes

Mathematics Subject Classification 94A62 · 94B05

1 Introduction

Secret sharing schemes have been a subject of study for almost 40years, and have had a
number of real-world applications. In a secret sharing scheme, every participant receives a
share of a secret value. Only the qualified sets of participants, which form the access structure
of the scheme, can recover the secret value from their shares. A secret sharing scheme is
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perfect if the unqualified subsets do not obtain any information about the secret. The original
motivation for secret sharingwas robust keymanagement schemes for cryptographic systems.
Nowadays, they are used in many secure protocols and applications, such as multiparty
computation [5,10,12,13], threshold cryptography [14], access control [29], and attribute-
based encryption [21].

In this paper, we focus on ideal and linear secret sharing schemes. A scheme is ideal if
the share of every participant has the same length as the secret, and it is linear if the linear
combination of the shares of different secrets results in shares for the same linear combination
of the secret values. The first proposed secret sharing schemes [7,33], which have threshold
access structure, are ideal and linear. Nevertheless, not all secret sharing schemes are ideal
and linear. Ito et al. [24] showed that a linear secret sharing scheme for every access structure
can be obtained in a constructive way, but the schemes are not ideal because the length of
the shares grows exponentially with the number of participants. Nevertheless, this does not
mean that ideal secret sharing schemes exist only for threshold access structures. Actually, it
is worthwhile to find families of access structures that admit ideal linear schemes and have
useful properties for the applications of secret sharing.

Several such families are formed by multipartite access structures, in which the partici-
pants can be divided into different classes, such as hierarchical organizations, or actions that
require the agreement of different parties. A great deal of the ongoing research in this area is
devoted to the properties ofmultipartite access structures and to secret sharing schemes (espe-
cially ideal and linear ones) that realize them. Weighted threshold access structures [4,33],
hierarchical access structures [15,34,35], and compartmented access structures [8,22,36] are
typical examples of such multipartite access structures. Even though the existence of ideal
linear secret sharing schemes for some of these access structures has been proved, the known
methods to construct such schemes are not efficient in general. This is an important difference
to the threshold case, in which the construction proposed by Shamir [33] solves the prob-
lem. Here, we mainly focused on how to construct ideal multipartite secret sharing schemes
by efficient methods, and in particular, the explicit constructions for compartmented access
structures.

1.1 Related work

Ideal multipartite secret sharing and their access structures were initially studied by Kothari
[25] andbySimmons [34].Kothari [25] presented some ideas to construct ideal linear schemes
with hierarchical properties. Simmons [34] introduced multilevel (also called disjunctive
hierarchical threshold access structures (DHTASs) in [35]) and compartmented access struc-
tures, and constructed ideal linear schemes for some of them by geometric method [7], but the
method is inefficient. Brickell [8] introduced a linear-algebraic technique to construct ideal
linear schemes for non-threshold access structures and presented a more general family, that
is the so-called compartmented access structures with lower bounds (LCASs) as a generaliza-
tion of Simmons’ compartmented access structures. Based on the linear-algebraic technique,
he offered an efficient method to construct ideal linear schemes realizing DHTASs based on
primitive polynomials over finite fields. He offered amethod to construct ideal linear schemes
realizing LCASs too. This method is efficient to construct the scheme realizing Simmons’
compartmented access structures but is inefficient to construct the scheme realizing LCASs
in general because non-singularity of an exponentially growing number of matrices has to
be determined to check the correctness of the scheme.
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Tassa [35] introduced the conjunctive hierarchical threshold access structures (CHTASs)
and offered an elegant method to construct ideal linear schemes realizing them based on
Birkhoff interpolation. Let K be a finite field and the secret s ∈ K is encoded by the coeffi-
cients of an unknown polynomial f (x) ∈ K[x]. The dealer associates each participant with
a unique identity xi ∈ K and gives that participant the share f ui (xi ) where f ui (x) is some
derivative of f (x), forwhich ui is an integer depending i . This differs fromShamir’s threshold
scheme [33] where the share is f (xi ). Shamir’s method is efficient since there exist efficient
algorithms to solve Lagrange interpolation in the case of random allocation of participant
identities. Nevertheless, Birkhoff interpolation does not always have a solution. Thus Tassa’s
method is probabilistic, that is, it produces a scheme for the given access structure with high
probability, but proving it requires again to check non-singularity for many matrices. Of
course, it is desirable to find efficient explicit (that is, non-probabilistic) methods. By allo-
cating participant identities in a monotone way, Tassa obtained an efficient explicit method
to construct ideal linear schemes for CHTASs over a sufficiently large prime field. Tassa
and Dyn [36] further studied the method to construct secret sharing schemes by polynomial
interpolation. Based on bivariate interpolation, they presented probabilistic constructions of
ideal linear schemes realizing LCASs, a new class of compartmented access structures called
compartmented access structures with upper bounds (UCASs), and CHTASs. In particular,
they constructed the scheme for LCASs by duality, that is, they construct the scheme for
the dual of LCASs by bivariate interpolation and the scheme for LCASs can be obtained
based on the scheme for the dual by using the explicit transformation of [18]. Let K be a
finite field and the secret s ∈ K is encoded by the coefficients of an unknown polynomial
f (x, y) ∈ K[x, y] with some special form. In their construction, the dealer associates each
participant with a unique identity (xi , yi ) ∈ K

2 and gives that participant the share f (xi , yi ).
This method is probabilistic because bivariate interpolation is not always solvable. In addi-
tion, efficient methods to construct schemes for some multilevel access structures with two
levels and three levels were presented in [6] and [20], respectively, and efficient methods to
construct schemes for the ideal bipartite access structures were presented in [1].

Farràs et al. [15–17] studied the connection of multipartite secret sharing schemes,
matroids and polymatroids, based on the relationship between secret sharing schemes and
matroids [8,9]. They introduced a unified method based on polymatroid techniques, which
simplifies in great measure the task of determining whether a given multipartite access struc-
tures is ideal or not. Furthermore, they also presented new families of multipartite access
structures and proved the existence of ideal schemes realizing these access structures. Particu-
larly, in [17] amore general family of compartmented access structures called compartmented
access structure with upper and lower bounds (ULCASs) was presented which generalizes
LCASs and UCASs, and the existence of ideal linear schemes for ULCASs was proved over
large enough finite fields. Moreover, they presented a general method to construct ideal linear
schemes realizing multipartite access structures. More precisely, to construct a secret shar-
ing scheme realizing a given multipartite access structure, first find an integer polymatroid
associated to the access structure, then find a representation of the integer polymatroid over
some finite field, and third find a representation of the matroid associated to the access struc-
ture over some finite extension of the finite field based on the representation of the integer
polymatroid. The result in [16] implies ideal linear scheme realizing the access structure can
be constructed by this matroid. Thus the problem that how to construct a scheme realizing a
multipartite access structure can be transformed to the problem that how to find a represen-
tation of a matroid from a presentation of its associated polymatroid. Nevertheless, Farràs
et al. [16,17] pointed out it remains open whether or not there exist efficient algorithms
to obtain representations of multipartite matroids from representations of their associated
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polymatroids in general. In particular, there does not exist any explicit efficient method to
construct ideal linear schemes realizing compartmented access structures.

1.2 Our results

In this paper, we study how to construct secret sharing schemes realizing compartmented
access structures by efficient methods. The main result is the construction for ULCASs, a
family that contains UCASs and LCASs as particular cases. Since they are simpler, and hence
easier to understand, constructions for UCASs and LCASs are presented before presenting
the general, and more involved, construction for ULCASs.

We give efficient methods to explicitly construct ideal linear schemes realizing these
access structures by the general polymatroid-based method presented in [16]. In particular,
to construct the schemes for LCASs, we construct the scheme for the dual of LCASs, and
based on it, the scheme for LCASs can be obtained by the explicit transformation of [18].
The integer polymatroids associated to UCASs, the dual of LCASs and ULCASs have been
presented in [16,17]. Based on these results, for each of the three types of multipartite access
structures, we give an efficient method to find a representation of the integer polymatroid
over some finite field, and then over some finite extension of that field, we give an efficient
method to find a presentation of the matroid associated to the access structure. Accordingly,
we construct ideal linear schemes for these access structures.

In general, it is not easy to construct the representation of a matroid associated a given
multipartite access structure. To construct a representation of a matroid based on the polyma-
troid, there are two problems thatmust be solved. First, how to obtain a suitable representation
of the integer polymatroid that simplifies the second problem, namely how to find from it
a representation for the multipartite matroid. In order to solve these questions, we intro-
duce Gabidulin codes [19]. Gabidulin codes play a fundamental role in the constructions.
In particular, the representations of the integer polymatroids associated to the three types of
compartmented access structures are obtained by Gabidulin codes. Then we construct the
representable matroids by these representations. The properties of Gabidulin codes imply
that our method is efficient.

1.3 Organization of the paper

Section 2 introduces some knowledge about access structures, secret sharing schemes, poly-
matroids, matroids, Gabidulin codes, and the methods to construct secret sharing schemes by
matroids and polymatroids. Sections 3, 4 and 5 construct ideal linear secret sharing schemes
realizing UCASs, LCASs and ULCASs, respectively. Section 6 compares our constructions
and the constructions in [36]. Section 7 concludes the paper.

2 Preliminaries

We introduce here some notation that will be used all through the paper. In particular, as in
[15–17] we recall the compact and useful representation of multipartite access structures that
was introduced in [31] for the bipartite case.

We useZ+ to denote the set of the non-negative integers. for every positive integer i we use
the notation [i] := {1, . . . , i} and for every i, j ∈ Z+ we use the notation [i, j] := {i, . . . , j}
with i < j . Consider a finite set J and given two vectors u = (ui )i∈J and v = (vi )i∈J in
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Z
J+, we write u ≤ v if ui ≤ vi for every i ∈ J . The modulus |u| of a vector u ∈ Z

J+ is
defined by |u| = ∑

i∈J ui . For every subset X ⊆ J , we notate u(X) = (ui )i∈X ∈ Z
X+. For

every positive integer m, we notate Jm = {1, . . . ,m} and J ′
m = {0, 1, . . . ,m}. Of course the

vector notation that has been introduced here applies as well to Z
m+ = Z

Jm+ .

2.1 Access structures and secret sharing schemes

Let P = {p1, . . . , pn} denote the set of participants and its power set be denoted by P(P) =
{V : V ⊆ P} which contains all the subsets of P . A collection Γ ⊆ P(P) is monotone
if V ∈ Γ and V ⊆ W imply that W ∈ Γ . An access structure is a monotone collection
Γ ⊆ P(P) of nonempty subsets of P . Sets in Γ are called authorized, and sets not in Γ

are called unauthorized. An authorized set V ∈ Γ is called a minimal authorized set if for
every W � V , the set W is unauthorized. An unauthorized set V /∈ Γ is called a maximal
unauthorized set if for everyW � V , the setW is authorized. The set Γ ∗ = {V : Vc /∈ Γ } is
called the dual access structure to Γ . It is easy to see that Γ ∗ is monotone too. In particular,
an access structure is said to be connected if all participants are in at least one minimal
authorized subset.

A family � = (�i )i∈Jm of subsets of P is called here a partition of P if P = ⋃
i∈Jm �i

and �i ∩ � j = ∅ whenever i 	= j . For a partition � of a set P , we consider the mapping
� : P(P) → Z

m+ defined by �(V) = (|V ∩ �i |)i∈Jm . We write P = �(P(P)) = {u ∈ Z
m+ :

u ≤ �(P)}. For a partition � of a set P , a �-permutation is a permutation σ on P such
that σ(�i ) = �i for every part �i of �. An access structure on P is said to be �-partite if
every �-permutation is an automorphism of it.

As in [15–17] we describe a multipartite access structure in a compact way by taking into
account that its members are determined by the number of elements they have in each part.
If an access structure Γ on P is �-partite, then V ∈ Γ if and only if �(V) ∈ �(Γ ). That
is, Γ is completely determined by the partition � and the set of vectors �(Γ ) ⊆ P ⊆ Z

m+.
Moreover, the set �(Γ ) ⊆ P is monotone increasing, that is, if u ∈ �(Γ ) and v ∈ P is such
that u ≤ v, then v ∈ �(Γ ). Therefore, �(Γ ) is univocally determined by min�(Γ ), the
family of its minimal vectors, that is, those representing the minimal qualified subsets of Γ .
By an abuse of notation, we will use Γ to denote both a �-partite access structure on P and
the corresponding set �(Γ ) of points in P, and the same applies to minΓ .

We next introduce some families of compartmented access structures, which are all mul-
tipartite access structures. The original compartmented access structures that were presented
in [8] are defined as

minΓ = {u ∈ P : |u| = k and u ≥ t} (1)

where t ∈ Z
m+ and k ∈ N such that k ≥ |t|. This access structures are called compartmented

access structures with lower bounds (LCASs).
Another family of compartmented access structures called compartmented access struc-

ture with upper bounds (UCASs) was presented in [36] and is defined as

minΓ = {u ∈ P : |u| = k and u ≤ r} (2)

where r ∈ Z
m+ and k ∈ N such that r ≤ �(P) and ri ≤ k ≤ |r| for every i ∈ Jm .

The family of compartmented access structures in the following was presented in [17],
which generalizes the previous ones. Let t, r ∈ Z

m+ and k ∈ N such that t ≤ r ≤ �(P),
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|t| ≤ k ≤ |r| and ri ≤ k for every i ∈ Jm . The following access structures are called the
compartmented access structures with upper and lower bounds (ULCASs)

minΓ = {u ∈ P : |u| = k and t ≤ u ≤ r}. (3)

The UCASs and the LCASs correspond to ULCASs defined above with t = 0 and with
r = �(P), respectively.

Now, we present the definition of unconditionally secure perfect secret sharing scheme
as given in [3,11]. For more information about this definition and secret sharing schemes in
general, see [2].

Definition 1 (Secret sharing schemes) Let P = {p1, . . . , pn} be a set of participants. A
distribution scheme Σ = (Φ,μ) with domain of secrets S is a pair, where μ is a probability
distribution on some finite set R called the set of random strings and Φ is a mapping from
S × R to a set of n-tuples S1 × S2 × · · · × Sn , where Si is called the domain of shares
of pi . A dealer distributes a secret s ∈ S according to Σ by first sampling a random string
r ∈ R according μ, computing a vector of shares Φ(s, r) = (s1, . . . , sn), and privately
communicating each share si to participant pi . For a set V ⊆ P , we denote ΦV (s, r) as the
restriction of Φ(s, r) to its V-entries (i.e., the shares of the participants in V).

Let S be a finite set of secrets, where S ≥ 2. A distribution scheme Σ = (Φ,μ) with
domain of secrets S is a secret sharing scheme realizing an access structure Γ ⊆ P(P) if
the following two requirements hold:
CORRECTNESS The secret s can be reconstructed by any authorized set of participants. That
is, for any authorized set V ∈ Γ (where V = {pi1 , . . . , pi|V | }), there exists a reconstruction
function ReconV : Si1 × · · · ×Si|V | → S such that for every s ∈ S and every random string
r ∈ R,

ReconV
(
ΦV (s, r)

) = s.

PRIVACY Every unauthorized set can learn nothing about the secret (in the information
theoretic sense) from their shares. Formally, for any unauthorized set W /∈ Γ , every two
secrets s, s′ ∈ S, and every possible |W|-tuple of shares (si )ui∈W ,

Pr
[
ΦW (s, r) = (si )ui∈W

] = Pr
[
ΦW (s′, r) = (si )ui∈W

]

when the probability is over the choice of r from R at random according to μ.

Definition 2 (Ideal linear secret sharing schemes) Let P = {p1, . . . , pn} be a set of partic-
ipants. Let Σ = (Φ,μ) be a secret sharing scheme with domain of secrets S, where μ is a
probability distribution on a set R and Φ is a mapping from S × R to S1 × S2 × · · · × Sn ,
where Si is called the domain of shares of pi . We say that Σ is an ideal linear secret sharing
scheme over a finite field K if S = S1 = · · · = Sn = K, R is a K-vector space, Φ is a
K-linear mapping, and μ is the uniform probability distribution.

This paper deals exclusively with unconditionally secure perfect ideal linear secret sharing
schemes.

2.2 Polymatroids andmatroids

In this section we briefly review the definitions and some properties with regard to polyma-
troids and matroids. Most results of this section are from [15–17]. For more background on
matroids and polymatroids the reader is referred to [23,30,32,37].
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Definition 3 A polymatroid S is defined by a pair (J , h), where J is the finite ground set
and h : P(J ) → R is the rank function that satisfies

(1) h(∅) = 0;
(2) h is monotone increasing: if X ⊆ Y ⊆ J , then h(X) ≤ h(Y );
(3) h is submodular: if X , Y ⊆ J , then h(X ∪ Y ) + h(X ∩ Y ) ≤ h(X) + h(Y ).

An integer polymatroid Z is a polymatroid with an integer-valued rank function h. An integer
polymatroid such that h(X) ≤ |X | for any X ⊆ J is called a matroid.

While matroids abstract some properties related to linear dependency of collections of
vectors in a vector space, integer polymatroids do the same with collections of subspaces.
Suppose (Vi )i∈J is a finite collection of subspaces of a K-vector space V , where K is a
finite field. The mapping h(X) : P(J ) → Z defined by h(X) = dim(

∑
i∈X Vi ) is the rank

function of an integer polymatroid with ground set J . Integer polymatroids and, in particular,
matroids that can be defined in this way are said to be K-representable.

Following the analogywith vector spaceswemake the following definitions. For an integer
polymatroid Z, the set of integer independent vectors of Z is

D = {u ∈ Z
J+ : |u(X)| ≤ h(X) for every X ⊆ J },

in which the maximal integer independent vectors are called the integer bases of Z. Let B or
B(Z) denote the collection of all integer bases of Z. Then all the elements of B(Z) have the
identical modulus. In fact, every integer polymatroid Z is univocally determined by B(Z)

since h is determined by h(X) = max{|u(X)| : u ∈ B(Z)}.
Given an integer polymatroid Z = (J , h) and a subset X ⊆ J , let Z|X = (X , h)

denote a new integer polymatroid restricted Z ons X , and B(Z, X) = {u ∈ D : supp(u) ⊆
X and |u| = h(X)} where supp(u) = {i ∈ J : ui 	= 0}. Then there is a natural bijection
between B(Z, X) and B(Z|X).

We next introduce the sum operations on integer polymatroids. Consider two integer
polymatroids Z1 and Z2 on the same ground set J while with different rank functions h1,
h2. Their sum is a new integer polymatroid Z = (J , h) = Z1 + Z2 such that h = h1 + h2.
In particular, if Z1 and Z2 are K-representable, then Z = Z1 + Z2 is K-representable too.
Precisely, if Z1 and Z2 are represented by vector subspaces (Vi )i∈J of V and (Wi )i∈J of
W , respectively, then Z = Z1 + Z2 is represented by the vector subspaces (Vi × Wi )i∈J of
V × W . In particular, the integer bases of Z satisfies the following property.

Proposition 1 ([32]) B(Z) = B(Z1) + B(Z2) = {a + b : a ∈ B(Z1), b ∈ B(Z2)}.

2.3 Secret sharing schemes, matroids and polymatroids

In this section we introduce the methods to construct ideal linear secret sharing schemes for
multipartite access structures based onmatroids and polymatroids.Most results of this section
are from [15–17]. We first introduce how to construct ideal linear schemes by matroids.

Let P = {p1, . . . , pn} be a set of participants and p0 /∈ P be the dealer. Suppose M is a
matroid on the finite set P ′ = P ∪ {p0}, and let

Γp0(M) = {A ⊆ P : h(A ∪ {p0}) = h(A)}.
Then Γp0(M) is an access structure on P because monotonicity property is satisfied, which
is called the port of the matroid M at the point p0.
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Matroid ports play a very important role in secret sharing. Brickell [8] proved that the
ports of representable matroids admit ideal secret sharing schemes and provided a method
to construct ideal linear schemes for the ports ofd K-representable matroids. These schemes
are called a K-vector space secret sharing schemes. This method was described by Massey
[27,28] in terms of linear codes. SupposeM is an k×(n+1)matrix overK. Then the columns
of M determine a K-representable matroid M with ground set P ′ such that the columns of
M are in one-to-one correspondence with the elements in P ′. In this situation, the matrix M
is called a K-representation of the matroid M. Moreover, M is a generator matrix of some
(n + 1, k) linear code C over K, that is, a matrix whose rows span C . A code C of length
n + 1 and dimension k is called an (n + 1, k) linear code over K which is a k-dimensional
subspace of K

n+1. A secret sharing scheme can be constructed by the matrix M based the
code C as follows.

Let s ∈ K be a secret value. Secret a codeword c = (c0, c1, . . . , cn) ∈ C uniformly at
random such that c0 = s, and define the share-vector as (c1, . . . , cn), that is ci is the share
of the participant pi for i ∈ [n]. Let LSSS(M) denote this secret sharing scheme.

Theorem 1 ([27]) LSSS(M) is a perfect ideal linear scheme such that a set V ⊂ P is
qualified if and only if the first column in M is a linear combination of the columns with
indices in V .

Remark 1 The dual code C⊥ for a code C consists of all vectors c⊥ ∈ K
n+1 such that

〈c⊥, c〉 = 0 for all c ∈ C , where 〈·, ·〉 denotes the standard inner product. Suppose M
and M∗ are generator matrices of some (n + 1, k) linear code C and its dual C⊥ over K,
respectively. Then LSSS(M) and LSSS(M∗) realize Γ and Γ ∗, respectively.

Sometimes it is not easy to construct an ideal linear scheme for a given access structure Γ

directly. In this case we can first construct a scheme for Γ ∗ and then translate the scheme into
an ideal linear scheme for Γ ∗ using the explicit transformation of [18] based on the duality.
In Sect. 4, we will present the construction for LCASs (1) by this method.

Brickell’s method can be applied to construct ideal linear secret sharing schemes. Nev-
ertheless, it is difficult to determine whether a given access structure admits an ideal linear
secret sharing scheme or not. Moreover, even for access structures that admit such schemes,
it may not be easy to construct them. Some strategies based on matroids and polymatroids
were presented in [16,17] to attack those problems for multipartite access structures.

The relationship between ideal multipartite access structures and integer polymatroids is
summarized as follows.

Theorem 2 ([16]) Let � = (�i )i∈Jm be a partition of the set P, and Z ′ = (J ′
m, h) is

an integer polymatroid such that h({0}) = 1 and h({i}) ≤ |�i | for every i ∈ Jm. Take
Γ0(Z ′) = {X ⊆ Jm : h(X ∪ {0}) = h(X)} and

Γ0(Z ′,�) = {u ∈ P : there exist X ∈ Γ0(Z ′) and v ∈ B(Z ′|Jm, X) such that v ≤ u}.
Then Γ = Γ0(Z ′,�) is a �-partite access structure on P and a matroid port. Moreover, if
Z ′ is K-representable, then Γ can be realized by some L-vector space secret sharing scheme
over every large enough finite extension L of K. In addition, Z ′ is univocally determined by
Γ if it is connected.

We summarize next the general method by Farràs et al. [16] to construct ideal schemes
for the multipartite access structures satisfying the conditions in Theorem 2.
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Let �0 = {p0} and �′ = (�i )i∈J ′
m
be a partition of the set P ′ = P ∪ {p0} such that

|�i | = ni . Given a connected �-partite access structure Γ satisfying the conditions in
Theorem 2.

Step 1. Find an integer polymatroid Z ′ such that Γ = Γ0(Z ′,�);
Step 2. Find a representation (Vi )i∈J ′

m
of Z ′ over some finite field K;

Step 3. Over some finite extension of K, find a representation of the matroidM such that Γ
is a port ofM.More precisely, construct a k×(n+1)matrixM = (M0|M1| · · · |Mm)

with the following properties:

1. k = h(J ′
m) and n = ∑m

i=1 ni ;
2. Mi is a k × ni matrix whose columns are vectors in Vi ;
3. Mu is nonsingular for any u ∈ B(Z ′), where Mu is the k×k submatrix of M formed

by any ui columns in every Mi .

Farràs et al. [16,17] proved that all the compartmented access structures introduced inSect. 2.1
are connected matroid ports. Moreover, they presented the associated integer polymatroids
and proved that they are representable. Therefore, the results in [16,17] solve Step 1. In
this paper, we will give an efficient method to explicitly solve Steps 2 and 3, and hence to
construct ideal linear schemes for those families of access structures. Our method is based
on the properties of Gabidulin codes.

2.4 Gabidulin codes

In this section, we present the definition and main properties of Gabidulin codes, which will
be used in our constructions. We first introduce linearized polynomials.

Definition 4 A linearized polynomial L(y) over Fqλ of q-degree t has the form

L(y) =
t∑

i=0

ai y
qi ,

where ai ∈ Fqλ and at 	= 0.

Property 1 For any γ1, γ2 ∈ Fqλ , and a, b ∈ Fq ,

L(aγ1 + bγ2) = aL(γ1) + bL(γ2).

The following useful lemma is from [26].

Lemma 1 Let γ1, γ2, . . . , γt ∈ Fqλ , and the matrix

R = (
γ
qi−1

j

)
t×t i, j ∈ [t],

namely,

R =

⎛

⎜
⎜
⎜
⎜
⎝

γ1 γ2 · · · γt
γ
q
1 γ

q
2 · · · γ

q
t

...
... · · · ...

γ
qt−1

1 γ
qt−1

2 · · · γ
qt−1

t

⎞

⎟
⎟
⎟
⎟
⎠

.

Then R is nonsingular if and only if γ1, γ2, . . . , γt are linearly independent over Fq .
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Linearized polynomials can be used to construct codes.A family of codes, calledGabidulin
codes, was presented by Gabidulin [19] by linearized polynomials as follows.

Definition 5 (Gabidulin codes) Let γ1, γ2, . . . , γn ∈ Fqλ be linearly independent over Fq .
Then the (n, k) Gabidulin code over Fqλ (λ ≥ n) consists of all vectors

c = (La(γ1), La(γ2), . . . , La(γn)),

where a = (a0, a1, . . . , ak−1) ∈ F
k
qλ and La(y) = ∑k−1

i=0 ai y
qi .

The generator matrix of Gabidulin codes can be denoted by

G = (
γ
qi−1

j

)
k×n i ∈ [k], j ∈ [n].

Lemma 1 implies that any k × k submatrix of G is nonsingular.

3 Secret sharing schemes for compartmented access structures with
upper bounds

In this section, we construct ideal linear secret sharing schemes realizing UCASs combining
the polymatroid-based method in Sect. 2.3 and Gabidulin codes. We first introduce an integer
polymatroid Z ′ satisfying Theorem 2 such that the UCASs (2) are of the form Γ0(Z ′,�).

Let � = (�i )i∈Jm be a partition of the set P , r ∈ Z
J ′
m+ and k ∈ N such that r0 = 1,

r(Jm) ≤ �(P) and ri ≤ k ≤ |r(Jm)| for every i ∈ Jm . The following result was presented
in Sect. 8.2 of [16].

Lemma 2 Suppose Z ′ = (J ′
m, h) is an integer polymatroid with

h(X) = min
{
k,

∣
∣r(X)

∣
∣
}

for every X ⊆ J ′
m .

Then the UCASs (2) are of the form Γ0(Z ′,�).

From this lemma, we have the following result.

Proposition 2 For the integer polymatroid Z ′ defined in Lemma 2,

B(Z ′) = {u ∈ Z
J ′
m+ : |u| = k and u ≤ r}. (4)

Proof Since

B(Z ′) = {u ∈ Z
J ′
m+ : |u| = k and |u(X)| ≤ h(X) for every X ⊆ J ′

m},
it follows that if u ∈ B(Z ′), ui ≤ h({i}) = ri for every i ∈ J ′

m . This implies u ≤ r . On the
other hand, if |u| = k and u ≤ r , then for any X ⊆ J ′

m , |u(X)| ≤ min
{
k, |r(X)|} = h(X).

This implies the conclusion. ��
We next introduce a linear representation of the polymatroid defined in Lemma 2, that is

a collection (Vi )i∈J ′
m
of subspaces of some vector space. Consider the map ψ : Fqλ → F

k
qλ

defined by

ψ(β) = (β, βq , . . . , βqk−1
) (5)
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where q ≥ maxi∈Jm {|�i |} is a prime power and λ ≥ |r|. Take elements βi, j in Fqλ , where
i ∈ J ′

m and j ∈ [ri ], that are linearly independent over Fq . For every i ∈ J ′
m , consider the

Fq -vector subspace Vi ⊆ F
k
qλ spanned by {ψ(βi, j ) : j ∈ [ri ]}. Let the integer polymatroid

Z ′ = (J ′
m, h) such that

h(X) = dim

(
∑

i∈X
Vi

)

for every X ⊆ J ′
m .

We have the following result.

Proposition 3 For the integer polymatroid Z ′ defined above, the UCASs (2) are of the form
Γ0(Z ′,�) and B(Z ′) is the set (4).

Proof Proving the claim is equivalent to proving that h satisfies the condition in Lemma 2.
Let B be the matrix formed by all the column vectors (ψ(βi, j ))

T with i ∈ J ′
m and j ∈ [ri ].

Then B is a generator matrix of some (|r|, k) Gabidulin code, and consequently, any k × k
submatrix of B is nonsingular. From this with

∣
∣
⋃

i∈X {ψ(βi, j ) : j ∈ [ri ]}
∣
∣ = ∣

∣r(X)
∣
∣

for every X ⊆ J ′
m , we have h(X) = min

{
k, |r(X)|} for every X ⊆ J ′

m , and the claim
follows. ��

This proposition implies that the collection (Vi )i∈J ′
m
is a linear representation of the integer

polymatroid Z ′ associated to the UCASs (2). We proceed to construct a matrix M based on
the representable polymatroid Z ′. This matrix is a representation of a matroid M such that
the UCASs (2) are of the form Γp0(M).

Take �0 = {p0} and let �′ = (�i )i∈J ′
m
and � = (�i )i∈Jm be the partition of P ′ =

P ∪ {p0} and P , respectively, such that |�i | = ni . For every i ∈ J ′
m , consider the map:

ϕi : Fq → Vi defined by

ϕi (a) = ψ(βi,1) + aψ(βi,2) + a2ψ(βi,3) + · · · + ari−1ψ(βi,ri )

= ψ(βi,1 + aβi,2 + a2βi,3 + · · · + ari−1βi,ri )
(6)

and take ni different elements ai,v ∈ Fq with v ∈ [ni ]. Let
M = (M0|M1| · · · |Mm) (7)

be the k×(n+1)matrix such thatMi is the block formed by all the column vectors (ϕi (ai,v))T

with v ∈ [ni ].
Obviously, M satisfies the first two conditions in Step 3 presented in Sect. 2.3. We next

prove that it satisfies the third condition too.

Proposition 4 Mu is nonsingular for any u ∈ B(Z ′), (4).

Proof Without loss of generality, wemay assume thatMu is the k×k submatrix of M formed
by the first ui columns in every Mi . In addition, for i ∈ J ′

m and v ∈ [ni ], take

β̄i,v =
ri∑

j=1

a j−1
i,v βi, j , (8)

then ϕi (ai,v) = ψ(β̄i,v).
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Suppose that there exist λi,v with i ∈ J ′
m and v ∈ [ui ] such that

m∑

i=0

ui∑

v=1

λi,vβ̄i,v = 0.

Then from (8),

m∑

i=0

ui∑

v=1

λi,v

⎛

⎝
ri∑

j=1

a j−1
i,v βi, j

⎞

⎠ =
m∑

i=0

ri∑

j=1

( ui∑

v=1

λi,va
j−1
i,v

)

βi, j = 0.

As βi, j with i ∈ J ′
m and j ∈ [ri ] are linearly independent over Fq , thus

ui∑

v=1

λi,va
j−1
i,v = 0 i ∈ J ′

m, j ∈ [ri ].

Therefore,
∑ui

v=1 λi,v(1, ai,v, . . . , a
ri−1
i,v ) = 0 for any i ∈ J ′

m . Since the ui vectors

(ai,v, . . . , a
ri−1
i,v ) are linearly independent, it follows that λi,v = 0 for any v ∈ [ui ]. Hence,

λi,v = 0 for any i ∈ J ′
m and v ∈ [ui ], and consequently, β̄i,v with i ∈ J ′

m and v ∈ [ui ]
are linearly independent over Fq . As the column of Mu can be denoted by (ψ(β̄i,v))

T , thus
Lemma 1 impliesMu is nonsingular. Using the samemethod, we can proveMu is nonsingular
for any u ∈ B(Z ′), (4). ��

Proposition 4 implies thematrix (7) is a representation of thematroid associated toUCASs.
We next prove ideal linear schemes realizing UCASs can be constructed by this matrix. We
have the following result.

Theorem 3 Suppose M is the matrix (7). Then LSSS(M) realizes the UCASs (2) over Fqλ

where q ≥ maxi∈Jm {ni } and λ ≥ 1 + |r(Jm)|.
Proof Theorem 1 implies that proving this claim is equivalent to proving that u(Jm) ∈ Γ if
and only M0 is a linear combination of all the columns in Mu(Jm ).

In the case of u(Jm) ∈ minΓ , (2), if u0 = 0, then u(J ′
m) ∈ B(Z ′). Proposition 4 implies

Mu(Jm ) is nonsingular. Therefore, M0 can be denoted by a linear combination of all the
columns in Mu(Jm ), and consequently, it is a linear combination of the columns in Mu(Jm )

for any u(Jm) ∈ Γ .
We next prove the claim in the case of u(Jm) /∈ Γ . As h({i}) = ri for every i ∈ Jm , thus

any ri + 1 columns of Mi are linearly dependent. Therefore, without loss of generality, we
may assume that u(Jm) ≤ r(Jm). Furthermore, we may assume that |u(Jm)| = k − 1, since
if |u(Jm)| < k − 1, we may find a vector u′(Jm) ≥ u(Jm) such that u′(Jm) ≤ r(Jm) and
|u′(Jm)| = k − 1. In this case if u0 = 1, then u(J ′

m) ∈ B(Z ′). Proposition 4 implies Mu(J ′
m )

is nonsingular, and consequently, M0 must not be a linear combination of all the columns in
Mu(Jm ). ��

4 Secret sharing schemes for compartmented access structures with
lower bounds

In this section, we describe ideal linear secret sharing schemes realizing LCASs based on
the schemes for the dual access structures of LCASs.
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The dual access structures of LCASs (1) are described in [36] as follows

Γ ∗ = {u ∈ P : |u| ≥ l or ui ≥ τi for some i ∈ Jm} (9)

where l = |P| − k + 1, τi = |�i | − ti + 1 for i ∈ J , and |τ | ≥ l + m − 1.
We will present an ideal linear scheme for Γ ∗. First, we introduce an integer polymatroid

Z ′ satisfying Theorem 2 such that the access structures (9) are of the form Γ0(Z ′,�).

Let � = (�i )i∈Jm be a partition of the set P . Take τ , τ ′ ∈ Z
J ′
m+ and l ∈ N such that

τ0 = 1, τ (Jm) ≤ �(P), |τ (Jm)| ≥ l + m − 1 and τ ′
i = τi − 1 for every i ∈ J ′

m . The
following result was presented in Sect. IV-D of [17].

Lemma 3 Suppose Z ′ = (J ′
m, h) is an integer polymatroid with h satisfying

(1) h({0}) = 1;
(2) h(X) = min{l, 1 + |τ ′(X)|} for every X ⊆ Jm;
(3) h(X ∪ {0}) = h(X) for every X ⊆ Jm.

Then the access structures (9) are of the form Γ0(Z ′,�).

From this lemma, we have the following result.

Proposition 5 For the integer polymatroid Z ′ defined in Lemma 3, B(Z ′) = B1 ∪B2, where

B1 = {u ∈ Z
J ′
m+ : |u| = l, u0 = 0, ui ′ ≤ τi ′ for some i ′ ∈ Jm

and ui ≤ τi − 1 for all i ∈ Jm\{i ′}},
B2 = {u ∈ Z

J ′
m+ : |u| = l, u0 = 1 and u(Jm) ≤ τ ′(Jm)}.

(10)

Proof If u0 = 0, then u ∈ B(Z ′) if and only if u(Jm) ∈ B(Z ′|Jm). Since the access structures
(9) are of the form Γ0(Z ′,�), it follows that

B(Z ′|Jm) = {u ∈ Z
m+ : |u| = l, ui ′ ≤ τi ′ for some i ′ ∈ Jm

and ui ≤ τi − 1 for all i ∈ Jm\{i ′}}.
This implies u ∈ B(Z ′) with u0 = 0 if and only if u ∈ B1. In addition, since

B(Z ′) = {u ∈ Z
J ′
m+ : |u| = l and |u(X)| ≤ h(X) for every X ⊆ J ′

m},
it follows that if u0 = 1 and u ∈ B(Z ′), then for every i ∈ Jm ,

|u({0, i})| = 1 + ui ≤ h({0, i}) = h({i}) = τi .

This implies that u(Jm) ≤ τ ′(Jm), and consequently, u ∈ B2.
On the other hand, if u ∈ B2, then for every X ⊆ Jm ,

|u(X)| ≤ min{l − 1, |τ ′(X)|} ≤ h(X),

|u(X ∪ {0})| ≤ min{l, |τ ′(X)| + 1} = h(X) = h(X ∪ {0}).
This implies that u ∈ B(Z ′). Therefore, u ∈ B(Z ′) with u0 = 1 if and only if u ∈ B2, and
the result follows. ��

Now, we introduce a linear representation of the polymatroid defined in Lemma 3 by
Gabidulin codes. Similar to (5), we define the map ψ : Fqλ → F

l
qλ by

ψ(β) = (β, βq , . . . , βql−1
)

where q ≥ 1 + maxi∈Jm {|�i |} and λ ≥ 1 + |τ ′|. Take elements βi, j in Fqλ , where i ∈ J ′
m

and j ∈ [τi ], such that
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• βi,1 = β0 for all i ∈ J ′
m and

• the elements β0 and βi, j with i ∈ Jm and j ∈ [2, τi ] are linearly independent over Fq .

For every i ∈ J ′
m , consider the Fq -vector subspace Vi ⊆ F

l
qλ spanned by the set {ψ(βi, j ) :

j ∈ [τi ]}. Let the integer polymatroid Z ′ = (J ′
m, h) such that h(X) = dim

( ∑
i∈X Vi

)
for

every X ⊆ J ′
m .

Proposition 6 For the integer polymatroid Z ′ defined above, the access structures (9) are of
the form Γ0(Z ′,�) and B(Z ′) = B1 ∪ B2, (10).

Proof As dim(V0) = 1, thus h({0}) = 1. We next prove h satisfies the other two conditions.
Let B be the matrix formed by the column vectors (ψ(β0))

T and (ψ(βi, j ))
T with i ∈ Jm and

j ∈ [2, τi ]. Then B is a generator matrix of some (1+ |τ ′|, l) Gabidulin code. Accordingly,
any l × l submatrix of B is nonsingular. From this with

∣
∣
⋃

i∈X
{
ψ(βi, j ) : j ∈ [τi ]

}∣
∣ = 1 + ∣

∣τ ′(X)
∣
∣

for every X ⊆ Jm , we can obtain h(X) = min
{
l, 1+|τ ′(X)|} for every X ⊆ Jm . Moreover,

V0 ⊆ Vi for every X ⊆ Jm , Therefore, h(X ∪ {0}) = h(X) for every X ⊆ Jm . ��

We proceed to construct a matrix M which is a representation of a matroid M such that
the access structures (9) are of the form Γp0(M).

Suppose �0 = {p0} and let �′ = (�i )i∈J ′
m
and � = (�i )i∈Jm be the partition of

P ′ = P ∪ {p0} and P , respectively, such that |�i | = ni . Similar to (6), for every i ∈ J ′
m let

the map: ϕi : Fq → Vi be defined by

ϕi (a) = ψ(βi,1) + aψ(βi,2) + a2ψ(βi,3) + · · · + aτi−1ψ(βi,τi )

= ψ(βi,1 + aβi,2 + a2βi,3 + · · · + aτi−1βi,τi )

Take a0,1 = 0 and for every i ∈ Jm , take ni different elements ai,v ∈ Fq with v ∈ [ni ] such
that ai,v 	= 0. Let

M = (M0|M1| · · · |Mm) (11)

be the l×(n+1)matrix such thatMi is the block formed by all the column vectors (ϕi (ai,v))T

with v ∈ [ni ].
Obviously, M satisfies the first two conditions in Step 3 in Sect. 2.3. We next prove that it

satisfies the third condition. For i ∈ J ′
m and v ∈ [ni ], take

β̄i,v =
τi∑

j=1

a j−1
i,v βi, j ,

then ϕi (ai,v) = ψ(β̄i,v), β̄0,1 = β0, and for i ∈ Jm and v ∈ [ni ],

β̄i,v = βi,1 +
τi∑

j=2

a j−1
i,v βi, j = β0 +

τi∑

j=2

a j−1
i,v βi, j (12)

as βi,1 = β0 for i ∈ J ′
m . We have the following results.

Proposition 7 Mu is nonsingular for any u ∈ B1, (10).
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Proof Without loss of generality, we may assume that u1 ≤ τ1, ui ≤ τi − 1 for i ∈ [2,m],
and Mu is the l × l submatrix of M formed by the first ui columns in every Mi with i ∈ Jm .
Suppose that there exist λi,v , with i ∈ Jm and v ∈ [ui ] such that

∑m
i=1

∑ui
v=1 λi,vβ̄i,v = 0.

Then from (12),

m∑

i=1

ui∑

v=1

λi,v

⎛

⎝β0 +
τi∑

j=2

a j−1
i,v βi, j

⎞

⎠ =
m∑

i=1

ui∑

v=1

λi,vβ0 +
m∑

i=1

τi∑

j=2

( ui∑

v=1

λi,va
j−1
i,v

)

βi, j = 0.

As β0 and βi, j with i ∈ Jm and j ∈ [2, τi ] are linearly independent over Fq , thus

m∑

i=1

ui∑

v=1

λi,v = 0 and
ui∑

v=1

λi,va
j−1
i,v = 0 i ∈ Jm, j ∈ [2, τi ]. (13)

Therefore,
∑ui

v=1 λi,v(ai,v, . . . , a
τi−1
i,v ) = 0 for every i ∈ Jm .

As ai,v 	= 0 and ui ≤ τi − 1 for i ∈ [2,m], thus the ui vectors (ai,v, . . . , a
τi−1
i,v ) are

linearly independent. This implies λi,v = 0 for any i ∈ [2,m] and v ∈ [ui ]. From this with
(13),

∑u1
v=1 λ1,v = 0 and

∑u1
v=1 λ1,v(a1,v, . . . , a

τ1−1
1,v ) = 0. Therefore,

u1∑

v=1

λ1,v(1, a1,v, . . . , a
τ1−1
1,v ) = 0.

As u1 ≤ τ1, similarly, we can prove λ1,v = 0 for any v ∈ [u1]. Therefore, β̄i,v with i ∈ Jm
and v ∈ [ui ] are linearly independent over Fq . Lemma 1 implies Mu is nonsingular since the
column of Mu can be denoted by (ψ(β̄i,v))

T . Using the same method, we can prove Mu is
nonsingular for any u ∈ B1, (10). ��
Proposition 8 Mu is nonsingular for any u ∈ B2, (10).

Proof Without loss of generality, we may assume that Mu is the l× l submatrix of M formed
by the first ui columns in every Mi . Suppose that there exist λi,v , with i ∈ J ′

m and v ∈ [ui ]
such that

∑m
i=0

∑ui
v=1 λi,vβ̄i,v = 0. Then from (12),

λ0,1β0 +
m∑

i=1

ui∑

v=1

λi,v

⎛

⎝β0 +
τi∑

j=2

a j−1
i,v βi, j

⎞

⎠

=
(

λ0,1 +
m∑

i=1

ui∑

v=1

λi,v

)

β0 +
m∑

i=1

τi∑

j=2

( ui∑

v=1

λi,va
j−1
i,v

)

βi, j = 0.

This implies that

λ0,1 +
m∑

i=1

ui∑

v=1

λi,v = 0 and
ui∑

v=1

λi,va
j−1
i,v = 0 i ∈ Jm, j ∈ [2, τi ] (14)

since β0 and βi, j with i ∈ Jm and j ∈ [2, τi ] are linearly independent over Fq . Therefore, as
in the proof of Proposition 7, we can obtain that λi,v = 0 for i ∈ Jm and j ∈ [ui ]. From this
with (14), we have λ0,1 = 0. Hence, β̄i,v with i ∈ J ′

m and j ∈ [ui ] are linearly independent
over Fq . This implies the conclusion. ��

Propositions7 and 8 imply that thematrix (11) is a representation of thematroid associated
to the access structures (9). Now, we prove ideal linear schemes realizing access structures
(9) can be obtained by the matrix.
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Theorem 4 Suppose M is the matrix (11). Then LSSS(M) realizes the access structures (9)
over Fqλ where q ≥ 1 + maxi∈Jm {ni } and λ ≥ 1 + |τ ′|.
Proof Let u(Jm) ∈ Γ ∗, (9), be a minimal set, then |u(Jm)| = l and u(Jm) ≤ τ ′(Jm), or
ui = τi for some i ∈ Jm . In the first case, Proposition 7 implies Mu(Jm ) is nonsingular, and
consequently,M0 is a linear combination of all the columns inMu(Jm ). In addition, Proposition
7 implies any τi columns of Mi are linearly independent. From this with h({0, i}) = h({i}) =
τi for every i ∈ Jm , M0 is a linear combination of any τi columns in Mi . Hence, in the second
case M0 can be denoted by a linear combination of all the columns in Mu(Jm ) too.

Assume that u(Jm) /∈ Γ ∗, (9). Then u(Jm) ≤ τ ′(Jm) and |u(Jm)| ≤ l − 1. Without
loss of generality, we may assume that |u(Jm)| = l − 1, since if |u(Jm)| < l − 1, we
may find a vector u′(Jm) ≥ u(Jm) such that u′(Jm) ≤ τ ′(Jm) and |u′(Jm)| = l − 1. As
l ≤ |τ ′| + 1, i.e., |τ ′| ≥ l − 1, the above-described procedure is possible. In this case if
u0 = 1, u(J ′

m) ∈ B2. Proposition 8 implies Mu(J ′
m ) is nonsingular. Accordingly, M0 must

not be a linear combination of all the columns in Mu(Jm ), and the result follows. ��
From the dual relationship of the access structures (9) and the LCASs (1), we can translate

the scheme in Theorem 4 into an ideal linear scheme for the LCASs (1) using the explicit
transformation of [18].

Corollary 1 The efficient construction of ideal linear scheme realizing LCASs (1) can be
obtained over Fqλ where q ≥ 1 + maxi∈Jm {ni } and λ ≥ 1 + ∑m

i=1(ni − ti ).

5 Secret sharing schemes for compartmented access structures with
upper and lower bounds

In this section, we study how to construct ideal linear secret sharing schemes realizing
ULCASs by an efficient method.

5.1 A representable integer polymatroid

In this section, we construct a K-representable integer polymatroid Z ′ satisfying Theorem 2
such that the ULCASs (3) are of the form Γ0(Z ′,�) by Gabidulin codes.

Take � = (�i )i∈Jm be a partition of the set P . Let t, r ∈ Z
J ′
m+ and k ∈ N such that

t(Jm) ≤ r(Jm) ≤ �(P), |t(Jm)| ≤ k ≤ |r(Jm)|, ri ≤ k for every i ∈ Jm , t0 = 0 and
r0 = 1.Take k1 = |t(Jm)| and k2 = k − k1.

Lemma 4 Suppose Z ′ = (J ′
m, h) is an integer polymatroid with h satisfying

(1) h({0}) = 1;
(2) h(X) = min{|t(X)| + k2, |r(X)|} for every X ⊆ Jm;
(3) h(X ∪ {0}) = min{k, h(X) + 1} for every X ⊆ Jm.

Then the ULCASs (3) are of the form Γ0(Z ′,�) and B(Z ′) = B1 ∪ B2 ∪ B3, where

B1 = {u ∈ Z
J ′
m+ : |u| = k, u0 = 0 and t(Jm) ≤ u(Jm) ≤ r(Jm)},

B2 = {u ∈ Z
J ′
m+ : |u| = k, u0 = 1 and t(Jm) ≤ u(Jm) ≤ r(Jm)},

B3 = {u ∈ Z
J ′
m+ : |u| = k, u0 = 1, ui ′ = ti ′ − 1 for some i ′ ∈ Jm

and ui ∈ [ti , ri ] for all i ∈ Jm\{i ′}}.

(15)
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Proof Since for every X ⊆ Jm , h(X∪{0}) = h(X) if and only if h(X) = k, that is, if and only
if X = Jm , Theorem 2 implies that u ∈ Γ0(Z ′,�) if and only if there exists v ∈ B(Z ′|Jm)

such that v ≤ u ≤ (|�i |)i∈Jm .
LetZ1 = (Jm, h1) be the integer polymatroid with h1(X) = |t(X)| for every X ⊆ Jm and

Z2 = (Jm, h2) be the integer polymatroid with h2(X) = min{k2, |r(X)| − |t(X)|} for every
X ⊆ Jm . Note that h(X) = h1(X)+h2(X) for every X ⊆ Jm . Therefore,Z ′|Jm = Z1+Z2.
As

B(Z1) = {t} and B(Z2) = {v ∈ Z
m+ : |v| = k2 and v ≤ r − t}, (16)

thus from Proposition 1,

B(Z ′|Jm) = {u ∈ Z
m+ : |u| = k and t ≤ u ≤ r}.

This implies the first claim.
We proceed to prove the second claim. If u0 = 0, then u ∈ B(Z ′) if and only if u(Jm) ∈

B(Z ′|Jm), that is, if and only if u ∈ B1. In addition, we know

B(Z ′) = {u ∈ Z
J ′
m+ : |u| = k and |u(X)| ≤ h(X) for every X ⊆ J ′

m}.
In the case of u ∈ B(Z ′) with u0 = 1, suppose ui ′ = ti ′ − 2 for some i ′ ∈ Jm , then

∣
∣u(Jm\{i ′})∣∣ ≤ h(Jm\{i ′}) ≤ ∣

∣t(Jm\{i ′})∣∣ + k2.

This implies that |u(Jm)| ≤ |t(Jm)| + k2 − 2 = k − 2. This leads to contradictions as
|u(Jm)| = k − 1. Therefore, ui ′ ≥ ti ′ − 1.

Suppose ui1 = ti1 − 1 and ui2 = ti2 − 1 for i1, i2 ∈ Jm with i1 	= i2. Then
∣
∣u(Jm\{i1, i2})

∣
∣ ≤ h(Jm\{i1, i2}) ≤ ∣

∣t(Jm\{i1, i2})
∣
∣ + k2.

Accordingly, |u(Jm)| ≤ k − 2. This leads to contradictions too. Moreover, ui ≤ h({i}) = ri
for every i ∈ Jm . Therefore, u ∈ B2 ∪ B3.

On the other hand, if u ∈ B2, then for every X ⊆ Jm , |u(X)| ≤ k−1 and t(X) ≤ u(X) ≤
r(X). From (16),

|u(X)| ≤ min{k − 1, |t(X)| + k2, |r(X)|} ≤ h(X),

and consequently, |u(X ∪ {0})| = |u(X)| + 1 ≤ h(X) + 1. This implies
∣
∣u(X ∪ {0})∣∣ ≤ min{k, h(X) + 1} = h(X ∪ {0}).

Hence, u ∈ B(Z ′).
If u ∈ B3, then for every X ⊆ Jm such that i ′ /∈ X , similar to the case of u ∈ B2, we can

prove that |u(X)| ≤ h(X) and |u(X ∪{0})| ≤ h(X ∪{0}). Moreover, for such a set X ⊆ Jm ,
∣
∣u(X ∪ {i ′})∣∣ = ui ′ + |u(X)|

≤ min{|t(X)| + k2 + ti ′ − 1, |r(X)| + ti ′ − 1}
≤ h(X ∪ {i ′}),

and
∣
∣u(X ∪ {0, i ′})∣∣ = ∣

∣u(X ∪ {i ′})∣∣ + 1 ≤ h(X ∪ {i ′}) + 1. Therefore,
∣
∣u(X ∪ {0, i ′})∣∣ ≤ min{k, h(X ∪ {i ′}) + 1} = h(X ∪ {0, i ′}).

This implies u ∈ B(Z ′). Accordingly, u ∈ B(Z ′) with u0 = 1 if and only if u ∈ B2 ∪ B3,
and the result follows. ��
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We next present a linear representation of the polymatroid defined in Lemma 4 based on
the sum of two polymatroids.

Let Ik1 denote the k1 × k1 unit matrix over Fq , and t̄i = ∑i
j=0 t j for i ∈ J ′

m . For every
i ∈ Jm , consider the Fq -vector subspace Ei spanned by the (t̄i−1 + 1)th column to t̄i th
column of Ik1 . Let the integer polymatroid Z1 = (Jm, h1) such that

h1(X) = dim

(
∑

i∈X
Ei

)

for every X ⊆ Jm .

In addition, consider the map ψ : Fqλ → F
k2
qλ defined by

ψ(β) = (β, βq , . . . , βqk2−1
)

where q ≥ 1 + maxi∈Jm {|�i |} and λ ≥ 1 + |r(Jm)| − |t(Jm)|. Take elements βi, j in Fqλ ,
where i ∈ Jm and j ∈ [ri − ti ], that are linearly independent over Fq . For every i ∈ Jm ,

consider the Fq -vector subspace Vi ⊆ F
k2
qλ spanned by {ψ(βi, j ) : j ∈ [ri − ti ]}. Let the

integer polymatroid Z2 = (Jm, h2) such that

h2(X) = dim

(
∑

i∈X
Vi

)

for every X ⊆ Jm .

For i ∈ Jm , let Wi = Ei × Vi , and let W0 be the Fq -vector subspace spanned by the
k-dimensional vector

ε = (1, 1, . . . , 1, β0, β
q
0 , β

q2

0 , . . . , β
qk2−1

0 ),

where β0 and βi, j with i ∈ Jm and j ∈ [ri − ti ] are linearly independent over Fq . Let the
integer polymatroid Z ′ = (J ′

m, h) such that

h(X) = dim

(
∑

i∈X
Wi

)

for every X ⊆ J ′
m .

Proposition 9 For the polymatroid Z ′ = (J ′
m, h) defined above, the ULCASs (3) are of the

form Γ0(Z ′,�) and B(Z ′) = B1 ∪ B2 ∪ B3, (15).

Proof To prove the claim, we only need to prove the rank function h satisfies the three
conditions in Lemma 4. Obviously, h({0}) = 1. In addition, h satisfies the second condition
as Z ′|Jm = Z1 + Z2. We next prove that h satisfies the third condition. Suppose F =
(F0|F1| · · · |Fm), where F0 = εT and for i ∈ Jm

Fi =
(
I ′
i O
O Bi

)

, (17)

for which I ′
i denotes the k1 × ti block formed by the (t̄i−1 + 1)th column to t̄i th column of

Ik1 and Bi denotes the k2 × (ri − ti ) block formed by the column vectors (ψ(βi, j ))
T with

j ∈ [ri − ti ]. For any X ′ = X ∪ {0} with X = {x1, x2, . . . , xw} ⊆ Jm , by interchanging
columns FX ′ = (F0|Fx1 | · · · |Fxw) can be transform to the following form

F ′
X ′ =

(
1k1 I ′

X O
(ψ(β0))

T O BX

)

,

where 1k1 = (1, 1, . . . , 1)T is a k1-dimensional vector, I ′
X = (I ′

x1 |I ′
x2 | · · · |I ′

xw
) and BX =

(Bx1 |Bx2 | · · · |Bxw ).
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If X = Jm , then h(X) = k, I ′
X = Ik1 and BX = (B1|B2| · · · |Bm). Therefore, 1k1 is a

linear combination of all column in I ′
X and (ψ(β0))

T is a linear combination of the columns
in BX as BX is a generator matrix of some (|r(Jm)| − |t(Jm)|, k2) Gabidulin code. Hence,
F0 is a linear combination of the columns in FX . This implies h(X ∪ {0}) = k.

If X ⊂ Jm and X 	= Jm , then h(X) < k, and h(X) = |r(X)| if |r(X)| − |t(X)| < k2
or h(X) = |t(X)| + k2 if |r(X)| − |t(X)| ≥ k2. In the first case, there are at most k2 − 1
columns in BX , hence (ψ(β0))

T and all columns in BX are linearly independent. Moreover,
1k1 and all columns in I ′

X are linearly independent. This implies all columns in F ′
X ′ are

linearly independent, and consequently, h(X ∪ {0}) = h(X) + 1.
In the second case, there are at least k2 columns in BX . This implies (ψ(β0))

T can be
denoted by a linear combination of some columns in BX . Therefore, by the elementary
column operators, F ′

X ′ can be transformed to
(
1k1 |I ′

X O
O BX

)

.

As 1k1 and all columns in I ′
X are linearly independent, thus h(X ∪ {0}) = h(X) + 1. ��

5.2 A representable matroid

In this section we construct a matrix M based on the representable polymatroid Z ′ presented
in Sect. 5.1 that is a representation of a matroidM such that the ULCASs (3) are of the form
Γp0(M), and then prove that the scheme for ULCASs can be obtained by this matrix.

Suppose �0 = {p0} and let �′ = (�i )i∈J ′
m
and � = (�i )i∈Jm be the partition of

P ′ = P ∪ {p0} and P , respectively, such that |�i | = ni . For every i ∈ Jm , take ni different
elements ai,v ∈ Fq with v ∈ [ni ] such that ai,v 	= 1 and let

Ai = (a
−1
i,v )ti×ni 
 ∈ [ti ], v ∈ [ni ],

A′
i = (ati+
−1

i,v )(ri−ti )×ni 
 ∈ [ri − ti ], v ∈ [ni ].
Let

M = (M0|M1| · · · |Mm)

be the k × (n + 1) matrix such that M0 = εT and for i ∈ Jm ,

Mi = Fi

(
Ai

A′
i

)

, (18)

where Fi is the matrix (17). Then by computing, we have

M =

⎛

⎜
⎜
⎜
⎜
⎜
⎝

1t1 A1 O · · · O
1t2 O A2 · · · O
...

...
...

. . .
...

1tm O O · · · Am

(ψ(β0))
T B1A′

1 B2A′
2 · · · Bm A′

m

⎞

⎟
⎟
⎟
⎟
⎟
⎠

(19)

where 1ti = (1, 1, . . . , 1)T is an ti -dimensional column vector and Bi is the k2 × (ri − ti )
block formed by the column vectors (ψ(βi,v))

T with v ∈ [ri − ti ].
From (18), we know that each column of Mi is a vector inWi for every i ∈ Jm . Therefore,

M satisfies the first two conditions in Step 3 in Sect. 2.3.We next prove that the third condition
in Step 3 holds.
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Proposition 10 Mu is nonsingular for any u ∈ B1, (15).

Proof Without loss of generality, wemay assume thatMu is the k×k submatrix of M formed
by the first ui columns in every Mi with i ∈ Jm . Then

Mu =

⎛

⎜
⎜
⎜
⎜
⎜
⎝

A1(u1) O · · · O
O A2(u2) · · · O
...

...
. . .

...

O O · · · Am(um)

B1A′
1(u1) B2A′

2(u2) · · · Bm A′
m(um)

⎞

⎟
⎟
⎟
⎟
⎟
⎠

, (20)

where Ai (ui ) and A′
i (ui ) are the blocks formed by the first ui columns of Ai and A′

i , respec-
tively. Furthermore, let

Ai (ui ) = (
Ai,1|Ai,2

)
and A′

i (ui ) = (
A′
i,1|A′

i,2

)
,

where Ai,1 and Ai,2 are the blocks formed by the first ti columns and the last ui − ti columns
of Ai (ui ) respectively, A′

i,1 and A′
i,2 are the blocks formed by the first ti columns and the last

ui − ti columns of A′
i (ui ) respectively. Note that Ai,1 is a ti × ti block, Ai,2 is a ti × (ui − ti )

block, A′
i,1 is a (ri − ti ) × ti block, and A′

i,2 is a (ri − ti ) × (ui − ti ) block.
As Ai,1 is nonsingular, thus we can let

Ti =
(
Iti −A−1

i,1 Ai,2

O Iui−ti

)

.

Since Ai (ui )Ti = (
Ai,1|Ai,2

)
Ti = (

Ai,1|Oti×(ui−ti )
)
and

Bi A
′
i (ui )Ti = Bi

(
A′
i,1|A′

i,2

)
Ti

= Bi
(
A′
i,1| − A′

i,1A
−1
i,1 Ai,2 + A′

i,2

)

= (
Bi A

′
i,1|Bi (−A′

i,1A
−1
i,1 Ai,2 + A′

i,2)
)
,

it follows that

Mu

⎛

⎜
⎝

T1
. . .

Tm

⎞

⎟
⎠ =

⎛

⎜
⎜
⎜
⎜
⎜
⎝

A1,1 O O O · · · O O
O O A2,1 O · · · O O
...

...
...

...
. . .

...
...

O O O O · · · Am,1 O
B1A′

1,1 B1D1 B2A′
2,1 B2D2 · · · Bm A′

m,1 BmDm

⎞

⎟
⎟
⎟
⎟
⎟
⎠

, (21)

where Di = −A′
i,1A

−1
i,1 Ai,2 + A′

i,2 is a (ri − ti ) × (ui − ti ) matrix over Fq . In particular, by
the elementary columns operators on the matrix in the right hand of (21), we can obtain the
following matrix

⎛

⎜
⎜
⎜
⎜
⎜
⎝

A1,1

A2,1
. . .

Am,1

O

B1A′
1,1 B2A′

2,1 · · · Bm A′
m,1 N

⎞

⎟
⎟
⎟
⎟
⎟
⎠

, (22)

where N = (
B1D1| · · · |BmDm

)
is a k2 × k2 block. Hence, Mu is nonsingular if the matrix

N is nonsingular.
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We proceed to prove N is nonsingular. Let

Â =
(
Ai,1 Ai,2

A′
i,1 A′

i,2

)

,

then

ÂTi =
(
Ai,1 O
A′
i,1 Di

)

.

As

Â =
(
Ai (ui )
A′
i (ui )

)

= (
a
−1
i,v

)
ri×ui


 ∈ [ri ], v ∈ [ui ]

is a Vandermonde matrix, thus all the columns in Â are linearly independent. Therefore, all
the columns in Di are linearly independent. Suppose

Di := (
d(i)

,v

)
(ri−ti )×(ui−ti )


 ∈ [ri − ti ], v ∈ [ui − ti ]
and for i ∈ Jm and v ∈ [ui − ti ], let

β̄i,v =
ri−ti∑

j=1

d(i)
j,vβi, j . (23)

Then

Bi Di = (β̄
q
−1

i,v )k2×(ui−ti ) 
 ∈ [k2], v ∈ [ui − ti ].
Therefore, N is a block formed by the column vectors (ψ(β̄i,v))

T with i ∈ Jm and v ∈
[ui − ti ]. Hence, Lemma 1 implies that proving the non-singularity of N is equivalent to
proving that β̄i,v with i ∈ Jm and v ∈ [ui − ti ] are linearly independent over Fq . As in the
proof of Proposition 4, suppose there exist λi,v with i ∈ Jm and v ∈ [ui − ti ] such that∑m

i=1
∑ui−ti

v=1 λi,vβ̄i,v = 0. Then

m∑

i=1

ui−ti∑

v=1

λi,v

⎛

⎝
ri−ti∑

j=1

d(i)
j,vβi, j

⎞

⎠ =
m∑

i=1

ri−ti∑

j=1

(ui−ti∑

v=1

λi,vd
(i)
j,v

)

βi, j = 0.

As βi, j with i ∈ Jm and j ∈ [ri − ti ] are linearly independent over Fq , thus

ui−ti∑

v=1

λi,vd
(i)
j,v = 0 i ∈ Jm, j ∈ [ri − ti ].

Therefore,
∑ui−ti

v=1 λi,v(d
(i)
1,v, . . . , d

(i)
ri−ti ,v) = 0 for every i ∈ Jm . Hence, λi,v = 0 for any

i ∈ Jm and v ∈ [ui − ti ] since for a given i ∈ Jm , the ui − ti vectors (d(i)
1,v, . . . , d

(i)
ri−ti ,v)

are linearly independent. This implies that β̄i,v with i ∈ Jm and v ∈ [ui − ti ] are linearly
independent over Fq , and consequently, N is nonsingular. Therefore, Mu is nonsingular.
Using the same method, we can prove that Mu is nonsingular for any u ∈ B1, (15). ��

Proposition 11 Mu is nonsingular for any u ∈ B2, (15).

123



2934 Q. Chen et al.

Proof Without loss of generality, wemay assume thatMu is the k×k submatrix of M formed
by the first ui columns in every Mi with i ∈ J ′

m . Then

Mu = (
M0|Mu(Jm )

)
.

Here, Mu(Jm ) has the identical form with the right hand of (20) and it is a k × (k − 1) block.
By the similar method in the proof of Proposition 10, Mu(Jm ) can be transformed to a matrix
with the form (22), and consequently, Mu can be transformed to the following form

⎛

⎜
⎜
⎜
⎜
⎜
⎝

1t1 A1,1 O · · · O O
1t2 O A2,1 · · · O O
...

...
...

. . .
...

...

1tm O O · · · Am,1 O
ψ(β0))

T B1A′
1,1 B2A′

2,1 · · · Bm A′
m,1 N

⎞

⎟
⎟
⎟
⎟
⎟
⎠

.

Here, N is a k2 × (k2 − 1) block.
As ai,v 	= 1 with i ∈ Jm and v ∈ [ni ], thus for a given i ∈ Jm , 1ti is a linear combination

of the columns in Ai,1. Therefore, let the columns of Ai,1 be denoted by xi,v with v ∈ [ti ],
then there exist bi,v ∈ Fq such that 1ti = ∑ti

v=1 bi,vxi,v . In addition, let

β̂i,v =
ri−ti∑

j=1

ati+ j−1
i,v βi, j , (24)

then Bi A′
i,1 is formed by the column vectors (ψ(β̂i,v))

T with v ∈ [ti ]. Therefore, by com-
puting, M0 can be transformed to

(
0t1 , 0t2 , . . . , 0tm , ψ(β̂0)

)T
,

where 0ti = (0, 0, . . . , 0) is an ti -dimensional vector and

β̂0 = β0 −
m∑

i=1

ti∑

v=1

bi,vβ̂i,v. (25)

Hence, by the elementary column operators, Mu can be transformed to the following form
⎛

⎜
⎜
⎜
⎜
⎜
⎝

A1,1

A2,1
. . .

Am,1

O

B1A′
1,1 B2A′

2,1 · · · Bm A′
m,1 ψ(β̂0))

T |N

⎞

⎟
⎟
⎟
⎟
⎟
⎠

.

This implies that Mu is nonsingular if matrix
(
ψ(β̂0))

T |N)
is nonsingular.

As in the proof of Proposition 10, the set of columns of N is
{
ψ(β̄i,v))

T : i ∈ Jm, v ∈ [ui − ti ]
}
,

where β̄i,v with i ∈ Jm and v ∈ [ui − ti ] are linearly independent over Fq . From (23), each
β̄i,v is a linear combination of the elements βi, j with j ∈ [ri − ti ], and from (24) and (25), β̂0

and βi, j with i ∈ Jm and j ∈ [ri − ti ] are linearly independent over Fq , we have β̂0 and β̄i,v

with i ∈ Jm and v ∈ [ui − ti ] are linearly independent over Fq . Accordingly,
(
ψ(β̂0))

T |N)

is nonsingular. This implies that Mu is nonsingular, and the result follows. ��
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Proposition 12 Mu is nonsingular for any u ∈ B3, (15).

Proof Without loss of generality, we may assume that u1 = t1 − 1 and Mu is the k × k
submatrix of M formed by the first ui columns in every Mi with i ∈ J ′

m . Similar to the case
in Proposition 11,

Mu = (
M0|Mu(Jm )

)
.

Here, Mu(Jm ) has the identical form with the right hand of (20) and it is a k × (k − 1) block.
Similar to (21),

Mu(Jm )

⎛

⎜
⎜
⎜
⎝

It1−1

T2
. . .

Tm

⎞

⎟
⎟
⎟
⎠

=

⎛

⎜
⎜
⎜
⎜
⎜
⎝

A1(t1 − 1) O O · · · O O
O A2,1 O · · · O O
...

...
...

. . .
...

...

O O O · · · Am,1 O
B1A′

1(t1 − 1) B2A′
2,1 B2D2 · · · Bm A′

m,1 BmDm

⎞

⎟
⎟
⎟
⎟
⎟
⎠

,

where A1(t1 − 1) and A′
1(t1 − 1) are the blocks formed by the first t1 − 1 columns of A1

and A′
1, respectively, and Ti , Ai,1, A′

i,1, Bi , and Di have the identical forms with the ones in
(21). Therefore, Mu(Jm ) can be transformed to the following form by the elementary columns
operators

⎛

⎜
⎜
⎜
⎜
⎜
⎝

A1(t1 − 1)
A2,1

. . .
Am,1

O

B1A′
1(t1 − 1) B2A′

2,1 · · · Bm A′
m,1 N

⎞

⎟
⎟
⎟
⎟
⎟
⎠

.

Here, N = (B2D2| · · · |BmDm). As in the proof of Proposition 10, N and Ai,1 with i ∈ [2,m]
are all nonsingular. Therefore, every column of B1A′

1(t1 − 1) and Bi A′
i,1 with i ∈ [2,m] is

a linear combination of the columns in N . Furthermore, Mu(Jm ) can be transformed to the
following diagonal form

⎛

⎜
⎜
⎜
⎜
⎜
⎝

A1(t1 − 1)
A2,1

. . .

Am,1

N

⎞

⎟
⎟
⎟
⎟
⎟
⎠

. (26)

As N and Ai,1 with i ∈ [2,m] are all nonsingular, thus by computing, M0 can be transformed
to

(
1t1 , 0t2 , . . . , 0tm , 0k2

)T
,

and consequently, by the elementary column operators, Mu can be transformed to
⎛

⎜
⎜
⎜
⎜
⎜
⎝

Ā
A2,1

. . .

Am,1

N

⎞

⎟
⎟
⎟
⎟
⎟
⎠
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where Ā = (
1t1 |A1(t1 − 1)

)
is an t1 × t1 nonsingular matrix. This diagonal matrix is nonsin-

gular as N and Ai,1 with i ∈ [2,m] are all nonsingular. Therefore, Mu is nonsingular, and
result follows. ��

Propositions10, 11, and 12 imply that the matrix (19) is a representation of the matroid
associated to ULCASs. We next prove that ideal linear schemes realizing ULCASs can be
constructed by this matrix.

Theorem 5 Suppose M is the matrix (19). Then LSSS(M) realizes the ULCASs (3) over
Fqλ , where q ≥ 1 + maxi∈Jm {ni } and λ ≥ 1 + |r(Jm)| − |t(Jm)|.
Proof If u(Jm) ∈ minΓ , (3), and u0 = 0, then u(J ′

m) ∈ B1. Proposition 10 implies Mu(Jm )

is nonsingular, and consequently, M0 is a linear combination of all the columns in Mu(Jm ).
Assume that u(Jm) /∈ Γ , (3). Then |u(Jm)| < k, or ui < ti for some i ∈ Jm . As

h({i}) = ri for every i ∈ Jm , thus any ri + 1 columns in Mi are linearly dependent. Hence,
we may assume that

(1) |u(Jm)| < k and t(Jm) ≤ u(Jm) ≤ r(J ); or
(2) ui < ti for some i ∈ Jm and u(Jm) ≤ r(Jm).

In thefirst case, furthermore,wemayassume that |u(Jm)| = k−1, since if |u(Jm)| < k−1,we
may find a vector u′(Jm) ≥ u(Jm) such that t(Jm) ≤ u′(Jm) ≤ r(Jm) and |u′(Jm)| = k−1.
This procedure is possible since k − 1 ≥ |u(Jm)| ≥ |t(Jm)| and |r(Jm)| ≥ k > k − 1. In
this case u(J ′

m) ∈ B2 if u0 = 1. Proposition 11 implies M0 must not be a linear combination
of all the columns in Mu(Jm ).

In the second case, furthermore, we may assume that ui ′ = ti ′ − 1 for some i ′ ∈ Jm ,
ti ≤ ui ≤ ri for all i ∈ Jm\{i ′} and |u(Jm)| ≥ k − 1. Otherwise, we may find a vector
u′(Jm) ≥ u(Jm) satisfying these conditions. If |u(Jm)| = k−1 and u0 = 1, then u(J ′

m) ∈ B3.
Proposition 12 implies M0 must not be a linear combination of all the columns in Mu(Jm ). If
|u(Jm)| > k − 1, then there must exist a vector v(J ′

m) with v0 = 1 and v(Jm) ≤ u(Jm) such
that vi ′ = ui ′ = ti ′ − 1, ti ≤ vi ≤ ri for all i ∈ Jm\{i ′} and |v(Jm)| = k − 1. We claim that
every column in Mu(Jm ) is a linear combination of the columns in Mv(Jm ).

As such a vector v(J ′
m) ∈ B3, thus M0 must not be a linear combination of all the columns

in Mv(Jm ). Therefore, if this clam is true, then M0 must not be a linear combination of all the
columns in Mu(Jm ).

We proceed to prove the claim. Recall that t̄i = ∑i
j=0 t j for every i ∈ J ′

m . Take J =
Jm\{i ′} and J ′ = J ′

m\{i ′}, and let M ′ be the (k − ti ′) × (n + 1− ni ′) submatrix obtained by
removing the (t̄i ′−1 + 1)th to t̄i ′ th rows of the matrix (M0| · · · |Mi ′−1|Mi ′+1| · · · |Mm). Then
M ′ is a representation of the matroid associated to an access structure Γ ′ with

Γ ′ = {u(J ) ∈ Z
J+ : |u(J )| = k − ti ′ and t(J ) ≤ u(J ) ≤ r(J )}.

Proposition 10 implies that M ′
v(J ) is nonsingular. As M

′
v(J ) is a submatrix of M ′

u(J ), thus any
column in M ′

u(J ) is a linear combination of the columns in M ′
v(J ). Note that M

′
v(J ) and M ′

u(J )

are the submatrices obtained by removing the (t̄i ′−1 + 1)th to t̄i ′ th rows of Mv(J ) and Mu(J ),
respectively, and these rows are all zero rows. It follows that any column in Mu(J ) is a linear
combination of the columns in Mv(J ). This with Mu({i ′}) = Mv({i ′}) imply the claim. ��

From the connection of LCASs, UCASs and ULCASs, the following corollary can be
obtained directly.

Corollary 2 Suppose M is the matrix (19), then
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(1) LSSS(M) realizes the LCASs (1) over Fqλ , where q ≥ 1 + maxi∈Jm {ni } and λ ≥
1 + |n(Jm)| − |t(Jm)| if r(Jm) = n(Jm);

(2) LSSS(M) realizes the UCASs (3) over Fqλ , where q ≥ 1 + maxi∈Jm {ni } and λ ≥
1 + |r(Jm)| if ti = 0 for every i ∈ Jm.

Note that in the scheme for theUCASs (3) given byCorollary 2, q ≥ 1+maxi∈Jm {ni } since
we choose ni different elements ai,v ∈ Fq with v ∈ [ni ] such that ai,v 	= 1. Nevertheless,
in the scheme given by Theorem 3, ai,v may be equal to 1. In addition, Corollary 2 gives
a method to construct the scheme for LCASs directly, which is different from the method
based on duality presented in Sect. 4.

6 Comparison to the constructions of Tassa and Dyn

Tassa and Dyn [36] presented a probabilistic method to construct an ideal linear scheme for
the LCASs (1) based on a scheme for the dual access structures (9) by bivariate interpolation
as follows.

Secret Sharing Scheme (LSSS(I))

1. Let s ∈ Fq be a secret value. The dealer chooses randomly a polynomial

f (x, y) =
m∑

i=1

τi−1∑

j=0

ai, j y
j

∏

j∈Jm
j 	=i

x − x j
xi − x j

such that ai,0 = s with i ∈ Jm , where xi with i ∈ Jm arem distinct random points in Fq .
2. Each participant ui, j from compartment �i is identified by a unique public point

(xi , yi, j ), where yi, j 	= 0 is random, and his share is f (xi , yi, j ).
3. In addition, the values of f at v = ∑m

i=1 τi − m + 1 − l random points (x ′
i , zi ) are

published, where x ′
i /∈ {x1, . . . , xm}, i ∈ [v].

Tassa and Dyn [36] showed that LSSS(I ) is an ideal linear scheme realizing the access
structures (9) with probability 1− (n+1

l

)
ηq−1, where η is a constant depending on m, l, and

τ1, . . . , τm . This also implies that the existence of ideal linear scheme realizing the access
structures (9) over finite fields F of size

|F| > η

(
n + 1

l

)

. (27)

The value of η was not given in [36]. Farràs et al., [17] pointed out that η ≈ ∑m
i=1 τi ni . A

similar result was proven by them regarding UCASs.
In Theorem 4, we constructed an ideal linear scheme for the access structures (9) over

finite fields F of size

|F| >

(

1 + max
i∈Jm

{
ni

}
)∑m

i=1 τi−m+1

. (28)

If the lower bound (28) is less than the lower bound (27), then estimate (28) is better than
(27). This is possible, for example, let the access structures (9) have the parameters that
m = 4, ni = 6, τi = 3, i ∈ [4]. Then n = ∑4

i=1 ni = 24, η ≈ ∑4
i=1 τi ni = 72, and

l ≤ ∑4
i=1 τi − m + 1 = 9. We have that the lower bound (28) equals to 79 = 40353607.
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If k = 8, then the lower bound (27) equals to 77873400 > 79. In this case, estimate (28) is
better than (27).

Nevertheless, we think the main difference between our method and their method is the
efficiency of algorithms. In these two methods, an ideal linear scheme for a given access
structure is ultimately determined by a matrix M . If some special submatrices of M are
nonsingular then the scheme can realize the access structure. In their method, the non-
singularity of those submatrices depends on the bivariate interpolation used in [36]. To the
best of our knowledge, there is not an efficient algorithm to solve the bivariate interpolation.
In our method those submatrices are nonsingular based on the the special properties of
Gabidulin codes.

7 Conclusion

In this paper, wemainly studied how to construct ideal linear secret sharing schemes realizing
compartmented access structures by efficient methods. We constructed ideal linear schemes
realizing UCASs, LCASs and ULCASs. In regards to future research directions related to
schemes studied here, we will extend our method herein to construct secret sharing schemes
for other multipartite access structures such as compartmented access structure with com-
partmented compartments, compartmented access structureswith hierarchical compartments,
and others.
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