
Des. Codes Cryptogr. (2016) 80:295–315
DOI 10.1007/s10623-015-0091-5

Complete weight enumerators of some cyclic codes

Chengju Li1,2 · Qin Yue1 · Fang-Wei Fu3

Received: 29 December 2014 / Revised: 27 April 2015 / Accepted: 28 April 2015 /
Published online: 9 May 2015
© Springer Science+Business Media New York 2015

Abstract Let Fr be a finite field with r = qm elements, α a primitive element of Fr , Trr/q
the trace function from Fr onto Fq , r − 1 = nN for two integers n, N ≥ 1, and θ = αN . In
this paper, we use Gauss sums to investigate the complete weight enumerators of irreducible
cyclic codes

C = {
c(a) = (Trr/q(a),Trr/q(aθ), . . . ,Trr/q

(
aθn−1) : a ∈ Fr

}

and explicitly present the completeweight enumerators of some irreducible cyclic codeswhen
gcd(n, q − 1) = q − 1 or q−1

2 . Moreover, we determine the complete weight enumerators of
a class of cyclic codes with the check polynomials h1(x)h2(x) by using Gauss sums, where
hi (x) are the minimal polynomials of α−1

i over Fq and F
∗
qmi = 〈αi 〉 for i = 1, 2. We shall

obtain their explicit complete weight enumerators if gcd(m1,m2) = 1 and q = 3 or 4.
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1 Introduction

LetFq be afinite fieldwithq elements andn a positive integerwith gcd(q, n) = 1.An [n, k, d]
linear code C is a k-dimensional subspace of F

n
q with the minimum distance d . Furthermore, a

cyclic code C of length n over Fq can be viewed as an ideal of Fq [x]/(xn −1). Note that every
ideal of Fq [x]/(xn − 1) is principal. There is a monic polynomial g(x) of the least degree
such that C = 〈g(x)〉 and g(x) | (xn − 1). Then g(x) is called the generator polynomial
and h(x) = (xn − 1)/g(x) is called the check polynomial of the cyclic code C. If h(x) is
irreducible over Fq , we call C the irreducible cyclic code.

Nowwe recall the definition of the completeweight enumerator of linear code [24,25]. The
complete weight enumerator of nonlinear codes can be defined in the same way. Suppose
that the elements of Fq are ω0 = 0, ω1, . . . , ωq−1, which are listed in some fixed order.
The composition of a vector v = (v0, v1, . . . , vn−1) ∈ F

n
q is defined to be comp(v) =

(t0, t1, . . . , tq−1), where each ti = ti (v) is the number of components v j (0 ≤ j ≤ n − 1) of
v that are equal to ωi . Clearly, we have

q−1∑

i=0

ti = n.

Definition 1.1 Let C be an [n, k] linear code overFq and let A(t0, t1, . . . , tq−1) be the number
of codewords c ∈ C with comp(c) = (t0, t1, . . . , tq−1). Then the completeweight enumerator
of C is the polynomial

WC(z0, z1, . . . , zq−1) =
∑

c∈C
zt0(c)0 zt1(c)1 · · · ztq−1(c)

q−1

=
∑

(t0,t1,...,tq−1)∈Bn
A(t0, t1, . . . , tq−1)z

t0
0 z

t1
1 · · · ztq−1

q−1,

where Bn =
{

(t0, t1, . . . , tq−1) : 0 ≤ ti ≤ n,
q−1∑

i=0
ti = n

}

.

For binary cyclic codes, the complete weight enumerators are just their Hamming weight
enumerators. It is not difficult to see that the Hamming weight enumerators, which have been
extensively investigated (see [8,11–13,19–21,23,26,28–32]), can follow from the complete
weight enumerators. Moreover, the complete weight enumerators are applied to study the
Walsh transform of monomial functions over finite fields [14] and compute the deception
probabilities of certain authentication codes constructed from linear codes [7,10]. Constant
composition codes whose complete weight enumerators have one term have been intensively
studied and some families of optimal constant composition codes were presented [4,6,9].
Hence it is interesting to determine the complete weight enumerators of linear codes.

The complete weight enumerators of Reed-Solomon codes were studied by Blake and
Kith [3,15]. Kuzmin and Nechaev [16,17] presented the complete weight enumerators of the
generalized Kerdock code and related linear codes over Galois rings. In this paper, we shall
use Gauss sums to investigate the complete weight enumerators of cyclic codes and obtain
their explicit values in some cases.

Suppose that Fq is a finite field and m is the order of q modulo n. Let Fr be a finite field
with r = qm elements, α be a primitive element of Fr , Trr/q be the trace function from Fr

onto Fq , r − 1 = nN for two integers n, N ≥ 1, and θ = αN . In this paper, we shall use
Gauss sums to determine the complete weight enumerators of irreducible cyclic codes

123



Complete weight enumerators 297

C = {
c(a) = (Trr/q(a),Trr/q(aθ), . . . ,Trr/q

(
aθn−1) : a ∈ Fr

}
. (1.1)

By Delsarte’s theorem [6], the check polynomial of such cyclic code is the minimal polyno-
mial of θ−1 over Fq . When gcd(n, q−1) = q−1 or q−1

2 , we explicitly present the complete
weight enumerators of some irreducible cyclic codes.

Suppose that α1 and α2 are two primitive elements of Fqm1 and Fqm2 , respectively, where
m1 and m2 are two distinct positive integers with gcd(m1,m2) = δ. Let n = (qm1 −
1)(qm2 − 1)/(qδ − 1) and Ti = Trqmi /q denote the trace function from Fqmi to Fq for
i = 1, 2. Let C be a cyclic code with the check polynomial h1(x)h2(x), where hi (x) are
the minimal polynomials of α−1

i over Fq for i = 1, 2. Then by Delsarte’s theorem [6] we
have

C = {
c(a, b) : a ∈ Fqm1 , b ∈ Fqm2

}
, (1.2)

where

c(a, b) = (
T1(a) + T2(b),T1(aα1) + T2(bα2), . . . ,T1

(
aαn−1

1

) + T2
(
bαn−1

2

))
. (1.3)

TheHammingweight distribution of this cyclic codewas presented in [18,19] when δ = 1, 2.
In this paper, we also use Gauss sums to study the complete weight enumerator of such cyclic
code defined by two finite fields. Furthermore, if δ = 1, we give the explicit complete weight
enumerators of these cyclic codes over F3 or F4 by using Gauss sums.

The rest of this paper is organized as follows. In Sect. 2, we introduce some results
about Gauss sums. In Sect. 3, we investigate the complete weight enumerators of irreducible
cyclic codes and explicitly present the complete weight enumerators when gcd(n, q − 1) =
q−1 or q−1

2 . In Sect. 4, we study the complete weight enumerators of a class of cyclic codes
defined by two finite fields. Furthermore, if gcd(m1,m2) = 1, we give the explicit complete
weight enumerators of these cyclic codes over F3 or F4 by using Gauss sums. In Sect. 5, we
conclude this paper.

For convenience, we introduce the following notations in this paper:

Fr Finite field of r elements, and r = qm

r − 1 = nN Integer factorization of r − 1
α, β, α1, α2 Generators of F∗

r , F
∗
q, F

∗
qm1, and F

∗
qm2, respectively

Trr/q Trace function from Fr to Fq

ζl = e
2π

√−1
l l-th primitive root of unity

φ, ψ Canonical additive characters of Fq and Fr, respectively
ψ1, ψ2 Canonical additive characters of Fqm1 and Fqm2, respectively
F̂

∗
r Multiplicative character group of F∗

r
G(λ),G(λ′),G(λ1),G(λ2) Gauss sums over Fr , Fq , Fqm1, and Fqm2, respectively
χ, χ ′, χ1, χ2 Generators of F̂∗

r , F̂
∗
q , F̂

∗
qm1, and F̂

∗
qm2, respectively

2 Gauss sum

Let Fr be a finite field with r elements, where r is a power of a prime p. The canonical
additive character of the finite field Fr can be defined as follows:

ψ : Fr → C
∗, ψ(x) = ζ

Trr/p(x)
p ,
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298 C. Li et al.

where ζp = e
2π

√−1
p is a p-th primitive root of unity and Trr/p denotes the trace function from

Fr to Fp . The orthogonal property of additive characters which can be found in [22] is given
by

∑

x∈Fr
ψ(ax) =

{
r, if a = 0;
0, if a ∈ F

∗
r .

Let

λ : F
∗
r → C

∗

be a multiplicative character of F
∗
r . Among the characters of F

∗
r we have the trivial character

λ0 defined byλ0(x) = 1 for all x ∈ F
∗
r .We also have the orthogonal property ofmultiplicative

characters which can be given by

∑

x∈F∗
r

λ(x) =
{
r − 1, if λ = λ0;
0, if λ �= λ0.

For the characters λ,λ′, we can define the multiplication by setting λλ′(x) = λ(x)λ′(x)
for all x ∈ F

∗
r . Let λ be the conjugate character of λ defined by λ(x) = λ(x), where λ(x)

denotes the complex conjugate of λ(x). Then

λλ(x) = λ(x)λ(x) = λ(x)λ(x) = 1,

so λ−1 = λ. Then the set F̂
∗
r of the characters of F

∗
r forms a group with identity λ0 under

such multiplication of characters. Furthermore, the multiplicative group F̂
∗
r is isomorphic to

F
∗
r [22]. Define a multiplicative character of Fr by

χ(αi ) = ζ ir−1, i = 0, 1, . . . , r − 2,

where α is a generator of F
∗
r . Then F̂

∗
r = 〈χ〉.

Now we define the Gauss sum over Fr by

G(λ) =
∑

x∈F∗
r

λ(x)ψ(x).

It is easy to see that G(λ0) = −1. Gauss sums can be viewed as the Fourier coefficients in
the Fourier expansion of the restriction of ψ to F

∗
r in terms of the multiplicative characters

of Fr , i.e.,

ψ(x) = 1

r − 1

∑

λ∈F̂∗
r

G(λ)λ(x), for x ∈ F
∗
r . (2.1)

In general, the explicit determination of Gauss sums is a difficult problem. However, they
can be explicitly evaluated in a few cases. For future use, we state some results about the
Gauss sums. The quadratic Gauss sums are known and given in the following lemma.

Lemma 2.1 [2,22] Suppose that r = ps and η is a quadratic multiplicative character of Fr ,
where p is an odd prime and s ≥ 1. Then

G(η) =
{

(−1)s−1√r , if p ≡ 1 (mod 4),
(−1)s−1(

√−1)s
√
r , if p ≡ 3 (mod 4).

We also state the Gauss sums in the semi-primitive case, where there exists an integer f
such that p f ≡ −1 (mod N ) and N is the order of λ in F̂

∗
r .
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Lemma 2.2 [2,8] Let λ be a multiplicative character of order N of F
∗
r , where N > 2 is an

integer. Assume that there exists a least positive integer f such that p f ≡ −1 (mod N ). Let
r = p2 f s for some positive integer s. Then

G(λ) =
{

(−1)s−1√r , if p = 2;
(−1)s−1+ s(p f +1)

N
√
r , if p > 2.

Furthermore, for 1 ≤ i ≤ N − 1, the Gauss sums G(λi ) can be given by

G(λ
i ) =

{
(−1)i

√
r , if N is even, p, s and p f +1

N are odd;
(−1)s−1√r , otherwise.

If [(Z/NZ)∗ : 〈p〉] = 2 and−1 /∈ 〈p〉, which is the index 2 case, Gauss sums are explicitly
determined [27] and one of the results is listed here.

Lemma 2.3 [8,27] Let N ≡ 3 (mod 4) be a prime and N �= 3. Suppose that f :=
ordN (p) = (N )

2 and r = p f s for some positive integer s, where (N ) denotes the number
of integers k with 1 ≤ k ≤ N such that gcd(k, N ) = 1. Let λ be a multiplicative character
of order N of F

∗
r . Then

G(λ
i ) = (−1)s−1 p

s( f −h)
2

(
a + ( i

N )b
√−N

2

)s

for 1 ≤ i ≤ N − 1, where ( i
N ) denotes the Legendre symbol, h is the ideal class number of

Q(
√−N ), and a, b ∈ Z are given by

{
a2 + Nb2 = 4ph;
a ≡ −2p

N−1+2h
4 (mod N ).

3 Irreducible cyclic codes

In this section, we use Gauss sums to study the complete weight enumerators of irreducible
cyclic codes

C = {
c(a) = (Trr/q(a),Trr/q(aθ), . . . ,Trr/q

(
aθn−1) : a ∈ Fr

}
.

Moreover, if gcd(n, q − 1) = q − 1 or q−1
2 , then we explicitly present the complete weight

enumerators of some irreducible cyclic codes.
For a codeword c(a) and c ∈ Fq , let N (c) denote the number of components Trr/q(aθ i )

of c(a) that are equal to c, i.e.,

N (c) = |{0 ≤ i ≤ n − 1 : Trr/q(aθ i ) = c}|
= |{0 ≤ i ≤ n − 1 : Trr/q(aθ i ) − c = 0}|.
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Let φ be the canonical additive character of Fq . Then ψ = φ ◦ Trr/q is the canonical
additive character of Fr . By the orthogonal property of additive characters we have

N (c) =
n−1∑

i=0

1

q

∑

y∈Fq
φ(y(Trr/q(aθ i ) − c))

= 1

q

∑

y∈Fq

n−1∑

i=0

ψ(yaαNi )φ(−yc)

= n

q
+ 1

q

∑

y∈F∗
q

n−1∑

i=0

ψ(yaαNi )φ(−yc). (3.1)

By (2.1), for ac �= 0, we have

N (c) = n

q
+ 1

q

∑

y∈F∗
q

n−1∑

i=0

1

r − 1

∑

λ∈F̂∗
r

G(λ)λ(yaαNi )
1

q − 1

∑

λ′∈F̂∗
q

G(λ′)λ′(−yc)

= n

q
+ 1

q(q − 1)(r − 1)

∑

λ∈F̂∗
r

λ′∈F̂∗
q

G(λ)G(λ′)λ(a)λ
′(−c)

∑

y∈F∗
q

λ(y)λ′(y)
n−1∑

i=0

λ(αNi ).

Note that r − 1 = nN and

n−1∑

i=0

λ(αNi ) =
{
n, if λN = 1;
0, otherwise.

Letα andβ = α
r−1
q−1 be twoprimitive elements ofFr andFq , respectively.Defineχ(α) = ζr−1

and χ ′(β) = ζq−1, we have F̂
∗
r = 〈χ〉, F̂

∗
q = 〈χ ′〉, and λ′ = χ ′ j , j = 0, 1, . . . , q − 2. If

λN = 1, then λ = χni , i = 0, 1, . . . , N − 1. It is easy to see that

∑

y∈F∗
q

λ(y)λ′(y) =
q−2∑

k=0

(χni (β)χ ′ j (β))k =
q−2∑

k=0

(ζ
r−1
N i+ j

q−1 )k

=
{
q − 1, if r−1

N i + j ≡ 0 (mod q − 1);
0, otherwise.

Denote S = {(i, j) : j ≡ − r−1
N i (mod q − 1), 0 ≤ i ≤ N − 1, 0 ≤ j ≤ q − 2}. Then

|S| = N and we have

N (c) = n

q
+ 1

qN

∑

(i, j)∈S
G(χni )G(χ ′ j )χni (a)χ ′ j (−c). (3.2)

Similarly, by (3.1) we have

N (0) = n

q
+ q − 1

qN

∑

i∈I
G(χni )χni (a), (3.3)

where I = {i : r−1
N i ≡ 0 (mod q − 1), 0 ≤ i ≤ N − 1}.

The explicit values of Gauss sums are necessary to determine the values of N (0) and
N (c) when (i, j) ∈ S and i ∈ I . It is clear that there is a positive integer d such that
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gcd( r−1
N , q − 1) = q−1

d . Then (q − 1) | gcd(r − 1, N (q − 1)) = (q−1)N
d , so d | N . Thus

I = {i = kd : 0 ≤ k ≤ N
d − 1} and |I | = N

d . If
r−1
N i + j ≡ 0 (mod q − 1), then q−1

d | j

and j = q−1
d k, 0 ≤ k ≤ d − 1. In the following, we consider two cases: (1) d = 1, i.e.,

N | r−1
q−1 ; (2) d = 2.

3.1 The case: N | r−1
q−1

In this case, we can get a general formula on the values of N (c), c ∈ Fq .

Theorem 3.1 Let the notations be as above. If a �= 0 and N | r−1
q−1 , then we have

N (0) = r − q

qN
+ q − 1

qN

N−1∑

i=1

G(τ i )τ i (a)

and

N (c) = r

qN
− 1

qN

N−1∑

i=1

G(τ i )τ i (a)

for c �= 0, where τ = χn.

Proof If N | r−1
q−1 , then (q − 1) | r−1

N . By j ≡ − r−1
N i ≡ 0 (mod q − 1) and 0 ≤ j ≤ q − 2,

we have j = 0 and S = {(i, 0) : 0 ≤ i ≤ N − 1}. Then by (3.2) we have

N (c) = n

q
− 1

qN

N−1∑

i=0

G(χni )χni (a)

= n

q
+ 1

qN
− 1

qN

N−1∑

i=1

G(χni )χni (a)

= r

qN
− 1

qN

N−1∑

i=1

G(τ i )τ i (a),

where τ = χn .
It is clear that I = {i : 0 ≤ i ≤ N − 1} if N | r−1

q−1 . Then by (3.3) we have

N (0) = r − q

qN
+ q − 1

qN

N−1∑

i=1

G(τ i )τ i (a).

This completes the proof. ��
In the rest of this section, we always assume that the elements of Fq are ω0 =

0, ω1, . . . , ωq−1, which are listed in some fixed order. Let comp(c) = (t0, t1, . . . , tq−1)

be the composition of a codeword c = (c0, c1, . . . , cn−1), where ti = ti (c) is the number of
components c j (0 ≤ j ≤ n − 1) of c that are equal to ωi .

If N = 1, then by Theorem 3.1 we have

N (0) = r

q
− 1 and N (c) = r

q
for c �= 0,

which conforms to the distribution property of m-sequence. As a direct consequence of
Theorem 3.1, we get the following result.
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Corollary 3.2 Let r = qm and N = 1. Then the complete weight enumerator of the irre-
ducible cyclic code C defined by (1.1) is

WC(z0, z1, z2, . . . , zq−1) = zr−1
0 + (r − 1)z

r
q −1

0 z
r
q
1 z

r
q
2 · · · z

r
q
q−1.

By Theorem 3.1 we can easily get the following theorem by using quadratic Gauss sums
and we omit the proof here. In fact, the same result was presented in [1] for the case that q
is a prime.

Theorem 3.3 Let r = qm, q = p f , and N = 2, where m > 0 is an even integer, p is an odd
prime, and f is a positive integer. Then the complete weight enumerator of the irreducible
cyclic code C defined by (1.1) is

WC(z0, z1, z2, . . . , zq−1) = z
r−1
2

0 + r − 1

2
zA0
0 zA1

1 zA1
2 · · · zA1

q−1 + r − 1

2
zB00 zB11 zB12 · · · zB1q−1,

where

A0 = r − q

2q
− q − 1

2q

√
r , A1 = r

2q
+ 1

2q

√
r ,

B0 = r − q

2q
+ q − 1

2q

√
r , B1 = r

2q
− 1

2q

√
r .

Example 3.4 (1) Let q = p = 3, m = 4, and N = 2. Then r = 81 and n = 40. Suppose
that α is a primitive element of F81 and θ = α2. By Theorem 3.3, the complete weight
enumerator of the irreducible cyclic code C defined by (1.1) is

z400 + 40z100 z151 z152 + 40z160 z121 z122 ,

which is consistent with numerical computation by Magma.
(2) Let q = p = 5, m = 2, and N = 2. Then r = 25 and n = 12. Suppose that α is a

primitive element of F25 and θ = α2. By Theorem 3.3, the complete weight enumerator
of the irreducible cyclic code C defined by (1.1) is

z120 + 12z31z
3
2z

3
3z

3
4 + 12z40z

2
1z

2
2z

2
3z

2
4,

which is consistent with numerical computation by Magma.

Below we give the complete weight enumerators of the irreducible cyclic codes by using
semi-primitive Gauss sums. In fact, the same result was presented in [1] for the case that q
is a prime.

Theorem 3.5 Assume that there exists a least positive integer f such that p f ≡ −1
(mod N ). Let r = qm = p2 f s for some positive integer s. If N | r−1

q−1 , then the complete
weight enumerator of the irreducible cyclic code C defined by (1.1) is

z
r−1
N

0 + r − 1

N
zA0
0 zA1

1 zA1
2 · · · zA1

q−1 + (N − 1)(r − 1)

N
zB00 zB11 zB12 · · · zB1q−1,

where A0, A1, B0 and B1 are given as follows.

(1) If N is even, p, s, and p f +1
N are odd, we have

A0 = r − q + (q − 1)(N − 1)
√
r

qN
, A1 = r − (N − 1)

√
r

qN
,

B0 = r − q − (q − 1)
√
r

qN
, B1 = r + √

r

qN
.
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(2) Otherwise, we have

A0 = r − q + (−1)s−1(q − 1)(N − 1)
√
r

qN
, A1 = r − (−1)s−1(N − 1)

√
r

qN
,

B0 = r − q − (−1)s−1(q − 1)
√
r

qN
, B1 = r + (−1)s−1√r

qN
.

Proof If N is even, p, s, and p f +1
N are odd, then by Lemma 2.2 we have

G(τ i ) = (−1)i
√
r for 1 ≤ i ≤ N − 1.

Thus
N−1∑

i=1

G(τ i )τ i (a) =
{

(N − 1)
√
r , if a ∈ α

N
2 〈αN 〉;

−√
r , otherwise.

By Theorem 3.1, we get the proof of (1).
In other cases, by Lemma 2.2 we have

G(τ i ) = (−1)s−1√r for 1 ≤ i ≤ N − 1.

Thus
N−1∑

i=1

G(τ i )τ i (a) =
{

(−1)s−1(N − 1)
√
r , if a ∈ 〈αN 〉;

(−1)s
√
r , otherwise.

By Theorem 3.1, we also get the proof of (2). ��
Example 3.6 (1) Let q = p = 3,m = 6, and N = 4. Then r = 729, N | r−1

q−1 , and n = 182.

Suppose that α is a primitive element of F729 and θ = α4. By Theorem 3.5, the complete
weight enumerator of the irreducible cyclic code C defined by (1.1) is

z1820 + 182z740 z541 z542 + 546z560 z631 z632 ,

which is consistent with numerical computation by Magma.
(2) Let q = 4, p = 2, m = 4, and N = 5. Then r = 256, N | r−1

q−1 , and n = 51. Suppose

that α is a primitive element of F256 and θ = α5. By Theorem 3.5, the complete weight
enumerator of the irreducible cyclic code C defined by (1.1) is

z510 + 51z30z
16
1 z162 z163 + 204z150 z121 z122 z123 ,

which is consistent with numerical computation by Magma.

Now we employ index 2 Gauss sums to present the complete weight enumerators of a
class of irreducible cyclic codes. For convenience, we consider the case that N is a prime
and r = qm , where m = N−1

2 . The general case can be similarly dealt with.

Theorem 3.7 Let N ≡ 3 (mod 4) and q be two distinct primes, where N �= 3. Suppose
that m := ordN (q) = (N )

2 . Let h be the ideal class number of Q(
√−N ) and r = qm. If

N | r−1
q−1 , then the complete weight enumerator of the irreducible cyclic code C defined by

(1.1) is

z
r−1
N

0 + r − 1

N
zA0
0 zA1

1 zA1
2 · · · zA1

q−1 + (N − 1)(r − 1)

2N
zB00 zB11 zB12 · · · zB1q−1

+ (N − 1)(r − 1)

2N
zC0
0 zC1

1 zC1
2 · · · zC1

q−1,
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where

A0 = r − q

qN
+ ã(N − 1)(q − 1)

2qN
q

m−h
2 , A1 = r

qN
− ã(N − 1)

2qN
q

m−h
2 ,

B0 = r − q

qN
− (ã + b̃N )(q − 1)

2qN
q

m−h
2 , B1 = r

qN
+ ã + b̃N

2qN
q

m−h
2 ,

C0 = r − q

qN
− (ã − b̃N )(q − 1)

2qN
q

m−h
2 ,C1 = r

qN
+ ã − b̃N

2qN
q

m−h
2 ,

and ã, b̃ ∈ Z are determined by
{
ã2 + Nb̃2 = 4qh;
ã ≡ −2q

N−1+2h
4 (mod N ).

Proof Note that ord(τ ) = N . Then by Lemma 2.3 we have

G(τ i ) = ã + ( i
N )b̃

√−N

2
q

m−h
2

for 1 ≤ i ≤ N − 1, where ( i
N ) denotes the Legendre symbol, h is the ideal class number of

Q(
√−N ), and ã, b̃ ∈ Z are given by

{
ã2 + Nb̃2 = 4qh;
ã ≡ −2q

N−1+2h
4 (mod N ).

Now we compute the sum

N−1∑

i=1

G(τ i )τ i (a) =
N−1∑

i=1

ã + ( i
N )b̃

√−N

2
q

m−h
2 τ i (a).

If a ∈ 〈αN 〉, then τ i (a) = 1 for 1 ≤ i ≤ N − 1. Thus

N−1∑

i=1

G(τ i )τ i (a) = ã

2
(N − 1)q

m−h
2 + b̃

√−N

2
q

m−h
2

N−1∑

i=1

( i

N

)
= ã

2
(N − 1)q

m−h
2 .

By Theorem 3.1, we have

N (0) = r − q

qN
+ ã(N − 1)(q − 1)

2qN
q

m−h
2 = A0

and

N (c) = r

qN
− ã(N − 1)

2qN
q

m−h
2 = A1

for c �= 0.
If a ∈ αu〈αN 〉 for some u, 1 ≤ u ≤ N − 1, then τ(a) = ζ u

N . It is easy to see that

N−1∑

i=1

G(τ i )τ i (a)=q
m−h
2

⎛

⎜
⎜
⎜
⎝
ã + b̃

√−N

2

N−1∑

i=1
( i
N )=1

τ i (a)+ ã − b̃
√−N

2

N−1∑

i=1
( i
N )=−1

τ i (a)

⎞

⎟
⎟
⎟
⎠

. (3.4)
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Note that

N−1∑

i=1(
i
N

)
=1

τ i (a) =
N−1∑

i=1

1 + ( i
N

)

2
τ i (a) = 1

2

(
N−1∑

i=1

ζ ui
N +

N−1∑

i=1

(
i

N

)
ζ ui
N

)

= 1

2

(
−1 +

( u

N

)√−N
)

, (3.5)

where the last equality follows from Lemma 2.1. Similarly, we have

N−1∑

i=1(
i
N

)
=−1

τ i (a) = 1

2

(
−1 −

( u

N

) √−N
)

. (3.6)

For ( u
N ) = 1, by (3.4)–(3.6) and Theorem 3.1, we have

N (0) = r − q

qN
− (ã + b̃N )(q − 1)

2qN
q

m−h
2 = B0

and

N (c) = r

qN
+ ã + b̃N

2qN
q

m−h
2 = B1

for c �= 0. Similarly, for ( u
N ) = −1, we have

N (0) = r − q

qN
− (ã − b̃N )(q − 1)

2qN
q

m−h
2 = C0

and

N (c) = r

qN
+ ã − b̃N

2qN
q

m−h
2 = C1

for c �= 0. Then we can get the complete weight enumerator of the irreducible cyclic code C
and this completes the proof. ��
Example 3.8 Let q = 4, N = 7, and m = 3. Then r = 64, N | r−1

q−1 , n = 9, h = 1, a = 3,

and b = ±1. Suppose that α is a primitive element of F64 and θ = α7. By Theorem 3.7, the
complete weight enumerator of the irreducible cyclic code C defined by (1.1) is

z90 + 9z60z1z2z3 + 27z31z
3
2z

3
3 + 27z3oz

2
1z

2
2z

2
3,

which is consistent with numerical computation by Magma.

3.2 The case: d=2

If gcd( r−1
N , q−1) = q−1

2 , then by d | N we see that N is even. By r−1
N i+ j ≡ 0 (mod q−1)

and 0 ≤ j ≤ q − 2, we have j = 0, q−1
2 . Thus

S =
{
(2k, 0),

(
2k + 1,

q − 1

2

)
: 0 ≤ k ≤ N

2
− 1

}
.

In this case, it is clear that I = {i = 2k : 0 ≤ k ≤ N
2 − 1}.
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Below we mainly use quadratic Gauss sums to study a class of irreducible cyclic codes.
In fact, for d = 2, the complete weight enumerators of more irreducible cyclic codes can be
similarly determined by using semi-primitive Gauss sums and index 2 Gauss sums.

Theorem 3.9 Let r = qm, q = p f , and N = 2, where m > 0 is an odd integer, p is an
odd prime, and f is a positive integer. Suppose that F

∗
q = 〈β〉, ω1, . . . , ω q−1

2
∈ 〈β2〉, and

ω q+1
2

, . . . , ωq−1 ∈ β〈β2〉. Then the complete weight enumerator of the irreducible cyclic

code C defined by (1.1) is

WC(z0, z1, z2, . . . , zq−1) = z
r−1
2

0 + r − 1

2
zA0 z

B
1 z

B
2 · · · zBq−1

2
zCq+1

2
· · · zCq−1

+ r − 1

2
zA0 z

C
1 z

C
2 · · · zCq−1

2
zBq+1

2
· · · zBq−1,

where

A = r − q

2q
, B = r

2q
+

√
rq

2q
,C = r

2q
−

√
rq

2q
.

Proof If N = 2, m > 0 is an odd integer, and p is an odd prime, then d = 2, S =
{(0, 0), (1, q−1

2 )}, and I = {0}. By (3.2), (3.3), and Lemma 2.1, we can get the desired
conclusions. ��

Example 3.10 (1) Let q = p = 3, m = 3, and N = 2. Then r = 27 and n = 13. Suppose
that α is a primitive element of F27 and θ = α2. By Theorem 3.9, the complete weight
enumerator of the irreducible cyclic code C defined by (1.1) is

z130 + 13z40z
6
1z

3
2 + 13z40z

3
1z

6
2,

which is consistent with numerical computation by Magma.
(2) Let q = p = 5, m = 3, and N = 2. Then r = 125 and n = 62. Suppose that α is a

primitive element of F125 and θ = α2. By Theorem 3.9, the complete weight enumerator
of the irreducible cyclic code C defined by (1.1) is

z620 + 62z120 z151 z152 z103 z104 + 62z120 z101 z102 z153 z154 ,

which is consistent with numerical computation by Magma.

4 Cyclic codes from two distinct fields

In this section, we useGauss sums to study the complete weight enumerator of the cyclic code
defined by (1.2) and (1.3). Furthermore, we give the explicit complete weight enumerators
of these cyclic codes over F3 or F4 if gcd(m1,m2) = 1.

For a codeword c(a, b) of (1.3) and c ∈ Fq , let N (c) denote the number of components
T1(aαi

1) + T2(bαi
2) of c(a, b) that are equal to c, i.e.,

N (c) = |{0 ≤ i ≤ n − 1 : T1(aαi
1) + T2(bα

i
2) = c}|

= |{0 ≤ i ≤ n − 1 : T1(aαi
1) + T2(bα

i
2) − c = 0}|,

where n = (qm1 − 1)(qm2 − 1)/(qδ − 1).
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Let φ be the canonical additive character of Fq . Thenψi = φ ◦Ti is the canonical additive
character of Fqmi for i = 1, 2. By the orthogonal property of additive characters we have

N (c) =
n−1∑

i=0

1

q

∑

y∈Fq
φ(y(T1(aαi

1) + T2(bα
i
2) − c))

= n

q
+ 1

q

∑

y∈F∗
q

n−1∑

i=0

ψ1(yaαi
1)ψ2(ybα

i
2)φ(−yc). (4.1)

By (2.1), for a, b, c �= 0, we have

� : =
∑

y∈F∗
q

n−1∑

i=0

ψ1(yaαi
1)ψ2(ybα

i
2)φ(−yc)

= 1

(q − 1)(qm1 − 1)(qm2 − 1)

∑

y∈F∗
q

n−1∑

i=0

∑

λ1∈F̂∗
qm1

G(λ1)λ1(yaαi
1)

×
∑

λ2∈F̂∗
qm2

G(λ2)λ2(ybα
i
2)

∑

λ′∈F̂∗
q

G(λ′)λ′(−yc).

Let �1 = qm1−1
qδ−1

,�2 = qm2−1
qδ−1

, and i = s(qδ − 1) + t, s = 0, 1, . . . , �1�2 − 1, t =
0, 1, . . . , qδ − 2. Then we have

� = 1

(q − 1)(qm1 − 1)(qm2 − 1)

∑

λ1∈F̂∗
qm1

∑

λ2∈F̂∗
qm2

∑

λ′∈F̂∗
q

G(λ1)G(λ2)G(λ′)

×
∑

y∈F∗
q

λ1(ya)λ2(yb)λ
′(−yc)

qδ−2∑

t=0

�1�2−1∑

s=0

λ1(α
s(qδ−1)+t
1 )λ2(α

s(qδ−1)+t
2 )

= 1

(q − 1)(qm1 − 1)(qm2 − 1)

∑

λ1∈F̂∗
qm1

∑

λ2∈F̂∗
qm2

∑

λ′∈F̂∗
q

G(λ1)G(λ2)G(λ′)

×
∑

y∈F∗
q

λ1(ya)λ2(yb)λ
′(−yc)

qδ−2∑

t=0

λ1(α
t
1)λ2(α

t
2)

�1�2−1∑

s=0

λ1(α
(qδ−1)s
1 )λ2(α

(qδ−1)s
2 ).

Since gcd(m1,m2) = δ, we have gcd(�1,�2) = 1. For any fixed u, v (u ∈
{0, 1, . . . , �1 − 1}, v ∈ {0, 1, . . . , �2 − 1}), by Chinese Remainder Theorem, it is easy
to see that there is a unique s (s ∈ {0, 1, . . . , �1�2 − 1}) satisfying

{
s ≡ u (mod �1);
s ≡ v (mod �2).
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Thus we see that the inner sum

�1�2−1∑

s=0

λ1

(
α

(
qδ−1

)
s

1

)
λ2

(
α

(
qδ−1

)
s

2

)
=

�1−1∑

u=0

λ1

(
α

(
qδ−1

)
u

1

) �2−1∑

v=0

λ2

(
α

(
qδ−1

)
v

2

)

=
{

(qm1−1)(qm2−1)
(qδ−1)2

, if λ
qδ−1
1 = 1 and λ

qδ−1
2 = 1;

0, otherwise.

Let χ1 and χ2 be two generators of F̂
∗
qm1 and F̂

∗
qm2 defined by χ1(α1) = ζqm1−1 and χ2(α2) =

ζqm2−1, respectively. If λ
qδ−1
1 = 1, λ

qδ−1
2 = 1, then λ1 = χ

�1i
1 , λ2 = χ

�2 j
2 , 0 ≤ i, j ≤

qδ − 2, where �1 = qm1−1
qδ−1

, �2 = qm2−1
qδ−1

. Thus we have

� = 1

(q − 1)(qδ − 1)2

qδ−2∑

i, j=0

q−2∑

k=0

G(χ1
�1i )G(χ2

�2 j )G(χ ′k)

×
∑

y∈F∗
q

χ
�1i
1 (ya)χ

�2 j
2 (yb)χ ′k(−yc)

qδ−2∑

t=0

χ
�1i
1 (αt

1)χ
�2 j
2 (αt

2), (4.2)

where χ ′ is a generator of F̂
∗
q defined by χ ′(β) = ζq−1. Note that χ

�1i
1 (α1) = ζ i

qδ−1
and

χ
�2i
2 (α2) = ζ

j
qδ−1

. Then

qδ−2∑

t=0

(χ
�1i
1 (α1)χ

�2 j
2 (α2))

t =
qδ−2∑

t=0

(ζ
i+ j
qδ−1

)t

=
{
qδ − 1, if i + j ≡ 0 (mod qδ − 1);
0, otherwise.

(4.3)

If i + j ≡ 0 (mod qδ − 1), then by 0 ≤ i, j ≤ qδ − 2 we get j = qδ − 1 − i . By (4.2) and
(4.3) we have

� = 1

(q − 1)(qδ − 1)

qδ−2∑

i=0

q−2∑

k=0

G(χ1
�1i )G(χ

�2i
2 )G(χ ′k)χ�1i

1 (a)χ2
�2i (b)χ ′k(−c)

×
∑

y∈F∗
q

χ
�1i
1 (y)χ2

�2i (y)χ ′k(y), (4.4)

We easily see that χ
�1
1 (β) = ζ

�1
q−1, χ

�2
2 (β) = ζ

�2
q−1, and χ ′(β) = ζq−1, where F

∗
q = 〈β〉.

Thus

∑

y∈F∗
q

χ
�1i
1 (y)χ2

�2i (y)χ ′k(y) =
q−2∑

v=0

(
χ

�1i
1 (β)χ2

�2i (β)χ ′k(β)
)v

=
q−2∑

v=0

(
ζ

�1i−�2i+k
q−1

)v =
q−2∑

v=0

(
ζ

m1
δ
i−m2

δ
i+k

q−1

)v

=
{
q − 1, if m1−m2

δ
i + k ≡ 0 (mod q − 1);

0, otherwise.
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Denote S = {(i, k) : m1−m2
δ

i + k ≡ 0 (mod q − 1), 0 ≤ i ≤ qδ − 2, 0 ≤ k ≤ q − 2}.
Then by (4.4) we have

� = 1

qδ − 1

∑

(i,k)∈S
G(χ1

�1i )G(χ
�2i
2 )G(χ ′k)χ�1i

1 (a)χ2
�2i (b)χ ′k(−c)

and

N (c) = n

q
+ 1

q(qδ − 1)

∑

(i,k)∈S
G(χ1

�1i )G(χ
�2i
2 )G(χ ′k)χ�1i

1 (a)χ2
�2i (b)χ ′k(−c). (4.5)

Similarly, for a, b �= 0, we have

N (0) = n

q
+ 1

q(qδ − 1)

qδ−2∑

i=0

G(χ1
�1i )G(χ

�2i
2 )χ

�1i
1 (a)χ2

�2i (b)
∑

y∈F∗
q

χ
�1i
1 (y)χ2

�2i (y).

It is easy to see that

∑

y∈F∗
q

χ
�1i
1 (y)χ2

�2i (y) =
{
q − 1, if m1−m2

δ
i ≡ 0 (mod q − 1);

0, otherwise.

Denote I = {i : m1−m2
δ

i ≡ 0 (mod q − 1), 0 ≤ i ≤ qδ − 2}. Then

N (0) = n

q
+ q − 1

q(qδ − 1)

∑

i∈I
G(χ1

�1i )G(χ
�2i
2 )χ

�1i
1 (a)χ2

�2i (b). (4.6)

Moreover, if a = 0 or b = 0, it is easy to present the exact values of N (0) and N (c) by
Corollary 3.2. Then by (4.5) and (4.6) we get the following theorem.

Theorem 4.1 (1) If a = 0, b �= 0, then

N (0) = (qm2−1 − 1)
qm1 − 1

qδ − 1
and N (c) = qm2−1 q

m1 − 1

qδ − 1
for c �= 0.

(2) If a �= 0, b = 0, then

N (0) = (qm1−1 − 1)
qm2 − 1

qδ − 1
and N (c) = qm1−1 q

m2 − 1

qδ − 1
for c �= 0.

(3) If a �= 0, b �= 0, then

N (0) = n

q
+ q − 1

q(qδ − 1)

∑

i∈I
G(χ1

�1i )G(χ
�2i
2 )χ

�1i
1 (a)χ2

�2i (b)

and

N (c) = n

q
+ 1

q(qδ − 1)

∑

(i, j)∈S
G(χ1

�1i )G(χ
�2i
2 )G(χ ′ j )χ�1i

1 (a)χ2
�2i (b)χ ′ j (−c)

for c �= 0, where I = {i : m1−m2
δ

i ≡ 0 (mod q − 1), 0 ≤ i ≤ qδ − 2} and S = {(i, j) :
m1−m2

δ
i + j ≡ 0 (mod q − 1), 0 ≤ i ≤ qδ − 2, 0 ≤ j ≤ q − 2}.

It is clear that the complete weight enumerator of the cyclic code C involves the values
of Gauss sums. Unfortunately, the exact values of Gauss sums remain open in most cases.
Below we consider a class of ternary cyclic codes if gcd(m1,m2) = 1 and present their
explicit complete weight enumerators.
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Theorem 4.2 Let the notations be as above, q = 3, and gcd(m1,m2) = 1.

(1) If 2 � (m1−m2), then the complete weight enumerator of the ternary cyclic code defined
by (1.2) is

z
(3m1−1)(3m2−1)

2
0 + (3m1 − 1)z

(3m1−1−1) 3
m2−1
2

0 z
3m1−1 3m2−1

2
1 z

3m1−1 3m2−1
2

2

+ (3m2 − 1)z
(3m2−1−1) 3

m1−1
2

0 z
3m2−1 3m1−1

2
1 z

3m2−1 3m1−1
2

2

+ (3m1 − 1)(3m2 − 1)

2
zA0 z

B
1 z

C
2 + (3m1 − 1)(3m2 − 1)

2
zA0 z

C
1 z

B
2 ,

where

A = 3m1+m2−1 − 3m1−1 − 3m2−1 + 1

2
,

B = 3m1+m2−1 − 3m1−1 − 3m2−1

2
− 1

2
(−3)

m1+m2−1
2 ,

C = 3m1+m2−1 − 3m1−1 − 3m2−1

2
+ 1

2
(−3)

m1+m2−1
2 .

(2) If 2 | (m1−m2), then the complete weight enumerator of the ternary cyclic code defined
by (1.2) is

z
(3m1−1)(3m2−1)

2
0 + (3m1 − 1)z

(3m1−1−1) 3
m2−1
2

0 z
3m1−1 3m2−1

2
1 z

3m1−1 3m2−1
2

2

+ (3m2 − 1)z
(3m2−1−1) 3

m1−1
2

0 z
3m2−1 3m1−1

2
1 z

3m2−1 3m1−1
2

2

+ (3m1 − 1)(3m2 − 1)

2
zA−(−3)

m1+m2−2
2

0 zD1 z
D
2

+ (3m1 − 1)(3m2 − 1)

2
zA+(−3)

m1+m2−2
2

0 zE1 z
E
2 ,

where

D = 3m1+m2−1 − 3m1−1 − 3m2−1

2
+ 1

2
(−3)

m1+m2−2
2 ,

E = 3m1+m2−1 − 3m1−1 − 3m2−1

2
− 1

2
(−3)

m1+m2−2
2 .

Proof If q = 3 and gcd(m1,m2) = 1, then ord(χ�1
1 ) = ord(χ�2

2 ) = 2. By Lemma 2.1 we
have

G(χ ′) = √−3,G(χ
�1
1 ) = (−1)m1−1

√
(−3)m1 , and G(χ

�2
2 ) = (−1)m2−1

√
(−3)m2 .

(1) If 2 � (m1 − m2), then

I = {0} and S = {(0, 0), (1, 1)}.
By Theorem 4.1 we have

N (0) = n

3
+ 1

3
= 3m1+m2−1 − 3m1−1 − 3m2−1 + 1

2
= A.
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Note that χ ′(−1) = −1. Then

N (1) = n

3
+ 1

6
(−1 + (−1)m1−1

√
(−3)m1(−1)m2−1

√
(−3)m2

√−3χ�1
1 (a)χ2

�2(b)(−1))

= 3m1+m2−1 − 3m1−1 − 3m2−1

2
− 1

2
(−3)

m1+m2−1
2 χ

�1
1 (a)χ2

�2(b)

=

⎧
⎪⎨

⎪⎩

3m1+m2−1−3m1−1−3m2−1

2 − 1
2 (−3)

m1+m2−1
2 = B, if a ∈ 〈α2

1〉, b ∈ 〈α2
2〉 or

a∈α1〈α2
1 〉,b∈α2〈α2

2 〉;
3m1+m2−1−3m1−1−3m2−1

2 + 1
2 (−3)

m1+m2−1
2 = C, otherwise.

It is clear that χ ′(−2) = χ ′(1) = 1. Similarly, we have

N (2) =

⎧
⎪⎨

⎪⎩

3m1+m2−1−3m1−1−3m2−1

2 + 1
2 (−3)

m1+m2−1
2 = C, if a ∈ 〈α2

1〉, b ∈ 〈α2
2〉 or

a∈α1〈α2
1 〉,b∈α2〈α2

2 〉;
3m1+m2−1−3m1−1−3m2−1

2 − 1
2 (−3)

m1+m2−1
2 = B, otherwise.

Then by Theorem 4.1, the complete weight enumerator of the ternary cyclic code defined by
(1.2) is

z
(3m1−1)(3m2−1)

2
0 + (3m1 − 1)z

(3m1−1−1) 3
m2−1
2

0 z
3m1−1 3m2−1

2
1 z

3m1−1 3m2−1
2

2

+ (3m2 − 1)z
(3m2−1−1) 3

m1−1
2

0 z
3m2−1 3m1−1

2
1 z

3m2−1 3m1−1
2

2

+ (3m1 − 1)(3m2 − 1)

2
zA0 z

B
1 z

C
2 + (3m1 − 1)(3m2 − 1)

2
zA0 z

C
1 z

B
2 .

(1) If 2 | (m1 − m2), then

I = {0, 1} and S = {(0, 0), (1, 0)}.

By Theorem 4.1 we have

N (0) = n

3
+ 1

3
(1 + (−1)m1−1

√
(−3)m1(−1)m2−1

√
(−3)m2χ

�1
1 (a)χ2

�2(b))

= n

3
+ 1

3
+ 1

3
(−3)

m1+m2
2 χ

�1
1 (a)χ2

�2(b)

=

⎧
⎪⎨

⎪⎩

A − (−3)
m1+m2−2

2 , if a ∈ 〈α2
1〉, b ∈ 〈α2

2〉 or
a∈α1〈α2

1 〉,b∈α2〈α2
2 〉;

A + (−3)
m1+m2−2

2 , otherwise.

Similarly, we have

N (1) = N (2) =

⎧
⎪⎨

⎪⎩

3m1+m2−1−3m1−1−3m2−1

2 + 1
2 (−3)

m1+m2−2
2 = D, if a ∈ 〈α2

1〉, b ∈ 〈α2
2〉 or

a∈α1〈α2
1 〉,b∈α2〈α2

2 〉;
3m1+m2−1−3m1−1−3m2−1

2 − 1
2 (−3)

m1+m2−2
2 = E, otherwise.
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Then by Theorem 4.1, the complete weight enumerator of the ternary cyclic code defined by
(1.2) is

z
(3m1−1)(3m2−1)

2
0 + (3m1 − 1)z

(3m1−1−1) 3
m2−1
2

0 z
3m1−1 3m2−1

2
1 z

3m1−1 3m2−1
2

2

+ (3m2 − 1)z
(3m2−1−1) 3

m1−1
2

0 z
3m2−1 3m1−1

2
1 z

3m2−1 3m1−1
2

2

+ (3m1 − 1)(3m2 − 1)

2
zA−(−3)

m1+m2−2
2

0 zD1 z
D
2

+ (3m1 − 1)(3m2 − 1)

2
zA+(−3)

m1+m2−2
2

0 zE1 z
E
2 .

This completes the proof. ��
Example 4.3 (1) Let q = 3,m1 = 2, andm2 = 3. Then n = 104 and 2 � (m1−m2). Suppose

that α1 and α2 are two primitive elements of F9 and F27, respectively. By Theorem 4.2,
the complete weight enumerator of the ternary cyclic code defined by (1.2) is

z1040 + 8z260 z391 z392 + 26z320 z361 z362 + 104z350 z301 z392 + 104z350 z391 z302 ,

which is consistent with numerical computation by Magma.
(2) Let q = 3, m1 = 3, and m2 = 5. Then n = 3146 and 2 | (m1 − m2). Suppose that α1

and α2 are two primitive elements of F27 and F243, respectively. By Theorem 4.2, the
complete weight enumerator of the ternary cyclic code defined by (1.2) is

z31460 + 26z9680 z10891 z10892 + 242z10400 z10531 z10532 + 3146z10760 z10351 z10352

+ 3146z10220 z10621 z10622 ,

which is consistent with numerical computation by Magma.

Now we consider a class of cyclic codes over F4 if gcd(m1,m2) = 1 and present their
explicit complete weight enumerators.

Theorem 4.4 Let the notations be as above, q = 4, and gcd(m1,m2) = 1.

(1) If 3 � (m1−m2), then the complete weight enumerator of the ternary cyclic code defined
by (1.2) is

z
(4m1−1)(4m2−1)

3
0 + (4m1 − 1)z

(4m1−1−1) 4
m2−1
3

0 z
4m1−1 4m2−1

3
1 z

4m1−1 4m2−1
3

2 z
4m1−1 4m2−1

3
3

+ (4m2 − 1)z
(4m2−1−1) 4

m1−1
3

0 z
4m2−1 4m1−1

3
1 z

4m2−1 4m1−1
3

2 z
4m2−1 4m1−1

3
3

+ (4m1 − 1)(4m2 − 1)

3
zA0 z

B
1 z

C
2 z

C
3 + (4m1 − 1)(4m2 − 1)

3
zA0 z

C
1 z

B
2 z

C
3

+ (4m1 − 1)(4m2 − 1)

3
zA0 z

C
1 z

C
2 z

B
3 ,

where

A = 4m1+m2−1 − 4m1−1 − 4m2−1 + 1

3
,

B = 4m1+m2−1 − 4m1−1 − 4m2−1

3
+ (−2)m1+m2

3
,

C = 4m1+m2−1 − 4m1−1 − 4m2−1

3
+ (−2)m1+m2−1

3
.
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(2) If 3 | (m1−m2), then the complete weight enumerator of the ternary cyclic code defined
by (1.2) is

z
(4m1−1)(4m2−1)

3
0 + (4m1 − 1)z

(4m1−1−1) 4
m2−1
3

0 z
4m1−1 4m2−1

3
1 z

4m1−1 4m2−1
3

2 z
4m1−1 4m2−1

3
3

+ (4m2 − 1)z
(4m2−1−1) 4

m1−1
3

0 z
4m2−1 4m1−1

3
1 z

4m2−1 4m1−1
3

2 z
4m2−1 4m1−1

3
3

+ (4m1 − 1)(4m2 − 1)

3
zA−(−2)m1+m2−1

0 zD1 z
D
2 z

D
3

+ 2(4m1 − 1)(4m2 − 1)

3
zA−(−2)m1+m2−2

0 zE1 z
E
2 z

E
3 ,

where

D = 4m1+m2−1 − 4m1−1 − 4m2−1

3
+ (−2)m1+m2−1

3
,

E = 4m1+m2−1 − 4m1−1 − 4m2−1

3
+ (−2)m1+m2−2

3
.

Proof It is very similar to the proof of Theorem 4.2. By Lemma 2.2, we can get the desired
conclusions. ��

Example 4.5 (1) Let q = 4,m1 = 2, andm2 = 3. Then n = 315 and 3 � (m1−m2). Suppose
that α1 and α2 are two primitive elements of F16 and F64, respectively. By Theorem 4.4,
the complete weight enumerator of the cyclic code over F4 defined by (1.2) is

z3150 + 15z630 z841 z842 z843 + 63z750 z801 z802 z803 + 315z790 z681 z842 z843
+ 315z790 z841 z682 z843 + 315z790 z841 z842 z683 ,

which is consistent with numerical computation by Magma.
(2) Let q = 4, m1 = 2, and m2 = 5. Then n = 5115 and 3 | (m1 − m2). Suppose that

α1 and α2 are two primitive elements of F16 and F45 , respectively. By Theorem 4.4, the
complete weight enumerator of the cyclic code over F4 defined by (1.2) is

z51150 + 15z10230 z13641 z13642 z13643 + 1023z12750 z12801 z12802 z12803

+ 5115z12150 z13001 z13002 z13003 + 10230z13110 z12681 z12682 z12683 ,

which is consistent with numerical computation by Magma.

5 Concluding remarks

In this paper, we used Gauss sums to study the complete weight enumerators of irreducible
cyclic codes and a class of cyclic codes from two distinct finite fields. The general formulas
which involve Gauss sums were presented. Moreover, the explicit complete weight enumera-
tors of some cyclic codeswere given by using the knownGauss sums. In fact, byMacWilliams
theorem for complete weight enumerators [24], we can get the complete weight enumerators
of their dual codes.

The Hamming weight enumerators of cyclic codes have been extensively investigated by
using Gauss periods and quadratic forms [11,13,26]. Based on these mathematical tools, we
would like to determine the complete weight enumerators of more cyclic codes.
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