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1 Introduction

A covering array CA(N; t, k, v) is an N × k array such that every N × t sub-array
contains all t-tuples from v symbols at least once, where t is the strength of the array.
When ‘at least’ is replaced by ‘exactly’, this defines an orthogonal array [18]. We
use the notation OA(N; t, k, v). Often we refer to a t-covering array to indicate some
CA(N; t, k, v). We denote by CAN(t, k, v) the minimum N for which a CA(N; t, k, v)

exists. The determination of CAN(t, k, v) has been the subject of much research; see
[7, 11, 16, 17] for survey material. However, only in the case of CAN(2, k, 2) is an
exact determination known (see [11]). In part the interest arises from applications
in software testing [10], but other applications in which experimental factors interact
avail themselves of covering arrays as well [11, 16].

We outline the approaches taken for strength t = 2, but refer to [11] for a more
detailed survey. When the number of factors is “small”, numerous direct constructions
have been developed. Some exploit the known structure of orthogonal arrays arising
from the finite field, but most have a computational component. A range of methods
have been applied, including greedy methods [10], tabu search [24], simulated anneal-
ing [8], and constraint satisfaction [19]. Assuming that the covering array admits an
automorphism can reduce the computational difficulty substantially [23].

At the other extreme, when the number of factors k goes to infinity, asymptotic
methods have been applied; see [15], for example. In practice, this leaves a wide
range of values of k for which no useful information can be deduced. Computational
methods become infeasible, and asymptotic analysis does not apply, within this range.
Hence there has been substantial interest in recursive (“product”) constructions to
make large covering arrays from smaller ones. Currently, the most general recursive
constructions for strength two appear in [14].

This pattern is repeated for strength t > 2. The larger the strength, the more lim-
ited is our ability to obtain computational results for small numbers of factors. For
strength three, powerful heuristic search such as simulated annealing [9] and tabu
search [24] are still effective, but for larger strengths their current applications are
quite restricted. Consequently, imposing larger automorphism groups to accelerate
the search has proved effective in some cases [6, 7]. More recently, Sherwood et al. [26]
developed a “permutation vector” representation for certain covering arrays. In con-
junction with tabu search, Walker and Colbourn submitted for publication produce
many coverings arrays for strengths between 3 and 7.

Despite current limitations in producing t-covering arrays with a small number of
factors, recursive constructions have proved to be effective in making arrays for larger
numbers of factors. Roux [25] pioneered a conceptually simple recursive construction
for strength t = 3 that has been substantially generalized for strength 3 [7, 9], strength
4 [16, 17, 22], and strength t in general [21, 22]. In this paper, we improve the recursion
for strength 3, and we generalize and unify the Roux-type recursions for strength
4. We then recall related recursions using Turán families and perfect hash families
in Sect. 5, and using this current census of known constructions we present current
existence tables for covering arrays of strengths 3 and 4.

2 Definitions and preliminaries

Let � be a group of order v, with � as its binary operation. A (v, k; λ)-difference matrix
D = (dij) over � is a vλ × k matrix D = (d�,i) with entries from �, so that for each
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1 ≤ i < j ≤ k, the set {d�,i � d−1
�,j : 1 ≤ � ≤ vλ} contains every element of � λ times.

When � is abelian, additive notation is used, so that difference d�,i − d�,j is employed.
(Often in the literature the transpose of this definition is used.)

A t-difference covering array D = (dij) over �, denoted by DCA(N, �; t, k, v), is an
N × k array with entries from � having the property that for any t distinct columns
j1, j2, . . . , jt, the set {(di,j1 � d−1

i,j2
, di,j1 � d−1

i,j3
, . . . , di,j1 � d−1

i,jt
) : 1 ≤ i ≤ N} contains every

non-zero (t−1)-tuple over � at least once. When � = Zv we omit it from the notation.
We denote by DCAN(t, k, v) the minimum N for which a DCA(N; t, k, v) exists.

A covering ordered design COD(N; t, k, v) is an N × k array such that every N × t
sub-array contains all non-constant t-tuples from v symbols at least once. We denote
by CODN(t, k, v) the minimum N for which a COD(N; t, k, v) exists. As an example,
CODN(2, 3, 3) = 6; take the six rows (i, j, 2 · (i + j) mod 3) for i, j ∈ {0, 1, 2} with i �= j.

A QCA(N; k, �, v) is an N × k� array with columns indexed by ordered pairs from
{1, . . . , k} × {1, . . . , �}, in which whenever 1 ≤ i < j ≤ k and 1 ≤ a < b ≤ �, the N × 4
subarray indexed by the four columns (i, a), (i, b), (j, b), (j, a) contains every 4-tuple
(x, y, z, t) with x− t �≡ y−z (mod v) at least once. QCAN(k, �, v) denotes the minimum
number of rows in such an array.

We recall two general results.

Theorem 2.1 [18] When v ≥ 2 is a prime power then an OA(vt; t, v+1, v) exists whenever
v ≥ t − 1 ≥ 0.

Theorem 2.2 [13] The multiplication table for the finite field Fv is a (v, v; 1)-difference
matrix over EA(v).

In order to simplify the presentation later, we establish a basic result:

Theorem 2.3 CAN(2, k, vw) ≤ min
{

CAN(2, k, v)CAN(2, v, w) + vCODN(2, k, w)

CODN(2, k, v)CAN(2, v, w) + vCAN(2, k, w)
.

Proof We prove the first statement; the second is similar. Suppose that there exist A
a CA(NA; 2, k, v), B a CA(NB; 2, v, w), and C a COD(NC; 2, k, w).

We produce a CA(N′; 2, k, vw) D where N′ = NANB+vNC. D is formed by vertically
juxtaposing arrays E of size NANB and F0, . . . , Fv−1 each of size NC.

We refer to elements of D as ordered pairs (a, b) where 0 ≤ a < v and 0 ≤ b < w.
There are vw such elements.

Define array E as follows. Replace each element i from A with a column of length
NB whose jth entry is (i, σ) where σ is the jth entry of the ith column of B.

Define array F� to be the result of replacing every entry σ of array C by (�, σ).
Then D has N′ rows. We now verify that it is a CA(N′; 2, k, vw).

Consider columns i and j of D to verify the presence of the pair (r, x) in column i
and (s, y) in column j.

If r �= s, look in E. There is a row in A that covers the pair (r, s) in columns (i, j).
We look at the expansion of this pair from A into E. Since there is also a row in B that
covers the pair (x, y), say in row n, and since the rth and sth columns of B are distinct,
the nth row of the expansion contains the required pair. Similarly if r = s and x = y,
there is a row in A that covers the pair (r, r) and all pairs are covered in the expansion
into E provided that x = y.

It remains to treat the case when r = s but x �= y, i.e. the pairs sought are of the
form (r, x) and (r, y). For these we consider Fr. Since x �= y, the pair (x, y) is covered
in C. So, the pair (r, x), (r, y) is covered in Fr. �
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Corollary 2.4 For v a prime power,

CAN(2, k, v2) ≤ min
{

v2CAN(2, k, v) + vCODN(2, k, v)

v2CODN(2, k, v) + vCAN(2, k, v)

}
≤ (v2 + v)CAN(2, k, v) − v2.

Proof CODN(2, k, v) ≤ CAN(2, k, v) − 1. �

Theorem 2.5 CODN(2, k, vw) ≤ CODN(2, k, v)CODN(2, v, w) + vCODN(2, k, w).

Proof This parallels the proof of Theorem 2.3 closely. �

For large k, these improve upon the simple “composition” of covering arrays that
establishes that CAN(2, k, vw) ≤ CAN(2, k, v)CAN(2, k, w).

3 Strength three

In [27], a theorem from Roux’s Ph.D. dissertation [25] is presented.

Theorem 3.1 CAN(3, 2k, 2) ≤ CAN(3, k, 2) + CAN(2, k, 2).

Proof To construct a CA(3, 2k, 2), we begin by placing two CA(N3, 3, k, 2)s side by
side. We now have a N3 × 2k array. If one chooses any three columns whose indices
are distinct modulo k, then all triples are covered. The remaining selection consists
of a column x from among the first k, its copy among the second k, and a further
column y. When the two columns whose indices agree modulo k share the same value,
such a triple is also covered. The remaining triples are handled by appending two
CA(N2, 2, k, 2)s side by side, the second being the bit complement of the first. There-
fore if we choose two distinct columns from one half, we choose the bit complement
of one of these, thereby handling all remaining triples. This gives a covering array of
size N2 + N3. �

Chateauneuf and Kreher [7] prove a generalization:

Theorem 3.2 CAN(3, 2k, v) ≤ CAN(3, k, v) + (v − 1)CAN(2, k, v).

Cohen et al. [9] generalize to permit the number of factors to be multiplied by � ≥ 2
rather than two.

Theorem 3.3 [9] CAN(3, k�, v) ≤ CAN(3, k, v) + CAN(3, �, v) + CAN(2, �, v) × DCAN
(2, k, v).

Here we establish a different generalization of the Roux construction for strength
three.

Theorem 3.4 For any prime power v ≥ 3

CAN(3, vk, v) ≤ CAN(3, k, v) + (v − 1)CAN(2, k, v) + v3 − v2

Proof Suppose that C3 is a CA(N3; 3, k, v) and C2 is a CA(N2; 2, k, v). Suppose that D
is the (v − 1) × v array obtained by removing the first row from the difference matrix
in Theorem 2.2. Then di,j = i × j for i = 1, . . . , v − 1 and j = 0, . . . , v − 1. D is a
DCA(v − 1; 2, v, v).
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We first construct an OA(v3; v, v, 3) A by using Bush’s construction (see the proof
of Theorem 3.1 in [18]). The columns of A are labelled with the elements of Fv and
rows are labelled by v3 polynomials over Fv of degree at most 2. Then, in A, the entry
in the column γi and the row labelled by the polynomial with coefficients β0, β1 and
β2 is β0 + β1 × γi + β2 × γi

2.
Let B be the sub-array of A containing the rows of A which are labelled by the

polynomials of degree 2 (β2 �= 0). Then B is a (v3 − v2) × v array. We label each
column of B with the same element of Fv as its corresponding column in A. Denote
the ith column of B by Bi, for i = 0, . . . , v − 1.

We produce a covering array CA(N′; 3, vk, v) G where N′ = N3+(v−1)N2+v3−v2.
G is formed by vertically juxtaposing arrays G1 of size N3×vk, G2 of size (v−1)N2×vk,
G3 of size (v3 − v2) × vk.

We describe the construction of each array in turn. We index vk columns by ordered
pairs from {0, . . . , k − 1} × {0, . . . , v − 1}.
G1: In row r and column (f , h) place the entry in cell (r, f ) of C3. Thus G1 consists of

v copies of C3 placed side by side.
G2: Index the (v − 1)N2 rows by ordered pairs from {1, . . . , N2} × {1, . . . , v − 1}. In

row (r, s) and column (f , h) place cr,f + ds,h, where cr,f is the entry in cell (r, f ) of
C2 and ds,h is the entry in cell (s, h) of D.

G3: In row r and column (f , h) place the entry in cell (r, h) of B. Thus G3 consists of k
copies of B0, the first column of B, then k copies of B1, the second column, and
so on.

We show that G is a 3-covering array. Consider three columns of G:

(f1, h1), (f2, h2), (f3, h3)

If f1, f2, f3 are all distinct, then these columns restricted to G1 arise from three
distinct columns of C3. Hence, all 3-tuples are covered.

If f1 = f2 �= f3 then all tuples of the form (x, x, y) are covered in G1. All tuples of the
form (x + dy,h1 , x + dy,h2 , z + dy,h3) for any x, z ∈ {0, 1, . . . , v − 1} and y ∈ {1, . . . , v − 1}
are covered in G2. Therefore, since h1 �= h2 and D is a 2-difference covering array, it
follows that all 3-tuples (x, x + i, y) where i ∈ {1, . . . , v} and x, y ∈ {0, 1, . . . , v − 1} are
covered in G2.

If f1 = f2 = f3 then h1 �= h2 �= h3. All tuples of the form (x, x, x) are covered in G1.
All 3-tuples of the form (x + dy,h1 , x + dy,h2 , x + dy,h3), for any x ∈ {0, . . . , v − 1} and
y ∈ {1, . . . , v − 1} are covered in G2. Hence, for any x, y ∈ Fv, all 3-tuples of the form
(x + y × h1, x + y × h2, x + y × h3) are covered in G1 and G2. The remaining 3-tuples
of the form (x + y × h1 + z × h1

2, x + y × h2 + z × h2
2, x + y × h3 + z × h3

2), where
x, y ∈ {0, . . . , v − 1} and z ∈ {1, . . . , v − 1}, are covered in G3. Hence all 3-tuples are
covered. �

4 Strength four

In this section, we first establish general Roux-type constructions for strength four
and then specialize them by restricting parameter values, and by employing specific
ingredient arrays.
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4.1 General constructions

Theorem 4.1 For max(k, �) ≥ 4,

CAN(4, k�, v) ≤ CAN(4, k, v) + CAN(4, �, v) + DCAN(2, �, v)CAN(3, k, v)

+DCAN(2, k, v)CAN(3, �, v) + QCAN(k, �, v).

Indeed when k ≥ 4 and � ≥ 4,

CAN(4, k�, v) ≤ CAN(4, k, v) + CAN(4, �, v) + DCAN(2, �, v)CODN(3, k, v)

+DCAN(2, k, v)CODN(3, �, v) + QCAN(k, �, v).

Proof We prove the second statement, the first being a slight variation. Suppose that
the following exist:

• CA(N4; 4, k, v) C4,
• CA(R4; 4, �, v) B4,
• DCA(S1; 2, �, v) D1,
• COD(N3; 3, k, v) C3,
• DCA(S2; 2, k, v) D2,
• COD(R3; 3, �, v) B3,
• QCA(M; k, �, v) G5.

We produce a covering array CA(N′; 4, k�, v) G where N′ = N4 + R4 + N3S1 +
R3S2 + M. G is formed by vertically juxtaposing arrays G1 of size N4 × k�, G2 of size
R4 ×k�, G3 of size N3S1 ×k�, G4 of size R3S2 ×k� and G5 of size M ×k�. We describe
the construction of G1, G2, G3, and G4 in turn. We index k� columns by ordered pairs
from {1, . . . , k} × {1, . . . , �}.
G1: In row r and column (f , h) place the entry in cell (r, f ) of C4. Thus G1 consists of

� copies of C4 placed side by side.
G2: In row r and column (f , h) place the entry in cell (r, h) of B4. Thus G2 consists of

k copies of the first column of B4, then k copies of the second column, and so on.
G3: Index the N3S1 rows by ordered pairs from {1, . . . , N3} × {1, . . . , S1}. In row (r, s)

and column (f , h) place cr,f + ds,h, where cr,f is the entry in cell (r, f ) of C3 and
ds,h is the entry in cell (s, h) of D1.

G4: Index the S2R3 rows by ordered pairs from {1, . . . , S2} × {1, . . . , R3}. In row (s, r)
and column (f , h) place br,h + ds,f , where br,h is the entry in cell (r, h) of B3 and
ds,f is the entry in cell (s, f ) of D2.

We show that G is a 4-covering array. Consider four columns

(f1, h1), (f2, h2), (f3, h3), (f4, h4)

of G. If f1, f2, f3, f4 are all distinct, then these columns restricted to G1 arise from four
distinct columns of C4. Hence, all 4-tuples are covered. Similarly, if h1, h2, h3, h4 are
all distinct, then these four columns restricted to G2 arise from distinct columns of B4
and hence all 4-tuples are covered.

Further, we treat the following cases:

• f1 = f2 �= f3 �= f4 �= f2
In this case h1 �= h2. All 4-tuples (x, x, y, z) are covered in G1, for any x, y, z ∈
{0, . . . , v − 1}.
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Now, suppose that h2 = h3 = h4. Then G3 covers all tuples of the form (x, x +
i, y + i, z + i) except where x = y = z: i.e. (x, w, w, w). These are exactly the tuples
covered in G2.
Similarly, suppose that h1 = h3 = h4. Then G3 covers tuples of the form (x, x +
i, y, z) except for (x, w, x, x). These are covered in G2.
Suppose then that h1 = h3 and h2 = h4. G3 covers tuples of the form (x, x+i, y, z+i)
except for x = y = z: i.e. (x, w, x, w). G2 covers precisely tuples of this form. The
argument is nearly identical if h1 = h4 and h2 = h3.
Furthermore, suppose that h1 = h3, but h1 �= h2 �= h4 �= h1. Then, G3 covers
tuples of the form (x, x + i, y, z + j) except for x = y = z: i.e. (x, w, x, u). Again, G2
covers all tuples of this form. Without loss of generality, cases with three distinct
h values and f1 = f2 are treated in this manner.
Finally, assume that h1, h2, h3, h4 are distinct. This case has already been discussed.
Hence all 4-tuples are covered for all possible sub-cases.

• f1 = f2 = f3 �= f4
In this case h1 �= h2 �= h3 �= h1. The case where h1, h2, h3 and h4 are all dis-
tinct is discussed above. Suppose that h3 = h4, then 4-tuples (x, y, z, z) for any
x, y, z ∈ {0, . . . , v − 1} are covered in G2. The 4-tuples (x, y, z, z + i), for any
i ∈ {1, . . . , v − 1} and any x, y, z ∈ {0, . . . , v − 1}, are covered in G4, except where
x = y = z: i.e. (x, x, x, w). However, all tuples of this form are covered in G1. Hence
all 4-tuples are covered.

• f1 = f2 �= f3 = f4
In this case h1 �= h2 and h3 �= h4. Firstly, suppose that h2 = h3 but h1 �= h4. Then
4-tuples (x, y, y, z) are covered in G2 for any x, y, z ∈ {0, . . . , v − 1}. The 4-tuples
(x, y, y + i, z + i), for any i, j ∈ {1, . . . , v − 1} and for any x, y, z ∈ {0, . . . , v − 1}, are
covered in G4 except where x = y = z: i.e. (x, x, w, w). These remaining tuples are
covered in G1. Hence all 4-tuples are covered.
Now suppose that h2 = h3 and h1 = h4. Fix a 4-tuple (x, y, z, t) where x, y, z and t
are any symbols from {0, . . . , v−1}. If x− t ≡ y−z (mod v), the 4-tuple is covered
in G1, G2, G3 and G4; by the definition of the QCA, the remaining 4-tuples are
covered by G5. �

Lemma 4.2 QCAN(k, �, v) ≤ CODN(2, k, CAN(2, �, v)).

Proof Suppose that a CA(N; 2, �, v) C and a COD(R; 2, k, N) B both exist. A QCA(R; k,
�, v) G is produced by replacing the symbol g in B by the gth row of C for all g ∈
{0, . . . , N − 1}. Columns of the resulting array are indexed by (a, b) where b indicates
the column of B inflated, and a indexes the column of C within the row used in the
inflation. Since C is a 2-covering array, it has a row i such that the entry in cell (i, f1)

is x and in cell (i, f3) is t. C also contains a row j such that the entry in cell (j, f1) is y
and in the cell (j, f3) is z. Furthermore, since B is a 2-COD on N symbols, it has a row
m where the entry in cell (m, h1) is the symbol i and in cell (m, h2) is the symbol j.
Thus, from the construction of G it follows that the tuple (x, y, z, t) with x − t �≡ y − z
(mod v) occurs in the row m and the columns (f1, h1), (f1, h2), (f3, h2) and (f3, h1)

of G. �

Corollary 4.3 For k, � ≥ 4,

CAN(4, k�, v) ≤ CAN(4, k, v) + CAN(4, �, v) + DCAN(2, �, v)CODN(3, k, v)

+DCAN(2, k, v)CODN(3, �, v) + CODN(2, k, CAN(2, �, v)).
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Proof This follows from Theorem 4.1 and Lemma 4.2. �

Lemma 4.4 QCAN(k, �, v) ≤ �log2 �	QCAN(k, 2, v).

Proof Suppose that a QCA(N; k, 2, v) C exists with columns indexed by {1 . . . , k} ×
{0, 1}. The QCA(k, �, v) G is constructed as follows. We index k� columns by {1, . . . , k}×
{1, . . . , �}. Construct a binary array A with �log2 �	 rows and � distinct columns.
For each row (ρ1, . . . , ρ�) of A in turn, form an N × k� array by replacing (in
this row) the symbol ρi ∈ {0, 1} by the N × k subarray of C whose columns are
indexed by {1, . . . , k} × {ρi}. Vertically juxtaposing the �log2 �	 arrays so obtained
produces G. �

Lemma 4.5 QCAN(k, 2, v) ≤ CODN(2, k, v2).

Proof Let C be a COD(N; 2, k, v2). Let φ be a one-to-one mapping from the symbols
of C to {1, . . . , v} × {1, . . . , v}. Construct two N × k arrays, E and F as follows. Let i be
the entry in the cell (r, s) of C and φ(i) = (x, y). Then the entry in cell (r, s) of array E
is x and the entry in cell (r, s) of array F is y. The QCA is produced by placing E and F
side-by-side, indexing E by {1, . . . , k} × {1} and F by {1, . . . , k} × {2}. �

Corollary 4.6 For k, � ≥ 4,

CAN(4, k�, v) ≤ CAN(4, k, v) + CAN(4, �, v) + DCAN(2, �, v)CODN(3, k, v)

+DCAN(2, k, v)CODN(3, �, v) + �log2 �	CODN(2, k, v2).

Proof This follows from Theorem 4.1 using Lemmas 4.4 and 4.5. �

4.2 Specializations when � = 2

Hartman [16, 17] showed:

Theorem 4.7 CAN(4, 2k, v) ≤ CAN(4, k, v) + (v − 1)CAN(3, k, v) + CAN(2, k, v2).

We derive a small improvement here.

Lemma 4.8 For k ≥ 4,

CAN(4, 2k, v) ≤ CAN(4, k, v) + (v − 1)CAN(3, k, v)

+CODN(2, k, v)CODN(2, v, v) + vCODN(2, k, v)

Proof Apply Theorem 4.1 with � = 2, using Lemma 4.5 and Theorem 2.5. �

Corollary 4.9 For v a prime power and k ≥ 4,

CAN(4, 2k, v) ≤ CAN(4, k, v) + (v − 1)CAN(3, k, v) + v2CAN(2, k, v) − v2

Proof Use CODN(2, v, v) ≤ v2−v from Bush’s orthogonal array construction, remov-
ing the v constant rows. Hence CAN(4, 2k, v) ≤ CAN(4, k, v) + (v − 1)CAN(3, k, v) +
v2CODN(2, k, v).

In addition, without loss of generality every CA(N; 2, k, v) can have symbols
renamed so that the resulting covering array has a constant row, whose deletion
yields a COD(N − 1; 2, k, v). �
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4.3 Specializations when v = 2

We also provide a tripling specialization for binary arrays.

Theorem 4.10 CAN(4, 3k, 2) ≤ CAN(4, k, 2) + 6DCAN(2, k, 2) + CAN(3, k, 2) + CAN
(3, k + 1, 2) + 4CODN(2, k, 2)

Proof Suppose that the following exist:

• CA(N4; 4, k, 2) C4,
• DCA(S2; 2, k, 2) D2,
• CA(N3; 3, k, 2) C3,
• CA(M3; 3, k + 1, 2) F3,
• COD(N2; 2, k, 2) C2.

Also, by removing the constant rows from Bush’s orthogonal array, we can produce a

• COD(6; 3, 3, 2) B3.

We produce a covering array CA(N′; 4, 3k, 2) G where N′ = N4 + 6S2 + N3 + M3 +
4N2. G is formed by vertically juxtaposing arrays G1 of size N4×3k, G4 of size 6S2×3k,
E1 of size N3 × 3k, E2 of size M3 × 3k, and K1 through K4 each of size N2 × 3k.

We describe the construction of each array in turn. We index 3k columns by ordered
pairs from {0, . . . , k − 1} × {0, 1, 2}.

The constructions of G1 and G4 are the same as those in Theorem 4.1. To produce
the other ingredients, proceed as follows:

E1: In row r and column (f , 0) and (f , 1) place the entry in cell (r, f ) of C3. In row r
and column (f , 2), place the bitwise complement of the entry in cell (r, f ) of C3.

E2: Remove any column from F3 to form a covering array of size M3 × k, F′
3. In row

r and column (f , 0) place the entry in cell (r, f ) of F′
3. In row r and column (f , 1)

place the bitwise complement of the entry in cell (r, f ) of F′
3. In row r and column

(f , 2) place the rth element of the column removed from F3.
K1: In row r and column (f , 0) and (f , 2) place the entry in cell (r, f ) of C2. In row r

and column (f , 1), place a 0.
K2: In row r and column (f , 1) and (f , 2) place the entry in cell (r, f ) of C2. In row r

and column (f , 0), place a 0.
K3: In row r and column (f , 0) and (f , 2) place the entry in cell (r, f ) of C2. In row r

and column (f , 1), place a 1.
K4: In row r and column (f , 1) and (f , 2) place the entry in cell (r, f ) of C2. In row r

and column (f , 0), place a 1.

We show that G is a 4-covering array. Consider four columns

(f1, h1), (f2, h2), (f3, h3), (f4, h4)

of G. If f1, f2, f3, f4 are all distinct, then these columns restricted to G1 arise from four
distinct columns of C4. Hence, all 4-tuples are covered. When f1 = f2 = f3 = f4,
the values h1, h2, h3 and h4 must all be distinct, but this cannot occur as the h’s are
restricted to {0, 1, 2}.
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Further, we need to consider the following cases:

• f1 = f2 �= f3 �= f4 �= f2
In this case h1 �= h2. Hence, the tuples (x, x, y, z) are covered in G1. If no hi = 2
then the tuples (x, x′, y, z) for x, y, z ∈ {0, 1} are covered in E2. If h1 or h2 is 2, tuples
(x, x′, y, z) are covered in E1.
Without loss of generality, the remaining cases have h1 = 0, h2 = 1, h3 = 2.
Assume that h4 �= 2. Then the tuples (x, x′, y, z) are covered in E2. Finally, assume
that h4 = 2. Then, the tuples (x, x′, y, y) are covered in E2, leaving us to cover
tuples of the form (x, x′, y, y′). G4 covers tuples of the form (a+ i, b+ i, c, c′) except
for the case a = b = c, which is covered by G1. Taking a + i = x, b + i = x′, and
c = y, and hence a �= b, we cover the remaining tuples in G4.

• f1 = f2 = f3 �= f4
In this case h1 �= h2 �= h3 �= h1. There are only three values for hi, i ∈ {1, 2, 3, 4};
hence, without lost of generality, we suppose that h4 = h1.
The tuples (x, x, x, y) are covered in G1 for any x, y ∈ {0, 1}. The 4-tuples (x, y, z, x′),
for any x, y, z ∈ {0, 1} except x = y = z are covered in G4.
This leaves six tuples: (0, 0, 1, 0), (1, 1, 0, 1), (0, 1, 0, 0), (1, 0, 0, 1), (0, 1, 1, 0), and
(1, 0, 1, 1). We consider several cases for (h1, h2, h3, h4). When in one of these cases,
all tuples are covered, any permutation of these indices also covers all tuples.
If h1 = h4 = 0, h2 = 1, and h3 = 2, we cover tuples of the form (x, x, x′, y) in
E1, treating (0, 0, 1, 0) and (1, 1, 0, 1). We cover tuples of the form (x, x′, z, y) in E2.
This relies on the fact that F3 can be split into two disjoint 2-covering arrays with
k columns, one where the value in the column removed is 0 and one where the
value in the column removed is 1. This treats the remaining cases.
If h1 = h4 = 1, h2 = 0, and h3 = 2, we cover tuples of the form (x, x, x′, y) in E1,
treating (0, 0, 1, 0) and (1, 1, 0, 1). We cover tuples of the form (x′, x, z, y) in E2. This
eliminates the remaining cases.
Finally, if h1 = h4 = 2, h2 = 0 and h3 = 1, we cover tuples of the form (x′, x, x, y)

in E1, treating (0, 1, 1, 0) and (1, 0, 0, 1). We cover tuples of the form (x, y, y′, x) in
E2, treating (1, 1, 0, 1), (1, 0, 1, 1), (0, 0, 1, 0), and (0, 1, 0, 0).

• f1 = f2 �= f3 = f4
In this case, h1 �= h2 and h3 �= h4. First, suppose that h2 = h3 but h1 �= h4. Then
4-tuples (x, x, y, y) are covered in G1. Tuples of the form (x, y, y′, z′) are covered
in G4, except when x = y = z, i.e. (x, x, x′, x′). However these are exactly what G1
covers. This leaves the six tuples of the form (x, y, y, z) with x �= z or x �= y. We
again consider specific cases for (h1, h2, h3, h4).
If h1 = 0, h2 = h3 = 1, h4 = 2, tuples of the form (x, x, y, y′) are covered in E1,
which effectively covers tuples of the form (x, x, x, x′). In E2, tuples of the form
(x, x′, y, z) are covered, which handles the remaining cases (x′, x, x, z).
If h1 = 1, h2 = h3 = 0, h4 = 2, tuples of the form (x, x, y, y′) are covered in E1,
which effectively covers tuples of the form (x, x, x, x′). In E2, tuples of the form
(x′, x, y, z) are covered, which handles the remaining cases (x′, x, x, z).
If h1 = 0, h2 = h3 = 2, h4 = 1, we cover tuples of the form (x, z, z, y) in E2, which
covers all required tuples.
Now suppose that h2 = h3 and h1 = h4. Tuples of the form (x, x, y, y) in G1
and (x, y, y′, x′) are covered in G4. The remaining tuples are (0, 1, 1, 0), (1, 0, 0, 1),
(1, 0, 0, 0), (0, 1, 0, 0), (0, 0, 1, 0), (0, 0, 0, 1), (0, 1, 1, 1), (1, 0, 1, 1), (1, 1, 0, 1), and (1, 1,
1, 0).
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If no hi = 2, we cover (x, x′, y, y′) in E2, treating (0, 1, 1, 0) and (1, 0, 0, 1), leaving
us with all tuples comprised with an odd number of 0’s. We cover (x, 0, 0, x′) and
(0, x, x′, 0) in K1 and K2, and (x, 1, 1, x′) and (1, x, x′, 1) in K3 and K4. These are all
the required cases.
Finally, without loss of generality, assume that h1 = h4 = 2. Then h2 = h3 ∈ {0, 1}.
We cover (x, x′, y, y′) in E1, again leaving us with the tuples having an odd number
of 0’s. We cover (x, y, z, x) in E2. Here we again split F3 into two 2-covering halves.
This leaves only (x, y, y, x′), which are covered in K2 and K4 if h2 = 0 or K1 and K3
if h2 = 1.

Since all tuples are covered in all sets of four columns, G is the required covering
array. �

4.4 Specializations when � = v = 3

When � = v = 3 we have the following results:

Theorem 4.11

CAN(4, 3k, 3)≤CAN(4, k, 3)+ 2CAN(3, k, 3) + 18DCAN(2, k, 3) + CODN(2, k, 9) +18.

Proof Suppose that the following exist:

• CA(N4; 4, k, 3) C4,
• CA(N3; 3, k, 3) C3,
• DCA(S; 2, k, 3) D,
• CODN(N2; 2, k, 9) C2,

Suppose that D′ is the 2 × 3 array obtained by removing the first row from the
(3, 3; 1)-difference matrix in Theorem 2.2. Then d′

i,j = i × j for i = 1, 2 and j = 0, 1, 2.
The array D′ is a DCA(2; 2, 3, 3).

Let A be an OA(27; 3, 3, 3) constructed by using Bush’s construction.
The columns of A are labelled with the elements of F3 and rows are labelled by

27 polynomials over F3 of degree at most 2. Then the entry in A in the column
labelled γi and the row labelled by the polynomial with coefficients β0, β1 and β2 is
β0 + β1 × γi + β2 × γi

2.
Let A′ be an OA(9; 2, 3, 3) which is also a CA(9; 2, 3, 3).
Let B be the sub-array of A containing the rows of A which are labelled by poly-

nomials of degree 2 (β2 �= 0). Then B is a 18 × 3 array whose each column is labelled
with the same element of F3 as its corresponding column in A. Denote the ith column
of B by Bi, for i = 0, 1, 2.

We produce a covering array CA(N′; 4, 3k, 3) G where N′ = N4+2N3+18S+N2+18.
G is formed by vertically juxtaposing arrays G1 of size N4 × 3k, G2 of size 2N3 × 3k,
G3 of size 18S × 3k, G4 of size N2 × 3k and G5 of size 18 × 3k.

We describe the construction of each array in turn. We index 3k columns by ordered
pairs from {0, . . . , k − 1} × {0, 1, 2}.
G1: In row r and column (f , h) place the entry in cell (r, f ) of C4. Thus G1 consists of

three copies of C4 placed side by side.
G2: Index the 2N3 rows of G2 by ordered pairs from {1, . . . , N3} × {1, 2}. In row (r, s)

and column (f , h) place cr,f + d′
s,h, where cr,f is the entry in cell (r, f ) of C3 and

d′
s,h is the entry in cell (s, h) of D′.
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G3: Index the 18S rows of G3 by ordered pairs from {1, . . . , S} × {1, . . . , 18}. In row
(s, r) and column (f , h) place br,h + ds,f , where br,h is the entry in cell (r, h) of B
and ds,f is the entry in cell (s, f ) of D.

G4: Define a mapping φ that maps the symbol i in C2 to the 3-tuple in the ith row
of A′, for i ∈ {0, . . . , 8}. Suppose that i is the symbol in cell (r, f ) of C2 and
φ(i) = (x, y, z), for some x, y, z ∈ {0, 1, 2}. Then in row r and column (f , 0) place
the symbol x; in row r and column (f , 1) place the symbol y; and in row r and
column (f , 2) place the symbol z.

G5: In row r and column (f , h) place the entry in cell (r, h) of B. Thus G5 consists of
k copies of B0, followed by k copies of B1 and then k copies of B2.

We show that G is a 4-covering array. Consider four columns

(f1, h1), (f2, h2), (f3, h3), (f4, h4)

of G. If f1, f2, f3, f4 are all distinct, then these columns restricted to G1 arise from
four distinct columns of C4. Hence, all 4-tuples are covered. It cannot happen that
f1 = f2 = f3 = f4 since then h1, h2, h3 and h4 are all distinct.

Further, we consider the following cases:

• f1 = f2 �= f3 �= f4 �= f2
In this case h1 �= h2. Hence, the tuples (x, x, y, z) are covered in G1 and the tuples
(x, x + i, y, z) are covered in G2 for any x, y, z ∈ {0, 1, 2} and for any i ∈ {1, 2}.

• f1 = f2 = f3 �= f4
In this case h1 �= h2 �= h3 �= h1. There are only three values for hi, i = 1, 2, 3, 4,
hence, without loss of generality, we suppose that h4 = h1.
The tuples (x, x, x, y) are covered in G1 for any x, y ∈ {0, 1, 2}. The tuples (x +
d′

y,h1
, x + d′

y,h2
, x + d′

y,h3
, t + d′

y,h1
) are covered in G2 for any x, t ∈ {0, 1, 2} and any

y ∈ {1, 2}. Thus, all tuples (x + yh1, x + yh2, x + yh3, t) are covered in G1 and in G2
for any x, y, t ∈ {0, 1, 2}.
Further, the tuples (x + yh1 + zh2

1, x + yh2 + zh2
2, x + yh3 + zh2

3, x + yh1 + zh2
1 + i),

for any x, y ∈ {0, 1, 2} and for i, z ∈ {1, 2}, are covered in G3.
Finally, the tuples (x+yh1 +zh2

1, x+yh2 +zh2
2, x+yh3 +zh2

3, x+yh1 +zh2
1), where

x, y ∈ {0, 1, 2} and z ∈ {1, 2}, are covered in G5. Hence, all 4-tuples are covered.
• f1 = f2 �= f3 = f4 In this case, h1 �= h2 and h3 �= h4. First, suppose that h2 = h3 but

h1 �= h4.
Fix any tuple (x, y, z, t) where y �= z. Since A′ is a 2-covering array, it has a row
(x, y, m) for some m ∈ {0, 1, 2}, let it be ith row. A′ also has a row (s, z, t) for some
s ∈ {0, 1, 2}, let it be jth row. Since y �= z it follows that i �= j. So φ(i) = (x, y, m)

for the fixed x, y and for some m, and φ(j) = (s, z, t) for the fixed z, t and for some
s. Since C2 is a 2-COD and since i �= j, C2 has a row r such that in cell (r, f1) is the
symbol i and in cell (r, f3) is the symbol j. Thus, the symbol x is in cell (r, (f1, h1)) of
G4, the symbol y is in cell (r, (f1, h2)) of G4, the symbol z is in the cell (r, (f3, h2)) of
G4, and the symbol t is in the cell (r, (f3, h4)) of G4. Hence, the fixed tuple (x, y, z, t)
where y �= z is covered in G4.
Further, for x ∈ {0, 1, 2}, the tuple (x, x, x, x) is covered in G1. The tuples (x+yh1, x+
yh2, x + yh2, x + yh4) are covered in G2, for any x ∈ {0, 1, 2} and any y ∈ {1, 2}.
Tuples of the form (x + yh1 + zh2

1, x + yh2 + zh2
2, x + yh2 + zh2

2, x + yh4 + zh2
4)

are covered in G5, for any x, y ∈ {0, 1, 2} and any z ∈ {1, 2}. Hence all 4-tuples are
covered.
Now suppose that h2 = h3 and h1 = h4.
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Fix a tuple (x, y, z, t) such that if x = t then y �= z, for any x, y, z, t ∈ {0, 1, 2}. Since
A′ is a 2-covering array, it has a row (x, y, m) for some m ∈ {0, 1, 2}, let it be ith
row. A′ also has a row (t, z, s) for some s ∈ {0, 1, 2}, let it be jth row. Since x �= t or
y �= z it follow that i �= j. So φ(i) = (x, y, m) for the fixed x, y and for some m, and
φ(j) = (t, z, s) for the fixed z, t and for some s. Since C2 is a 2-COD and i �= j, C2
has a row r such that in cell (r, f1) is the symbol i and in cell (r, f3) is the symbol
j. Thus, the symbol x is in cell (r, (f1, h1)) of G4, the symbol y is in cell (r, (f1, h2))

of G4, the symbol z is in the cell (r, (f3, h2)) of G4, and the symbol t is in the cell
(r, (f3, h1)) of G4. Hence, the fixed tuple (x, y, z, t), where if x = t then y �= z, is
covered.
The tuples (x, x, x, x) are covered in G1 for any x ∈ {0, 1, 2}. The tuples (x + y ×
h1, x + y × h2, x + y × h2, x + y × h1) are covered in G2 for any x ∈ {0, 1, 2} and any
y ∈ {1, 2}. So all tuples of the form (x, y, y, x) are covered in G1 and in G2. �

Corollary 4.12

CAN(4, 3k, 3) ≤ CAN(4, k, 3) + 2CAN(3, k, 3)

+18DCAN(2, k, 3) + CAN(2, k, 9) − 1 + 18.

Proof Without loss of generality every CA(N; 2, k, 9) can have symbols renamed so
that the resulting covering array has a constant row, whose deletion yields a COD(N −
1; 2, k, 9). �

4.5 Specializations when � = v > 3

Theorem 4.13 For any prime power v ≥ 4,

CAN(4, vk, v) ≤ CAN(4, k, v) + (v − 1)CAN(3, k, v)

+(v3 − v2)DCAN(2, k, v) + CODN(2, k, v2) + v4 − v2.

Proof Suppose that the following exist:

• CA(N4; 4, k, v) C4,
• CA(N3; 3, k, v) C3,
• DCA(S; 2, k, v) D,
• COD(N2; 2, k, v2) C2,

Suppose that D′ is a (v − 1) × v array obtained by removing the first row from the
(v, v; 1)-difference matrix in Theorem 2.2. Then d′

i,j = i × j for i = 1, . . . , v − 1 and
j = 0, . . . , v − 1. The array D′ is a DCA(v − 1; 2, v, v).

Let A(3) be an OA(v3; 3, v, v), constructed by using Bush’s construction (see the
proof of Theorem 3.1 in [18]). The columns of A(3) are labelled with the elements of
Fv and rows are labelled by v3 polynomials over Fv of degree at most 2. Then, in A(3),
the entry in the column γi and the row labelled by the polynomial with coefficients
β0, β1 and β2 is β0 + β1 × γi + β2 × γi

2.
Let B(3) be the sub-array of A(3) containing the rows of A(3) which are labelled by

polynomials of degree exactly 2 (β2 �= 0). Then B(3) is a (v3 −v2)×v array. Label each
column of B(3) with the same element of Fv as its corresponding column in A. Denote
the ith column of B(3) by B(3)

i , for i = 0, . . . , v − 1.
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Let A(4) be an OA(v4; 4, v, v) constructed by using Bush’s construction. The columns
of A(4) are labelled with the elements of Fv and rows are labelled by v4 polynomials
over Fv of degree at most 3. Then, in A(4), the entry in the column γi and the row
labelled by the polynomial with coefficients β0, β1, β2 and β3 is β0 + β1 × γi + β2 ×
γi

2 + β3 × γi
3.

Let B(4) be the sub-array of A(4) that contains the rows of A(4) which are labelled by
polynomials of degree 2 or 3(β2 �= 0 or β3 �= 0). Then B(4) is a (v4 −v2)×v array whose
each column is labelled with the same element of Fv as its corresponding column in
A. Denote the ith column of B(4) by B(4)

i , for i = 0, . . . , v − 1.
Let A(2) be an OA(v2; 2, v, v) which is also a CA(v2; 2, v, v). Such an array exists by

Theorem 2.1.
We produce a covering array CA(N′; 4, vk, v) G where N′ = N4 + (v − 1)N3 + (v3 −

v2)S + N2 + v4 − v2. G is formed by vertically juxtaposing arrays G1 of size N4 × vk,
G2 of size (v − 1)N3 × vk, G3 of size (v3 − v2)S × vk, G4 of size N2 × vk and G5 of size
(v4 − v2) × vk.

We describe the construction of each array in turn. We index vk columns by ordered
pairs from {0, . . . , k − 1} × {0, . . . , v − 1}.
G1: In row r and column (f , h) place the entry in cell (r, f ) of C4. Thus G1 consists of

v copies of C4 placed side by side.
G2: Index the (v − 1)N3 rows by ordered pairs from {1, . . . , N3} × {1, . . . , v − 1}. In

row (r, s) and column (f , h) place cr, f + d′
s, h, where cr, f is the entry in cell (r, f )

of C3 and d′
s, h is the entry in cell (s, h) of D′.

G3: Index the (v3 − v2)S rows by ordered pairs from {1, . . . , S}× {1, . . . , (v3 − v2)}. In
row (s, r) and column (f , h) place br, h + ds, f , where br, h is the entry in cell (r, h)

of B(3) and ds, f is the entry in cell (s, f ) of D.
G4: Let φ be a mapping that maps the symbol i of C2 to the v-tuple on the ith row of

A(2), for any i = {0, . . . , v2 − 1}. Let i be the symbol in cell (r, f ) in C2. Suppose
that φ(i) = (x0, x1, . . . , xv−1) for some x0, x1, . . . , xv−1 ∈ Fv. Then, in row r and
column (f , m) place the symbol xm, for m = 0, . . . , v − 1.

G5: In row r and column (f , h) place the entry in cell (r, h) of B(4). Thus G5 consists
of k copies of the first column of B(4), followed by k copies of the second column
of B(4), and so on.

We show that G is a 4-covering array. Consider four columns

(f1, h1), (f2, h2), (f3, h3), (f4, h4)

of G. If f1, f2, f3, f4 are all distinct, then these columns restricted to G1 arise from four
distinct columns of C4. Hence, all 4-tuples are covered.

Further, we consider the following cases:

• f1 = f2 �= f3 �= f4 �= f2
All 4-tuples (x, x, y, z) are covered in G1, for any x, y, z ∈ {0, . . . , v−1}. All 4-tuples
(x, x + i, y, z), for any i ∈ {1, . . . , v − 1} and any x, y, z ∈ {0, . . . , v − 1}, are covered
in G2. Hence all 4-tuples are covered.

• f1 = f2 = f3 �= f4
In this case h1 �= h2 �= h3 �= h1. The case where h1, h2, h3 and h4 are all distinct is
discussed separately. Now suppose that h4 = h1.
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The tuples (x, x, x, y), for any x, y ∈ {0, . . . , v − 1}, are covered in G1. The tuples
(x + d′

y,h1
, x + d′

y,h2
, x + d′

y,h3
, t + d′

y,h1
), for any x, t ∈ {0, . . . , v − 1} and for y ∈

{1, . . . , v − 1}, are covered in G2.
So all the tuples (x + yh1, x + yh2, x + yh3, t), for any x, y, t ∈ {0, . . . , v − 1}, are
covered in G1 and in G2.
The tuples (x + yh1 + zh2

1, x + yh2 + zh2
2, x + yh3 + zh2

3, x + yh1 + zh2
1 + i), where

i, z ∈ {1, . . . , v − 1} and x, y ∈ {0, . . . , v − 1}, are covered in G3. Finally, the tuples
(x + yh1 + zh2

1 + th3
1, x + yh2 + zh2

2 + th3
2, x + yh3 + zh2

3 + th3
3, x + yh1 + zh2

1 + th3
1),

where if z = 0 then t �= 0 for any x, y, z, t ∈ {0, . . . , v − 1}, is covered in G5. Hence,
all 4-tuples are covered.

• f1 = f2 �= f3 = f4 and h2 = h3 but h1 �= h4.
In this case h1 �= h2 and h3 �= h4.
Fix any tuple (x, y, z, t) where y �= z. Since A(2) is a 2-covering array, it has row with
the tuple (m0, . . . , mv−1), where mh1 = x and mh2 = y, let it be ith row of A(2). A(2)

also has a row with the tuple (m′
0, . . . , m′

v−1), where m′
h2

= z and m′
h4

= t, let it be

row jth row of A(2). Since y �= z it follows that i �= j. So φ(i) = (m0, . . . , mv−1) and
φ(j) = (m′

0, . . . , m′
v−1). Since C2 is a 2-COD and i �= j, C2 has a row r such that in

cell (r, f1) is the symbol i and in cell (r, f3) is the symbol j. Thus, in G4, the symbol
x is in cell (r, (f1, h1)), the symbol y is in cell (r, (f1, h2)), the symbol z is in cell
(r, (f3, h2)) and the symbol t is in cell (r, (f3, h4)). Hence, the fixed tuple (x, y, z, t) is
covered when y �= z.
Further, the tuple (x, x, x, x), for any x ∈ {0, . . . , v − 1}, is covered in G1. The tuple
(x+yh1, x+yh2, x+yh2, x+yh4), for any x ∈ {0, . . . , v−1} and any y ∈ {1, . . . , v−1},
is covered in G2.
Finally, the tuples (x + yh1 + zh2

1 + th3
1, x + yh2 + zh2

2 + th3
2, x + yh2 + zh2

2 + th3
2, x +

yh4 + zh2
4 + th3

4), such that if z = 0 then t �= 0, for any x, y, z, t ∈ {0, . . . , v − 1}, are
covered in G5.

• f1 = f2 �= f3 = f4, h2 = h3 and h1 = h4.
Fix any tuple (x, y, z, t) such that if x = t then y �= z. Since A(2) is a 2-covering
array, it has row with the tuple (m0, . . . , mv−1), where mh1 = x and mh2 = y, let it
be ith row of A(2). A(2) also has a row with the tuple (m′

0, . . . , m′
v−1), where m′

h1
= t

and m′
h2

= z, let it be jth row A(2). Since either x �= t or y �= z it follows that i �= j.
Now φ(i) = (m0, . . . , mv−1) and φ(j) = (m′

0, . . . , m′
v−1).

Since C2 is a 2-COD and i �= j, it has a row r such that in cell (r, f1) is the symbol i
and in cell (r, f3) is the symbol j. Thus, in G4, the symbol x is in cell (r, (f1, h1)) the
symbol y is in cell (r, (f1, h2)) the symbol z is in the cell (r, (f3, h2)) and the symbol
t is in the cell (r, (f3, h1)). Hence, any fixed tuple (x, y, z, t), such that if x = t then
y �= z, for any x, y, z, t ∈ {0, . . . , v − 1}, is covered in G4.
Further, the tuples of the form (x, x, x, x) are covered in G1. The tuples of the form
(x + yh1, x + yh2, x + yh2, x + yh1) are covered in G2 for x ∈ {0, . . . , v − 1} and
y ∈ {1, . . . , v − 1}.
These are all the tuples of the form (x, y, y, x) for any x, y ∈ {0, . . . , v − 1}. Hence
all 4-tuples are covered.

• In the remaining cases which are not discussed above h1, h2, h3 and h4 are all
distinct.
The tuple (x, x, x, x) is covered in G1 for any x ∈ {0, . . . , v − 1}. The tuple
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(x + yh1, x + yh2, x + yh3, x + yh4) is covered in G2 for any x ∈ {0, . . . , v − 1} and
any y ∈ {1, . . . , v − 1}. Finally, the tuple (x + yh1 + zh2

1 + th3
1, x + yh2 + zh2

2 +
th3

2, x + yh3 + zh2
3 + th3

3, x + yh4 + zh2
4 + th3

4) such that if z = 0 then t �= 0, for any
x, y, z, t ∈ {0, . . . , v − 1}, is covered in G5. �

Corollary 4.14 For any prime power v ≥ 4,

CAN(4, vk, v) ≤ CAN(4, k, v) + (v − 1)CAN(3, k, v)

+(v3 − v2)DCAN(2, k, v) + CAN(2, k, v2) − 1 + v4 − v2.

Proof Without loss of generality every CA(N; 2, k, v2) can have symbols renamed so
that the resulting covering array has a constant row, whose deletion yields a COD
(N − 1; 2, k, v2). �

Corollary 4.15 For any prime power v ≥ 4,

CAN(4, vk, v) ≤ CAN(4, k, v) + (v − 1)CAN(3, k, v)

+(v3 − v2)DCAN(2, k, v) + (v2 + v)CAN(2, k, v) − 1 + v4 − 2v2.

Proof Apply Corollary 2.4 to bound CAN(2, k, v2). �

5 Numerical consequences

To assess the effectiveness of the recursions developed, it is necessary to determine
their impact on our knowledge of covering array numbers. We have outlined compu-
tational methods in the introduction; in preparation for a comparison we therefore

Table 1 Bounds for t = 3, v = 2
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introduce related recursive methods that do not (at present) fall into the “Roux-type”
framework.

The Turán number T(t, n) is the largest number of edges in a t-vertex simple graph
having no (n + 1)-clique. Turán [31] showed that a graph with the T(t, n) edges is
constructed by setting a = 
t/n� and b = t − na, and forming a complete multipartite
graph with b classes of size a + 1 and n − b classes of size a. Using these, Hartman
generalizes the constructions in [5, 6, 29].

Theorem 5.1 [16] If a CA(N; t, k, v) and a CA(k2; 2, T(t, v) + 1, k) both exist, then a
CA(N · (T(t, v) + 1); t, k2, v) exists.

Table 2 Bounds for t = 3, v = 3
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Perfect hash families are well studied combinatorial objects. A t-perfect hash family
H, denoted PHF(n; k, q, t), is a family of n functions h: A �→ B, where k = |A| ≥ |B| =
q, such that for any subset X ⊆ A with |X| = t, there is at least one function h ∈ H
that is injective on X. Thus a PHF(n; k, q, t) can be viewed as an n × k-array H with
entries from a set of q symbols such that for any set of t columns there is at least one
row having distinct entries in this set of columns.

Theorem 5.2 (see [3, 22]) If a PHF(s; k, m, t) and a CA(N; t, m, v) both exist then a
CA(sN; t, k, v) exists.

Table 3 Bounds for t = 3, v = 4

Table 4 Bounds for t = 3, v = 5
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Table 5 Bounds for t = 3, v = 6

Table 6 Bounds for t = 3, v = 7
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Table 7 Bounds for t = 3, v = 8

Table 8 Bounds for t = 3, v = 9

Table 9 Bounds for t = 4, v = 2
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Table 10 Bounds for t = 4, v = 3

For constructions of perfect hash families, see [1, 2, 4, 30, Bierbrauer J and
Schellwatt H, unpublished].

To assess the contributions of each of the constructions described, we computed
upper bounds for CAN(t, k, v) for t ∈ {2, 3, 4}, 2 ≤ v ≤ 25, and t < k ≤ 10, 000. Previ-
ous tables (e.g., [7]) have reported only small numbers of factors (k ≤ 30). With the
current power of computational search techniques, this fails to explore into the range
in which recursions are most powerful. Evidently it is not sensible to report 10,000
results for every t and v, and fortunately there is no need to do so. Let κ(N; t, v) be the
largest k for which CAN(t, k, v) ≤ N. As k increases, for many consecutive numbers of
factors, the covering array number does not change. Therefore reporting those values
of κ(N; t, v) for which κ(N; t, v) > κ(N − 1; t, v), along with the corresponding value of
N, enables one to determine all covering array numbers when k is no larger than the
largest κ(N; t, v) value tabulated. Since the exact values for covering array numbers
are unknown in general, we in fact report lower bounds on κ(N; t, v).

For each strength in turn, explicit constructions of covering arrays from direct
and computational constructions are tabulated. Then each known construction is
applied and its consequences tabulated (in the process, results implied by this for
fewer factors are suppressed, so that one explanation (“authority”) for each entry is
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Table 11 Bounds for t = 4, v = 4

maintained). Applications of the recursions is repeated until no entries in the table
improve.

The authorities used are:

f constraint programming [19] h perfect hash family [22]
� Roux-type [9] m Roux-type (this paper)
n nearly resolvable design [7] o orthogonal array [18]
q Turán squaring [16] r Roux-type (this paper)
s simulated annealing [8] t tabu search [24]
u Martirosyan (unpublished) v permutation vector [Walker II RA and

Colbourn CJ, submitted for publication]
y binary construction [27] z composition
↓ symbol identification

Composition and symbol identification are standard constructions; see [7], for
example. Other constructions, such as derivation of a t-covering array from a (t + 1)-
covering array, and “Construction D” from [7], can yield improvements but do not do
so within the ranges of the tables reported; hence they are omitted.
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Table 12 Bounds for t = 4, v = 5

5.1 Tables for strength three

Tables 1–8 give (lower bounds on) κ(N; 3, v) for 2 ≤ v ≤ 9 only, since they illustrate
the main points. The strength two tables used are from [12]. For each v, we tabulate
the entries for N and κ(N; 3, v). We also provide a plot showing the logarithm of the
number of factors horizontally and the size of the covering array vertically. Asymp-
totically one expects this to become a straight line (see, e.g., [15]), and its deviation
from the straight line results from non-uniform behaviour when k is small, but also
from the “errors” compounded in repeated applications of the recursions. The plot
simply demonstrates the growth; the explicit points given are definitive.

Exponents indicate the authority for the entry provided, to provide one method
for the construction; alternative constructions may produce the same result.

5.2 Tables for strength four

Tables 9–12 similar results for strength four; the only published table of which we are
aware appears in [17], and treats only k ≤ 10.

6 Concluding remarks

The recursive constructions for strength three developed here provide a useful com-
plement to that in [9]. More importantly, the recursive constructions for strength
four provide numerous powerful techniques for the construction of covering arrays.
The existence tables demonstrate the utility of computational search for small ar-
rays combined with flexible recursive constructions. The constructions using perfect
hash families and Turán graphs provide some of the best bounds as the number of
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columns (factors) increases, but currently do not exhibit the generality of the Roux-
type constructions developed here.
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tium for Embedded and Inter-Networking Technologies.
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