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Abstract

Objective The aim of our study was to determine whether

learning vector quantization neural networks could be used

to predict liver metastases after a gastric cancer surgery.

Background The prediction of tumor recurrence is

invaluable for tailoring specific treatment and follow-up

strategies for gastric cancer patients. At present, it is still

impossible to make reliable predictions of tumor progres-

sion. The use of complex mathematical models such as

neural networks has already been implemented for the

study of various pathophysiological mechanisms, but to

date they have never been used for predicting liver

metastases after gastric cancer resection.

Methods A total of 213 patients operated for gastric

cancer between 1999 and 2005 were included in our study.

They were stratified in a model development (140 patients)

and validation group (73 patients). With the use of an

auxiliary regression network, seven clinicopathological

variables were selected to predict liver metastases.

Results Forty-one patients developed liver metastases

(19.2%). The longest follow-up was 2,754 days. Most liver

metastases occurred in the first 799 days after discharge.

All predictions were compared to actual recurrences with a

two by two contingence table. The determined sensitivity

and specificity for the development sample were 71 and

96.1%, respectively. The values for the test sample were

66.7 and 97.1%, respectively. The significance of the

model was determined using various post-hoc tests, which

all confirmed the effectiveness of our model.

Conclusion The presented model exhibited a high nega-

tive predictive value and reasonable high sensitivity for

liver metastases. To improve sensitivity, the inclusion of

more patients and perhaps biological markers is still

necessary.

Keywords Prediction � Liver metastases �
Gastric cancer � Neural networks

Introduction

The tremendous tendency for locoregional relapse, espe-

cially in serosa-positive tumors, is a major vice of gastric

cancer. Those patients who survive the initial period dis-

ease-free are still at risk for hematogenous metastases.

These are, paradoxically, most often seen in early stage

gastric cancer, diminishing the potentially excellent long-

term prognosis in T1 and T2 gastric cancer patients. In

spite of all efforts to do so, it is still impossible to predict

which patients might harbor dormant liver metastases, and,

unfortunately, most of these cases are detected at a des-

perate stage. Consequently, a growing number of studies

have been published emphasizing the importance of

genetic markers in the genesis of gastric cancer recurrence

[1–5], but even though encouraging results have been

obtained, at present, further routine study along these lines

would be too time- and cost-consuming. The use of indirect

prognostic predictors could prove to be a simple time and

cost-saving alternative.
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Many papers have discussed this subject [6–10].

Although a plethora of mathematical models has been

described, none of them are reliable enough to be used in

clinical practice. Neural networks are useful tools in

medicine [11]. When used, these usually implement

Kohonen self-organizing neural networks. They have been

successfully applied for classifying various forms of Par-

kinson’s disease [12], in diagnostic electromyography [13],

and for studying breast cancer [14], but to our knowledge,

they have never been used for prediction of liver metas-

tases after gastric cancer resection. The aim of our study is

to determine whether the use of learning vector quantiza-

tion (LVQ) neural networks can be applied to predict liver

metastases after gastric cancer resections with the analysis

of indirect prognostic predictors.

Methods

Patients

From September 1999 to December 2005, 362 patients

were operated on for gastric cancer at our institution. The

data for each patient were collected and stored in our

gastric cancer research database, comprising age, gender,

ASA score, tumor size, location, Lauren, Ming and Borr-

man histological type, neo- and adjuvant chemo/radio-

therapy data, type of resection, microscopically free

margins, UICC and TNM stage, number of resected and

positive lymph nodes, lymphocyte infiltration, vascular

invasion, lymphangial invasion, tumor emboli to the lymph

vessels, perineural invasion, and extranodal infiltration.

During the 6-year period of data collection, some of the

information was occasionally lost. If we used these missing

values during the development of our model, the results

would be corrupted, because the computer uses the average

of the range of a predictor to fill the missing value. Con-

sequently, only patients with no missing data (213 patients)

were included in the study. Further inclusion criteria are

histologically verified gastric cancer, resectable gastric

cancer irrespective of level of curability (R0 and R2

resections), and patients with regular follow-up. Patients

who died in the 60-day period following their operation

were not included in the study. Age and gender distribution

was balanced [gender: male 105 (49.3%), female 108

(50.7%), (P = 0.166); mean age: male 64.14 ± 11.69,

female 64.86 ± 10.52, (P = 0.514)]. Patients from this

primary group were randomly assigned into two subgroups.

The size of the study group (development sample) used to

develop the mathematical model was determined with the

use of a nonlinear model. In this model, each predictor

needed to be determined by a sufficient number of patients.

Eventually, this group consisted of 140 patients. The

validation group, used as a control to determine sensitivity

and specificity of our model, consisted of 73 patients.

Surgery and Pathohistological Tumor Classification

The diagnosis of gastric adenocarcinoma was established

endoscopically and confirmed with biopsy in all patients

before the operation. The strategy was to achieve R0

resection (assuring 4–5-cm tumor-free safety margins in

intestinal type; 8–10-cm tumor-free safety margins in dif-

fuse type according to Lauren) accompanied by D2 lym-

phadenectomy. The surgical procedure was performed

according to standards described elsewhere [15–17].

Resected specimens were examined according to standard

pathohistological procedures and classified according to

criteria described by the Japanese Research Society for

Gastric Cancer [15–17]. The anatomical location, diameter

of the tumor, lymphocyte invasion, vascular invasion,

lymphangial invasion, extranodal invasion, and perineural

invasion were all noted. The number of harvested and

positive lymph nodes was also determined. Tumor invasion

(T), lymph node (N) classification, and distant metastases

(M) followed the UICC criteria [6]. Histological type was

classified as intestinal, diffuse, or mixed, in accordance

with Lauren’s classification. All patients were presented at

an oncological-surgical board. The amenable patients were

scheduled for adjuvant chemo/radiotherapy.

Data

Neural networks perform non-linear transformations

between sets of variables. In principle, one could use raw

input data for analysis, but this approach would yield poor

results for a number of reasons. Thus, the data have to be

first transformed into a new representation form before

training a neural network. This was done in three steps: (1)

standardization; (2) reduction of dimensionality; (3)

incorporation of prior knowledge.

Pre-processing may take the form of a linear transfor-

mation of the input data. In the present application, we

applied linear transformation by normalizing the input

space with standardization. The transformed data have 0

mean and 1 SD. This step is necessary because we apply

Eucledian distance—a method for determining the distance

between two vectors—in the competitive layer. The input

data are transformed into a vector form with its coordinates

represented in a matrix. Wide ranges of variables would

not be suitable for reproduction of vector coordinates, and

the Eucledian distance would be very insensitive to such

variables. The standardization itself was carried out with

independent processing of each variable of the input space.

For each of them (xi) we calculated mean ð�xiÞ and variance

ðr2
i Þ using
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� �2

where n = 1, … ,N labels the patterns (patience data). We

defined a set of re-scaled variables given by

~xn
i ¼

xn
i � �xi

ri

The next step was a reduction of dimensionality, which

basically means that the number of input variables had to

be reduced. The fact that such dimensionality reduction can

lead to improved performance may appear paradoxical as it

cannot increase the information content of the input data.

The resolution is related to the curse of dimensionality

(Masters 1995). As always, in practice, we are forced to

work with a limited quantity of data. In such cases the

inclusion of many variables into a model could lead to a

point where the data are very sparse in relation to the

number of predictors. Our model, and in fact any other

mathematical model, would not be able to generalize, but

would instead memorize the data. This would lead to pure

classification results. In this application the reduction of

dimensionality was guided by the application of an

auxiliary regression network with a single neuron with a

sigmoid activation function, which has very similar

properties to logit regression. This procedure enabled us

to reduce the input space to seven variables. The

descriptive statistics for the selected variables and the

dependent variable (representing the status) are presented

in Tables 1 and 2.

Another important way to improve network perfor-

mance is through the incorporation of prior knowledge

referring to relevant information that might be used to

develop a solution and that is additional to that provided by

Table 1 Descriptive statistics for the development sample

N = 140 Tumor size Lauren Adj.CH/RDTH Stage N NPOS NPOS/N Meta

Mean 68.157 1.828 1.650 3.614 24.700 5.507 0.239 0.271

Median 65.000 2.000 2.000 4.000 24.000 3.000 0.100 0.000

Maximum 170.000 4.000 2.000 6.000 66.000 46.000 1.000 1.000

Minimum 10.000 1.000 1.000 1.000 1.000 0.000 0.000 0.000

SD 32.071 0.830 0.479 1.668 12.400 7.741 0.299 0.446

Skewness 0.648 0.630 -0.629 7.23E-5 0.529 1.949 1.097 1.027

Kurtosis 3.590 2.516 1.396 1.837 3.190 7.842 2.922 2.056

Jarque-Bera 11.828 10.633 24.247 7.884 6.736 225.495 28.101 29.847

Probability 0.003 0.005 0.000 0.019 0.034 0.000 0.000 0.000

Sum 9,542.000 256.000 231.000 506.000 3,458.000 771.000 33.492 38.000

S. Sq. Dev. 142,970.500 95.886 31.850 387.171 21,373.40 8,328.993 12.436 27.686

N sample size; tumor size: [mm]; Adj.CH/RDTH adjuvant chemo/radiotherapy; Stage UICC stage; N number of resected lymph nodes; N number

of positive lymph nodes; Npos/N ratio of positive to all resected lymph nodes; meta distant metastases present or absent

Table 2 Descriptive statistics for the test sample

N = 73 Tumor size Lauren Adj.CH/RDTH Stage N NPOS NPOS/N Meta

Mean 63.603 1.849 1.575 3.288 27.014 5.534 0.189 0.041

Median 60.000 2.000 2.000 3.000 27.000 1.000 0.045 0.000

Maximum 160.000 4.000 2.000 6.000 66.000 38.000 1.000 1.000

Minimum 10.000 1.000 1.000 1.000 1.000 0.000 0.000 0.000

SD 35.166 0.877 0.498 1.728 13.678 9.129 0.279 0.199

Skewness 0.593 0.545 -0.305 0.151 0.303 2.036 1.618 4.623

Kurtosis 3.023 2.127 1.093 1.803 2.883 6.666 4.647 22.376

Jarque-Bera 4.276 5.932 12.193 4.632 1.163 91.301 40.122 1402.030

Probability 0.118 0.051 0.002 0.099 0.559 0.000 0.000 0.000

Sum 4,643.000 135.000 115.000 240.000 1,972.000 404.000 13.837 3.000

S. Sq. Dev. 89,041.480 55.342 17.836 214.959 13,468.990 6,000.164 5.610 2.877

N sample size; tumor size: [mm]; adj.CH/RDTH adjuvant chemo/radio therapy; Stage UICC stage; N number of resected lymph nodes; N number

of positive lymph nodes; Npos/N ratio of positive to all resected lymph nodes; meta distant metastases present or absent
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the development sample (training data). Prior knowledge

can either be incorporated into the pre-processing and post-

processing stages or into the network structure itself. It can

also be used to modify the training process as in Jagric

et al. [18]. In our case we incorporated the prior knowledge

into the network structure by defining the number of neu-

rons in the linear layer belonging to each outcome.

Learning Vector Quantization Network (LVQ)

Learning Vector Quantization (LVQ) is a subtype of arti-

ficial neural networks introduced by Kohonen and col-

leagues [19–21]. The methodology has been described in

detail elsewhere [22–34]. In brief, the LVQ network is a set

of mathematical algorithms comparing the input data with

a preexisting matrix of results and determining which part

of this matrix has the most similar properties to the input

data. This process is called the nearest prototype classifi-

cation (NPC). In contrast to other types of neural networks,

LVQ is a two-layer network, with one layer of synapses

between them. A secondary linear layer transforms the

results produced by a competitive layer into target results

defined by the user (Fig. 1). This way the end result of

learning is a certain number of outcomes (the so-called

sub-classes) in the competitive layer and a defined number

of outcomes (the so-called target classes) in the linear

layer. The defined target classes in our case were binary

results, i.e., liver metastases present or absent. According

to the activity of the input neurons and the weights of their

synapses, the activities of the output neurons are calcu-

lated. This process is a remnant of the data processing in

the central nervous system, where multiple synapses pour

information into a single neuron, which then transforms

this input into an impulse in its axon. If the synapses are

used frequently, they become consolidated and function

more efficiently.

Results

Follow-Up

After hospital discharge, all patients had periodical follow-

up examinations. At each examination standard laboratory,

including tumor markers (CA 19-9, CEA), chest X-ray and

abdominal ultrasound were performed. When a recurrence

was suspected on the basis of elevation of tumor markers or

imaging studies, the patient was scheduled for endoscopic

examination and computer tomography. Where bone

metastases were suspected, scintigraphy or positron emis-

sion tomography was scheduled. The type of recurrence

was classified as liver metastasis (with or without locore-

gional relapse) or carcinoma progression that included

locoregional recurrence or distant metastases.

Follow-up was closed in December 2007. From 213

patients included in our study, 41 (19.2%) had liver

metastases, of which 15 (7%) were synchronous and 26

(12.2%) were metachronous. The mean follow-up for

patients with liver metastases was 234 days (range,

0–1,849 days) and 1,061 days (range, 27–2,754 days) for

patients without liver metastases. Most liver metastases

occurred in the first 799 days (40 of 41, 97.56%), when the

cumulative hazard was 20.3% ± 3%. The estimated risk of

recurrence after 5 years (1,849 days) was 24.1 ± 5%.

Predictors

All 22 of the originally selected predictors were tested. As

mentioned earlier, to improve the performance of our

model, the number of predictors had to be reduced. This

was achieved by means of the auxiliary regression network

with a single neuron with a sigmoid activation curve. In

this fashion, seven predictors were identified as significant,

namely the size of the tumor, Lauren histological type,

adjuvant chemo/radiotherapy, the TNM N status, the UICC

stage, the number of positive lymph nodes, and the pro-

portion of positive nodes of all resected nodes, which were

then used in the final model.

We also compared patients with liver metastases and

patients without liver metastases. Although there was no

significant difference in the overall distribution of histo-

logical type (P = 0.279), there were clearly dissimilarities

in the intestinal type distribution. The intestinal type was

with 53.7%, the most prevalent histological type in the

group with liver metastases (53.7% intestinal, 24.4% dif-

fuse, 19.5% mixed), in contrast to patients without liver

metastases where the histological types were equally dis-

tributed (39.5% intestinal, 37.2% diffuse, 20.3% mixed).

There was an expected difference in the UICC stage dis-

tribution, because simultaneous liver metastases with the

TNM stage and consequently a higher UICC stage were

included. The comparison also identified the number of

positive nodes and the fraction of positive nodes from all

harvested nodes as significantly different (P \ 0.0001 and

P = 0.005, respectively). The number of all harvested

nodes was similar in both groups. The size of the tumor

was only insignificantly larger in the group with liver

Competitive
layer

Linear
layer

Subclasses
Target
classes

Input
vector

Fig. 1 Learning vector quantization network
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metastases (P = 0.451). In both groups, an equal part of

patients received adjuvant chemo/radiotherapy (P = 0.474).

The patient characteristics of patients with liver metas-

tases and patients without liver metastases are shown in

Table 3.

The Prediction of Liver Metastases

In this section we present the final model and its classifi-

cation performance. By applying the procedures described

in previous sections, we developed a model with nine

neurons in the competitive layer and two neurons in the

linear layer. The model is presented in Fig. 2 together with

the matrices of weights for both layers.

The numbers in the IW1,1 matrix represent the weights

of the predictors in the competitive layer. As described

earlier, the values of the prognostic factors had to be

standardized in order to use them in our model. Conse-

quently, the weights cannot be interpreted as in other

regression models. Because the relation to the actual values

of the predictors is non-linear, the positive and negative

values do not reflect a positive or a negative impact of a

predictor on the outcome. The model exhibited the optimal

performance with nine neurons; the first six predict no liver

metastases, while the last three represent the patients with

liver metastases. When we increased or lowered the

number of neurons that predict liver metastases, the

performance of our model either did not change at all or

worsened. The final neurons of the linear layer are pre-

sented in the LW2,1 matrix. In this layer the final two

neurons are binary. When a patient was analyzed, the

values of his prognostic factors were transformed in a

vector, which was analyzed by our model where it acti-

vated a neuron that was the closest in the network of the

competitive layer. In the second layer, this neuron was

transformed to present a binary result, i.e., metastases or no

metastases. The result of our analysis is the prediction of

two possible results, negative or positive (liver metastasis

or no liver metastasis), against the objective measurement

of the outcome, also measured dichotomously. The results

of our predictions are presented in a two-by-two contin-

gency table (Table 4) for classifying the number of times

the model resulted in a correct positive prediction, a correct

negative prediction, an incorrect positive prediction, and an

incorrect negative prediction.

From 140 patients in the development sample, 38 had

liver metastases. In the test sample, a total of 73 patients

were included, and 3 among them had liver metastases. In

the development sample, our model correctly predicted 27

liver metastases (71%) and incorrectly predicted 11 liver

metastases (29%). The negative predictive value of the

model for the development sample was 96% (98 from 102),

whereas the false-negative value was 4%. The model

developed was then used to predict metastases in the test

sample. The positive predictive value was 66% (2 from 3),

and the negative predictive value was 97% (68 from 70).

The false positive and negative predictive values were 34

and 3%, respectively. Accordingly, the sensitivity of our

model is 71% for the development sample and 66.7% for

the test sample. The specificity of our model is 96.1 and

97.1% for the development and test sample.

To evaluate the effectiveness and significance of our

model, various diagnostic post-hoc tests were used. The

results of these and former tests and their confidence

intervals are presented in Table 4. Kappa is a measure of

agreement and takes on the value of zero if there is no more

agreement between test and outcome than can be expected

on the basis of chance. Kappa takes on the value of 1 if

there is perfect agreement. It is considered that kappa

values lower than 0.4 represent poor agreement. The kappa

measure for the development sample is 0.712 and for the

test sample 0.55. Positive likelihood indicates how much

more likely it is to predict liver metastases in patients who

actually have metastases than in the group of patients

without such metastases. For the development sample, this

value is 18.118 and for the test sample 23.333. A similar

test indicates how likely it is to predict the absence of

liver metastases in the group of patients without such

Table 3 Patient characteristics

Group Metastases P

0 1

Tumor size(mm) 65.74 ± 33.36 70.17 ± 32.42 0.451

N? 4.26 ± 7.04 10.8 ± 10.53 \0.0001

N total 26 ± 13.18 23.40 ± 11.37 0.095

N?/N total 0.17 ± 0.26 0.43 ± 0.32 0.005

Lauren

Intestinal 39.5% 53.7% 0.279

Diffuse 37.2% 24.4%

Mixed 20.3% 19.5%

Unknown 2.9% 2.4%

UICC stage

Ia 19.2% 2.4% \0.0001

Ib 16.3% 12.2%

II 21.5% 9.8%

IIIa 19.8% 17.1%

IIIb 12.8% 7.3%

IV 10.5% 51.2%

Adj CH/RDT

Yes 39% 31.7% 0.474

No 78.9% 21.1%

N? number of positive lymph nodes; N total: number of harvested

lymph nodes; N?/N total: ratio of positive to number of all harvested

lymph nodes; Adj CH/RDT: adjuvant chemo/radio therapy
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metastases. Again, the values of 0.301 for the development

sample and 0.343 for the test sample indicate that such

prediction is more likely in the group without liver

metastases. To determine the discriminative power of the

test, the diagnostic odds ratio was used. This test has a

value of one if the model does not discriminate between

diseased and not diseased. Very high values, above one,

mean that our model discriminates well. Values lower

than one indicate that there is something wrong in the

application of the test. For the development sample, the

diagnostic odds ratio was 60.136, and for our test sample it

was 68. A similar test to evaluate the overall performance

of a model is Youden’s J. The J takes on the value of one if

a diagnostic model discriminates perfectly without making

any mistakes. For our development sample, this value is

0.671, and for the test sample 0.638. To access the diag-

nostic power of our model, a series of other tests were

done, all of which are presented in Table 5.

Discussion

Gastric cancer is a disease with a strikingly high number of

recurrences. Even a curative resection in many cases does

not guarantee long-term survival. This implies the

assumption that other factors besides microscopically free

resection margins determine long-term survival and the

occurrence of a potential relapse. Indeed, over the years

where: 
7=R  (number of elements in input vector – selected explanatory variables) 
91 =S  (number of competitive neurons - subclasses) 
22 =S  (number of linear neurons – final classes) 

⎥
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Input Competitive layer Linear layerFig. 2 Graphical representation

of the final model

Table 4 Results for development and test sample

Model prediction Development sample Test sample

Liver metastases Liver metastases

Present Absent Total Present Absent Total

Positive 27 4 31 2 2 4

Negative 11 98 109 1 68 69

Total 38 102 140 3 70 73

Dig Dis Sci (2010) 55:3252–3261 3257

123



Table 5 Accuracy of model prediction

Development sample Test sample

Kappa measure of agreement: 0.712

Variance: 0.007; SE: 0.084

CI: 0.548 \ kappa \ 0.877

Kappa measure of agreement: 0.550

Variance: 0.014; SE: 0.116

CI: 0.323 \ kappa \ 0.777

Sensitivity: 0.710

Variance: 0.005; SE: 0.073

CI: 0.566 \ Se \ 0.855 (0.539 \ Se \ 0.840)

Sensitivity: 0.667

Variance: 0.074; SE: 0.272

CI: 0.133 \ Se \ 1.200 (0.125 \ Se \ 0.982)

Specificity: 0.961

Variance: 0.001; SE: 0.019

CI: 0.923 \ Sp \ 0.998 (0.897 \ Sp \ 0.987)

Specificity: 0.971

Variance: 0.001; SE: 0.019

CI: 0.932 \ Sp \ 1.010 (0.891 \ Sp \ 0.995)

Positive likelihood: 18.118

CI: 6.788 \ PL \ 48.363

Positive likelihood: 23.333

CI: 4.791 \ PL \ 113.633

Negative likelihood: 0.301

CI: 0.183 \ NL \ 0.497

Negative likelihood: 0.343

CI: 0.069 \ NL \ 1.701

Diagnostic odds ratio: 60.136

Variance: 1,403.699; SE: 37.466

CI: -13.300 \ OR \ 133.570 (17.730 \ OR \ 203.92)

Diagnostic odds ratio: 68.000

Variance: 9,316; SE: 96.519

CI: -121.180 \ OR \ 257.180 (4.21 \ OR \ 1098.32)

Error odds ratio: 0.100

Variance: 0.004; SE: 0.062

CI: -0.020 \ EOR \ 0.220 (0.030 \ EOR \ 0.340)

Error odds ratio: 0.059

Variance: 0.007; SE: 0.083

CI: -0.100 \ EOR \ 0.220 (0.000 \ EOR \ 0.950)

Youden’s J: 0.671

Variance: 0.006; SE: 0.076

CI: 0.522 \ J \ 0.820

Youden’s J: 0.638

Variance: 0.074; SE: 0.273

CI: 0.103 \ J \ 1.173

Positive predictive accuracy: 0.871

Variance: 0.00363; SE: 0.06021

CI: 0.753 \ pp \ 0.989 (0.692 \ pp \ 0.958)

Positive predictive accuracy: 0.500

Variance: 0.0625; SE: 0.25

CI: 0.01 \ pp \ 0.99 (0.092 \ pp \ 0.908)

Negative predictive accuracy: 0.899

Variance: 0.003; SE: 0.054

CI: 0.793 \ np \ 1.005 (0.726 \ np \ 0.973)

Negative predictive accuracy: 0.986

Variance: 0.004; SE: 0.059

CI: 0.868 \ np \ 1.103 (0.384 \ np \ 0.983)

Chi square (1 degree of freedom):

Pearson’s = 72.372 (P = 0.000) (GFX)

Likelihood ratio = 68.561 (P = 0.000) (LRX)

Yate’s = 68.530 (P = 0.000) (cont corr GFX)

Chi square (1 degree of freedom):

Pearson’s = 22.615 (P = 0.000) (GFX)

Likelihood ratio = 9.027 (P = 0.003) (LRX)

Yate’s = 11.973 (P = 0.000) (cont corr GFX)

Pearson’s correlation: 0.719 (P = 0.000) Pearson’s correlation: 0.557 (P = 0.000)

Note: CI—95% confidence interval for selected statistic with Wilson’s estimates of the interval in the brackets. For diagnostic odds ratio and

error odds ratio Wald’s confidence intervals are shown in brackets

Error odds ratio indicates if the probability of being wrongly classified is highest in the diseased or in the non-diseased group. If the error odds are

higher than one, the probability is highest in the diseased group (and the specificity of the test is better than the sensitivity); if the value is lower

than one, the probability of an incorrect classification is highest in the non-diseased group (and the sensitivity of the test is better than the

specificity)

Positive predictive accuracy is given in a table representative of the population: (1) the post-test probability, the probability for an individual in

the population who tested positive of having the disease; (2) of those who tested positive, the fractions of patients who were correctly and who

were not correctly classified

Negative predictive accuracy is given in a table representative of the population: (1) the post-test probability, the probability for an individual in

the population who tested negative of not having the disease; (2) of those who tested negative, the fractions who were correctly and who were not

correctly classified

The chi-square gives the probability of the relationship between the row and column variable being caused by chance. If the probability (P) of the

chi-square is low (less than 0.01), it is unlikely that the observed results are caused by chance. We provide the Pearson’s chi-square (for relatively

high sample size) and Yate’s chi-square

Pearson’s correlation is a measure of agreement and takes on the value zero if there is no more agreement between test and outcome than can be

expected on the basis of chance. It takes on the value 1 if there is perfect agreement
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many papers have been published describing such factors

[4, 7, 9, 35, 36]. They are determined with routine patho-

histological examination and molecular marker analysis,

and have increasingly gained attention in recent years. The

use of such predictors for determining a patient’s prognosis

is of utmost importance in selecting the best individual

treatment for a patient. In oncology, a large number of

statistical models are used to predict recurrences with the

application of prognostic variables [6, 8, 10, 37, 38].

In this study, with the use of LVQ neural networks we

developed a model that would identify patients who will

develop liver metastases after gastric resection. The final

model distinguished between two groups of patients:

patients who will develop liver metastases—isolated or in

addition to gastric bed or peritoneal disease—and those

who will not develop liver metastases. The latter group was

defined as patients at risk for locoregional relapse, perito-

neal dissemination, or without disease recurrence.

After surgical treatment, the patients were periodically

followed up and examined according to a standard proto-

col. As described elsewhere [6, 39, 40], most of the

recurrences occurred within the first 2 years. Liver

metastases were observed in 19.2% of cases. In most cases,

the recurrence was locoregional, in the form of peritoneal

carcinomatosis. These incidences were similar to other

studies in which liver metastases were found to be a rare

mode of carcinomatous spread [7, 39, 41–43].

From all the selected prognostic factors included in this

study, our model identified the size of the tumor, Lauren

histological type, UICC stage, adjuvant chemo/radiother-

apy, number of positive nodes, number of resected nodes,

and the fraction of positive ones from all resected lymph

nodes. Interestingly, these variables coincide with the

findings of other authors studying the occurrence of liver

metastases after gastric resection [7]. In their paper,

Marrelli et al. [6] describe the preoperative tumor marker

levels, Lauren’s intestinal histological type, and lymph

node involvement as independent prognostic factors for

liver metastases after radical surgical treatment of gastric

cancer. In fact, many other studies confirm a significant

association among intestinal histological type, high pre-

operative CEA values, lymph node involvement, and

hematogenous metastases from gastric cancer [7, 39, 44,

45]. In our study, the comparison of tumor characteristic

distribution between patients with and without liver

metastases confirmed, as anticipated, a higher number of

positive lymph nodes as well as a higher proportion of

metastatic lymph nodes among harvested nodes in the liver

metastases group. The comparison did, however, show

some unexpected tumor characteristic differences between

both groups. Even if the histological type distribution failed

to show significant differences in favor of the intestinal

type between both groups, the intestinal histological type

was still the most prevalent in the group of patients with

liver metastases. Surprisingly, the tumor size was also

insignificantly different in the group with liver metastases;

hence, there was no simple linear relationship between

tumor progression, size of the tumor, and liver metastases.

This mirrors the fact that the liver metastases producing

tumors have diverse characteristics that cannot be appre-

ciated by a simple statistical model. Our model, on the

other hand, was able to identify even those patients who are

considered to be at minor risk for liver metastases. This

capability of our model accounts for its extraordinary value

to make specific predictions of liver metastases.

The development of such a model requires accurate

data, a suitable number of cases, and no missing values.

The first two criteria are easily achieved, but as is usually

the case, there were some patients with missing values.

These cases could potentially endanger the analysis of the

data and model development. In order to prevent this, we

were forced to exclude these patients and risk selection bias

of our data.

The sensitivity and specificity for our development

sample were 71 and 96.1%, respectively. Similar values

were obtained for the test sample, which had a sensitivity of

66.7% and a specificity of 97.1%. These results clearly

demonstrate the high negative predictive value of our

model. Even though the positive predictive value is some-

what lower, the model still correctly predicted most of the

liver metastases. This result can mostly be accounted for by

the low number of liver metastases in the sample. Thus, the

sensitivity in the development sample in which 38 patients

had liver metastases was 71% higher than in the test sample,

in which only 3 out of 73 patients had such metastases. This

means that the performance of the model and its sensitivity

can be optimized simply by inclusion of a larger group of

patients. The accuracy was tested with a range of post-hoc

tests that all confirm the effectiveness of our model.

Many studies regarding the prediction of tumor recur-

rence with the use of mathematical models have been

published [6, 8, 10, 37, 38]. They usually apply regression

models [10], scoring systems [37], or tree algorithms [38]

to stratify patients into risk groups according to their

prognostic factors, but this and similar models present two

key problems. The first drawback is that many patients are

stratified in an intermediate risk group with an uncertain

outcome. The model presented in our study divides the

patients equally into two groups, one with a positive and

the other with a negative prediction for a specific outcome.

Such binary predictions are very important for therapeutic

planning. In clinical practice, it is usually the intermediate

risk group for which it is the most difficult to make deci-

sions for the right oncological treatment. These clear-cut

predictions, when made with reasonable accuracy, are of

prime importance for improvement of the prognosis.
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The second disadvantage of different models is their

inability to predict the exact site of recurrence. Marrelli and

colleagues [6] describe a model that, with reasonable

sensitivity and specificity, predicts tumor recurrence after a

curative resection, but their model fails to identify specific

recurrence sites. The proponents of such models reason that

with the use of more prognostic factors, precise predictions

can be made. We suspect this might be only a part of the

truth. Many statistical models do not acknowledge gastric

cancer as a heterogenic disease; 1.4–6.4% of early cancers

have been reported to recur [9, 46–48], and about half of

them produce hematogenic metastases [9, 47, 49]. The

morphological characteristics of these tumors are com-

pletely different from more advanced tumors with liver

metastases. Our model is conceptualized to recognize a

wide spectrum of morphological tumor characteristics that

could produce the same outcome, and with simple modi-

fication a prediction of other specific recurrence sites could

be made. The last novelty of this model is the use of

adjuvant chemo/radiotherapy as a predictor. To our

knowledge, none of the published models use this factor as

one that can greatly alter the course of the disease for their

predictions.

Despite the fact that gastric cancer is a disease with

locoregional recurrence in over 80% of cases, modern

adjuvant treatment aimed at locoregional control and better

screening protocols improve patients’ survival. Conse-

quently, patients who do not live long enough to show

evidence of blood-borne metastases are now becoming

more and more common. This positive trend might demand

reconsideration in gastric cancer treatment strategies.

Indeed, the greatest understanding of modern oncology is

the individualization of cancer treatment. This can only be

made possible by exact prediction of disease progression.

To stratify patients, not only according to their survival

prognosis, but also according to the recurrence site, will

consequently alter the adjuvant treatment and follow-up

strategy. Although the results presented in this study could

greatly help in attaining this goal, they are still too opti-

mistic to be relied upon. The inclusion of more patients

along with the identification of different predictors, or even

molecular markers, is still necessary to improve the effi-

ciency of our model and to have it put to use in the

seemingly hopeless war against cancer.
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36. Siewert JR, Böttcher K, Stien HJ, Roder JD, The German Gastric

Carcinoma Study Group. Relevant prognostic factors in gastric

cancer. Ten-Year Results German Gastric Cancer Study.

1998;228:449–461.

37. Grisaru DA, Covens A, Franssen E, et al. Histopathologic score

predicts recurrence free survival after radical surgery in patients

with stage IA2-IB1–2 cervical carcinoma. Cancer. 2003;97:1904–

1908.
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