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Abstract

Blockchain and Decentralized Applications (DApps) are increasingly important for
creating trust and transparency in data storage and computation. However, on-chain
transactions are often costly and slow. To overcome this challenge, off-chain nodes
can be used to store and compute data. Unfortunately, this introduces the risk of
untrusted nodes. To address this, authenticated data structures have been proposed,
however, this ignores the compute of data from the raw data. We tackle this challenge
by introducing zk-Oracle, which provides an efficient and trusted compute and storage
off-chain. There is a challenge in using zero-knowledge proofs (zk-proof for short),
which is the large proof generation time. We aim to overcome it with novel designs in
zk-Oracle. zk-Oracle builds on zk-proofs technologies to achieve two goals. First, the
computation of data structures from raw data and the corresponding proof generation
is improved in terms of performance. Second, the verification on-chain is inexpensive
and fast. Our experiments show that we can speed up zk-proof generation by up to
550x faster than the baseline method.

Keywords Blockchain - IoT - DApps - zk-SNARKSs

1 Introduction

Blockchain is a distributed database that allows multiple parties to share and maintain
a single, tamper-evident ledger of transactions. It is the technology underlying cryp-
tocurrencies such as Bitcoin and Ethereum. DApps (decentralized applications) are
applications that are built on top of blockchain. They are not controlled by any single
authority, but rather operate on a decentralized network of computers. Blockchain and
DApps are important because they offer a way to conduct transactions and exchange
value without the need for a central authority. This not only has the potential to make
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transactions faster and more efficient, but also create new types of applications that
were not previously possible. For example, DApps can be used to create decentralized
markets [1], enable secure voting systems [2], or provide a platform for peer-to-peer
lending [3].

One of the challenges of blockchain-based DApps is the high cost and latency of
transactions. Because all transactions on a blockchain must be processed by every node
on the network, the more users a DApp has, the more computational power is required
to process transactions. This can lead to slow performance and high transaction fees.
For example, writing to a blockchain smart contract can take tens of minutes or more
to finalize [4]. Likewise, the cost of a smart contract operation/write is estimated to
be around 3 dollars [5].

To be practical for high-volume transactions, DApps now are built using a combina-
tion of on-chain and off-chain components to achieve the desired level of performance
and cost efficiency. The on-chain component of a DApp typically consists of a smart
contract that defines the rules and logic of the application, while the off-chain compo-
nent consists of the user interface and other supporting services that interact with the
smart contract. In this way, heavy-weight tasks like computation and data storage can
be performed with off-chain nodes, reducing the monetary and performance overhead
of performing actions on-chain.

However, this hybrid approach introduces security risks of utilizing off-chain nodes
that are outside of the blockchain network and are thus not governed by the same secu-
rity guarantees. For this reason, two kinds of techniques were often used to ensure that
off-chain nodes will not act maliciously. (1) The first type of methods use authenticated
data structures to provide trust in the outcome of off-chain nodes’ processing [6-9].
However, the problem with these methods is that a trusted entity is needed to guarantee
the integrity of such data structures. (2) The second type of methods relies on verifiable
computing techniques [10-12]. However, these methods could be quite expensive for
off-chain nodes. For example, the proving time of a CNN (Convolutional Neural Net-
work) model on the dataset VGG16 [13] (around 568 MB) takes about 10 years [14]
using state-of-the-art techniques such as zk-SNARKSs [15].

In this work, we propose zk-Oracle, an on-chain/off-chain solution that enables
efficient and cost-effective solutions for off-chain compute and storage. The main
contribution is to study approaches to speed up zk-based proof generation. We propose
a batching algorithm for zk-proof generation that utilizes two design patterns: (1)
horizontal batching, and (2) vertical batching. Specifically, horizontal batching refers
to splitting the whole input dataset (or workloads) into small ones, such that each batch
of data can be processed with the verification program sequentially. Vertical batching,
on the other hand, breaks up the complete program into multiple small modules such
that these modules can be performed sequentially or independently with the correct
logic and outcome. We optimize the size of zk-proofs such that the proposed batching
algorithm will not produce zk-proofs that are larger in size compared with that of the
baseline solution. In addition, the proposed batching algorithm can be performed in
parallel which further saves the zk-proof generation time. Lastly, the proposed batching
method can be implemented as a layer on top of existing state-of-the-art zk-SNARK
systems and tools, such as libsnark [16] and ZoKrates [17].
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Although zk-Oracle is applicable to general DApps, the focus in this paper is on
two classes of applications: (1) IoT/supply chain applications where the data sources
are small [oT devices that are not capable of compute/storage. (2) Gaming and social
DApps, where users use small or mobile devices that are not available all the time,
and may be limited in terms of compute due to energy preservation.

The contributions of this paper are as follows:

e We propose zk-Oracle, an on-chain/off-chain solution that enables efficient and
cost-effective solutions for off-chain compute and storage.

e We propose a batching algorithm that utilizes two design patterns—horizontal
and vertical batching—to speed up zk-proof generation. The proposed batching
method can be easily implemented with state-of-the-art zk-SNARK systems and
tools.

e We conduct a comprehensive evaluation to study the effectiveness of our solution.
Our experiments show that we can speed up zk-proof generation by up to 550x
faster than the baseline method.

The rest of the paper is organized as follows: We first present the preliminaries
in Sect. 2. Then, we introduce zk-Oracle design in Sect. 3 followed by the detailed
techniques of accelerating zk-proof generation in Sect. 4. In Sect. 5, we show our
experiments. In Sect. 6, we describe related work and conclude with a discussion of
future directions and challenges in Sect. 7.

2 Preliminaries
2.1 Blockchain and DApps

Blockchain technology is a decentralized and distributed ledger system that allows for
the secure and transparent storage and transfer of data. It is best known as the underly-
ing technology behind cryptocurrencies such as Bitcoin, but its potential applications
go far beyond that. One of the most promising use cases for blockchain technology
is decentralized applications (DApps). These are software applications that run on
a blockchain network and operate in a decentralized manner, meaning they are not
controlled by any single entity or authority. DApps have the potential to transform a
variety of industries, from finance and healthcare to supply chain management and
social media, by providing more secure, transparent, and efficient ways of exchanging
information and conducting transactions.

A major challenge for DApps is the high cost of transactions on many blockchain
platforms. This can make it expensive for users to interact with DApps especially
when the DApps require heavy computation and large storage. Instead of storing and
computing data on blockchain, zk-Oracle offloads the heavy computation processing
and stores a large amount of data on off-chain nodes. While zk-Oracle guarantees the
integrity of the computation and data, it significantly reduces the on-chain transaction
fees.
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2.2 zk-SNARK

zk-SNARK [18] stands for “Zero-Knowledge Succinct Non-Interactive Argument of
Knowledge”, and it refers to a proof construction where one can prove possession of
certain information, without revealing that information. For instance, a zk-SNARK
can be used to prove and verify this statement “Given a public predicate F and a
public input x, I know a secret input w such that F(x, w) = frue”. Given a statement
s, zk-SNARK is used in the following way by utilizing three components: the setup
component, the prover component, and the verifier component for DApps (Fig. 1):

e In the setup component, a setup node generates a proving key Pk and a verifica-
tion key Vk; that will be used to generate and verify proofs. Although these two
keys can be published, the computation work to generate these two keys should
remain a secret. Therefore, for zk-SNARK, the setup—which is a one-time process
before operation—must be performed by a trusted node or multiparty computa-
tion, MPC [19]. After setup, there is no need for trusted nodes. The generation
of the two keys is influenced by the type of computation that needs to be proven.
The user provides the program to be proven/verified as well as the inputs to such
computation. The user assigns which parts of the inputs are public and which parts
are secret. In zk-Oracle, for example, the program to prove/verify is the one that
updates the key—value pairs and produces a new state about the key—value pairs;
and the inputs to the program are the previous state and its digest as well as the
operations that are applied to the previous state to generate the new state.

e The prover node in the prover component is responsible for generating the cor-
rectness proof of the computation. It needs three parameters, the proving key Pk;,
the public information, Inf,,s, and the secret information, /7 fsecrer Which is
optional. After collecting these parameters, the prover node generates a proof 7y
of the computation outcome.

e In the verifier component, the verifier uses three parameters: the verification key
Vks, the public information /7 f),, and the proof m, to verify the proof s. After
collecting these parameters, the verifier node generates a decision (True or False).
In hybrid blockchains, the verifier can be a smart contract. Typical zk-SNARK
protocols are designed so that verification is fast at the expense of a more lengthy
proof generation process. This is suitable for hybrid blockchains, since generating
proofs is performed by off-chain nodes that do not have the constraints of smart
contracts, while verification is performed on-chain.

2.3 Use cases

To use zk-SNARK to do computation on raw data, the raw data would first need to be
sent to an off-chain node. This node would then perform the necessary calculations to
get the zk-proofs for such calculations, using the zk-SNARK proof construction. The
zk-proofs are then sent back to the original sender or to another party for verification.

In the IoT space, zk-SNARKS is used to verify the authenticity and integrity of
sensor data without revealing the actual data being collected [20]. This could be espe-
cially useful in applications where sensitive information is being collected, such as in
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Fig.1 The workflow of zk-SNARK for DApps

healthcare or financial services. In the supply chain space, zk-SNARKSs can be used
to verify the provenance of goods, ensuring that they have not been tampered with or
counterfeited [21]. This could be especially useful in industries where counterfeiting
is a major concern, such as in the pharmaceutical or luxury goods industries.

In the gaming industry, zk-SNARKSs can be used to verify the fairness of online
games, ensuring that the game results are truly random and not influenced by any
outside factors [22]. This could help to build trust and confidence among players and
increase the overall enjoyment of the gaming experience. In the social network space,
zk-SNARKS can be used to verify the authenticity of user accounts, ensuring that the
person behind the account is who they claim to be [23, 24]. This helps reduce the
prevalence of fake accounts and increase trust among users. It can also be used to
verify the authenticity of content posted on the network, helping to reduce the spread
of misinformation and fake news.

3 zk-Oracle design

In this section, we describe the design of zk-Oracle.

3.1 System model

zk-Oracle consists of the following components (Fig. 2):
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Fig.2 The framework of zk-Oracle

e Sources the sources collect or generate raw data. Examples are [oT devices that
use sensors to collect data from their environment.

e Off-chain provers the off-chain provers compute the data from the raw data and
perform zk-SNARK computation to generate proofs of their computation.

e Consumers the consumers send read and write requests to smart contracts and get
the response from smart contracts.

e Smart contracts on-chain smart contracts handle the verification and maintenance
of digests related to the computation results and zk-proof data. Also, the smart
contract handles the punishment strategy by verifying whether the zk-proof is
valid. If the zk-proof can not be proven to be valid, then the smart contract punishes
the off-chain prover by withdrawing funds from its escrow account.

Security model. The Off-chain prover is not trusted. It can deviate from the pro-
tocol in arbitrary ways, similar to byzantine failures [25]. Off-chain provers can
collude together and with consumers. The smart contract logic executes correctly—
without deviating from the protocol—due to running on blockchain. Write requests
are assumed to be authenticated by consumers, which prevents off-chain provers from
fabricating clients requests.

Network model. For safety we consider an asynchronous network model, meaning
that we do not make assumptions about the network to guarantee safety. However, for
liveness, since it cannot be guaranteed in asynchronous settings [26], we assume a
partially-synchronous model.

In a partially synchronous model [27], the network model assumes that there is
an upper bound on message delays and that the network switches between periods of
synchrony and asynchrony. During the synchronous periods, all messages are delivered
within the bound and the network behaves as if it were synchronous. During the
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asynchrony periods, messages may be delayed beyond the bound, and the network
behaves as if it were asynchronous.

System assumptions. We assume that the sources (see Fig. 2) have low compute/s-
torage capabilities that they cannot process raw data. The off-chain provers have high
compute/storage capabilities but are not trusted.

3.2 Overview

We now provide a description of zk-Oracle’s core design. We will describe the end-
to-end life-cycle of the zk-Oracle workflow.

Step @: A source s creates or collects the raw data D from its environment.

Step @: The source s sends the raw data D to an off-chain prover (node) p.

Step @: A consumer sends a request r to an off-chain prover (node) p. An example
of r can be “What is the logistic regression model trained based on D given some
pre-defined parameters?”.

Step @: After the prover p receives the raw data D and the request r, it performs two
steps to complete the computation task.

e Step @(a): The prover p first performs the computation on D according to the
requirement of the request . After the computation finishes, the prover p gets the
final output of the computation (possibly with many intermediate outputs).

e Step @(b): Next, the prover p performs zk-SNARK computation to get the corre-
sponding zk-proof 7 for the computation. Although generating the corresponding
zk-proof m also provides the prover p with the final output of the computation, we
will show why Step @(a) is necessary for the performance of zk-Oracle in Sect. 4.

Step ®: The prover p sends the corresponding zk-proof to the smart contract sc on
blockchain. The sc verifies whether the zk-proof r is valid. If 7 is not valid, the prover
will be punished.

Step ®: The consumer reads the output and the transformed data after the smart
contract successfully verifies . We store the transformed data with auxiliary data
structures. For example, we build the key—value pairs with a Merkle tree structure.
When a consumer wants to read a specific value, they will receive the hash values
of the Merkle tree nodes instead of the whole Merkle tree structure. In this way, the
consumer can verify the integrity of the value without receiving a large data structure.

4 Accelerating zk-proof generation

While zk-proof generation takes a long time with the zk-SNARK baseline method,
we propose a solution to speed up the zk-proof generation process. Our method works
for any zk-SNARK-based method since it does not rely on specific zk-SNARK con-
structions.

zk-Oracle focuses on the method based on the Groth16 [15] schema. The proof size
of Grothl16 is relatively small which makes Groth16 popular for blockchain-based
applications since verifying the Groth16 proof is cheap.
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4.1 Motivation

We observe that the zk-proof generation time significantly increases when the com-
plexity of the computation task grows. For example, the zk-proof generation time
for training a logistic regression model is 1 second with 100 training data samples;
however, the zk-proof generation time becomes more than 6000 s when training with
10,000 data samples. We notice that the total time for zk-proof generation is only 100
s when we train a logistic regression model on 100 batches with each batch containing
100 data samples (the total number of samples is still 10,000 in this case).

From this analysis, the state-of-the-art zk-SNARKS transform the computation of
a circuit into an equivalent representation called a Quadratic Arithmetic Program,
QAP [28]. Assuming that a circuit with N wires and M gates is a computational
structure that represents the sequence of logical operations to be performed. In the
QAP approach, this circuit is transformed into a set of polynomials. Specifically, O(N)
polynomials are generated, each with a degree of O(M). These polynomials represent
the relationships and computations within the circuit. The complexity of evaluating
these O(N) polynomials depends on both the number of polynomials and the degree
of each polynomial. So the evaluation complexity is O(MN), where M represents the
degree of the polynomials, and N represents the number of wires (variables) in the
circuit.

While the more complex computation tasks have both larger M and N, they often
need much more time to generate zk-proofs.

The experimental results and analysis motivate us to split large computation tasks
into small ones which we refer to as batches in this paper. By using the batch techniques,
the zk-proof generation time for each subtask becomes shorter and thus leads to a lower
zk-proof generation time in total. In the following, we first present a formal definition of
the batching approach used in this work. After that, we present two batching techniques
that divide large computation tasks into small ones. Finally, we describe the methods
for optimizing the size of zk-proofs.

Definition 1 (zk-Batch) Given a set of datasets D = {Dy, D, ..., D,,} and a set of
programs P = { Py, P, ..., P,}, where D; is adataset and P; is a program, a zk-batch
B(D;, Pj) is a program where the program P; is performed on the dataset D;.

Example 1 Suppose we are training a logistic regression model on a dataset D =
{D1, D>, ..., Dy} with a training program P = {Py, Pa, ..., P,}. Denote P; as the
program for the first epoch of training, then a zk-Batch B(Dj, P1) means that we train
the logistic regression model for 1 epoch on the dataset D. And P; training on D; is
the ith epoch of training on D ;. We apply all m x n components to mimic training for
n epochs on m datasets.

While the batching methods are often used in many contexts, there are new chal-
lenges when applied to zero-knowledge proofs. These challenges include how to deal
with the inputs and outputs of the batches so that the proof generation can be done
in parallel and its cost can be significantly reduced without increasing the verification
cost significantly.
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4.2 Horizontal batching for zk-proof generation

Horizontal batching for zk-proof generation aims to split the whole input dataset
(or workloads) into smaller ones, such that each batch of data can be performed
with the program sequentially. Figure 3 shows an illustration of horizontal batching.
Essentially, the program should be able to process a batch of data either independently
or sequentially without affecting the final outcome of the computation task. The zk-
batch B; can be processed for proof generation before B;_; when the programs are
processed independently.

Formally, given a dataset D = {Dj, D3, ..., Dy} and a program P, horizontal
batching works when P (D) is equivalent to the result of executing P in the order of
P(Dy), P(Dy), ..., P(Dy,,), where P(D) represents the outcome obtained by exe-
cuting P on D. The property also holds if P(D;) is independent of P(D;) where
i # j.More precisely, horizontal batching requires that the computation task can be
executed on a subset of D in a sequential or parallel way.

Example 2 Suppose that we are training a machine learning (ML for short) model on
a dataset D = {D1, Dy, ..., D;,} with a training program P. And P uses the batch
gradients to update the model. That is, the gradients are computed for a single batch
to update the model each time. In the scenario, the whole process can be represented
in the following order: P(Dy1), P(D>), ..., P(Dy,). Therefore, horizontal batching
works naturally for such a task.

4.3 Vertical batching for zk-proof generation
Vertical batching for zk-proof generation breaks up the complete program into multiple

small modules such that they maintain the same correct logic and outcome. Figure 4
illustrates the vertical batching workflow. In principle, any program can be split into
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multiple small modules as long as the program has more than one computation oper-
ation.

Formally, given a dataset D and a program P = {Py, P>, ..., P,}, vertical batch-
ing can work when P (D) is equivalent to the result by executing Py, P>, ..., P, in
the order of Pi(D), P,(P1(D)), ..., P,(P,—1(---(D))) where P;(D) represents the
outcome obtained by executing P; on D. The property also holds if P;(D) is inde-
pendent of P;(D) where i # j. The intermediate states P,_1(P,—2(--- (D))) can be
precomputed without using zero-knowledge proofs as the cost of precomputing these
intermediate states is negligible than generating zero-knowledge proofs.

To make the outcome of each zk-batch more interpretable, we make each zk-batch
have the same programming structure. For example, in ML training tasks, a zk-batch
can be the program that trains the ML model for one epoch. A complete ML algorithm
involving 20 epochs for training a ML model would lead to 20 zk-batches using the
vertical batching method. All 20 batches have the same programming structure and
thus we are able to perform vertical batching.

While a zk-batch means a partial dataset in horizontal batching, it represents
a partial program in vertical batching. We describe the representations of base-
line, horizontal and vertical batching methods for comparison with the Definition
1. Denote D = {Dy, D>, ...,D,,} and P = {Py, P5, ..., P,} as the whole dataset
and the complete program respectively. The task with the baseline method can
be represented as B(D, P), the task with horizontal batching can be represented
as B(Dy, P), B(Da, P), ..., B(D,,, P) and the task with vertical batching can be
denoted as B(D, P1), B(D, P»), ..., B(D, P,).
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4.4 Limitations of horizontal batching and vertical batching

Horizontal batching only works for data-independent computations. One example is
the machine learning algorithm with Stochastic Gradient Descent, SGD [29]. SGD
is an iterative optimization algorithm that updates the model’s parameters based on
the gradient of the loss function computed on a single randomly sampled training
example at a time. Unlike batch gradient descent, which computes the gradient of the
loss function for all training examples in the dataset, SGD updates the parameters
on a small subset of the data at each iteration, which can lead to faster convergence.
However, horizontal batching does not work for tasks that need to load the whole input
dataset into memory for computation, such as the computation with batch gradient
descent.

Vertical batching only works for program-divisible computations. Most programs
can be divisible regardless of their expressiveness. For example, we can take each line
of code as a batch in the extreme case. In practice, it is better to make each zk-batch
have the same programming structure to achieve good expressiveness in the types of
statements we can prove as described in Sect. 4.3.

4.5 Optimizing the proof size

The solution to generating zk-proofs with horizontal and vertical batching can signif-
icantly reduce the zk-proof generation time. However, producing a zk-proof for each
zk-batch results in a large final zk-proof size. To solve this problem, we propose a way
to reduce the redundant content in the zk-proofs. Before introducing our solution, we
first review the components of a zk-proof. A zk-proof for a zk-batch B(D, P), denoted
as wp(p, p), is made up of the public input dataset D, the output of the computation
Out and the cryptographic commitment C. The size of 7g(p, p) then equals the sum
of the size of the input, output, and cryptographic commitment. The equation is shown
below.

l7B(p,P)| = |D| + |Out| + |C], ey

where | - | denotes the size of the enclosed set. The following pseudocode shows the
function F(-) that we want to prove.

def F(public D, private w) — output data type{
output = P(D, w)
return output

F (-) is the function to be proven rather than the one used to generate the proof. We
denote Proof (F(-)) as the proof generation function for generating a proof for the
function F(-). At a high level, the function F(-) proceeds in three steps to generate a
zk-proof. First, F(-) takes the public input D and private input w as inputs. Second,
it performs the computation program P (D, w) to get the output. Third, it returns the
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desired computation result obtained from P (D, w). After running F (D, w) with a
zk-SNARK tool, a zk-proof 7 g(p, p) is generated which is used to prove that F'(D, w)
is run correctly.

To reduce the size of the proofs, we relate and chain the proofs of different batches
together. This creates three types of batches in a chain of batches: the head zk-batch,
middle zk-batch, and tail zk-batch. The proposed three kinds of zk-batches work for
both horizontal and vertical batching. The following pseudocode Fjeqq(-) shows the
function that we want to prove for the head (first) zk-batch:

def F_head(public D;, private w) — bool{
output = P(Dy, w)
res = Ry
return (output == res)

where R; is the output obtained by pre-computing P (D1, w) (see the step @(a) in
Fig. 2) without generating zk-proofs. R, like the function P (-), must be public to the
other users to guarantee the validity of the zk-proof for 7w g(p,,w). Freaa Only returns
a bool type instead of the real output of P (D1, w) because this makes the 75(p,,u)
much smaller (recall the components of a zk-proof at the beginning of this section)
when the size of the output of P (D1, w) is large.
Assuming that there are k zk-batches, to generate the zk-proofs for the 2nd to
(k—1)th zk-batches, i.e. middle zk-batches, we define the following function Fj;g41e ()
that we want to prove for the middle batches.

def F_middle(private w) — bool{
// i denotes the i—th zk—batch

input = R

output = P(input, w)
res = R;

return (output == res)

Fidadie(+) takes no public inputs. Instead, it initializes an input inside F;gq1¢(-) as
R;_1 which is the output of the (i — 1)-th zk-batch. Similar to the strategy in Fjeqd,
Friadle returns a bool type instead of the real output of P(input, w) to reduce the
size of its zk-proof. Also, R;_1 and R;, like the function P(-), should be public to the
other users to verify the validity of the generated zk-proofs.

To generate the zk-proof for the tail (last) zk-batch, we define the following function
Fi4i1(+) that we want to prove for the tail batch.
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def F_tail(private w) — desired data type{
input = Ry
output = P(input, w)
return output

Fi4i1(+) takes no public inputs. Instead, it initializes an input inside Fy,;;(-) as R,—1
which is the output of the (k — 1)th zk-batch. Different from Fj.qq(-) and Fnigaqie(:),
Fi4i1(+) returns the desired output instead of a boolean value because the output is to
be included in a zk-proof such that the other users can verify the final output of the
computation task.

Algorithm 1 shows the full algorithm of how the zk-proofs are generated with the
proposed batching method. To enable users to verify the validity of these zk-proofs,
the programs P, the set of datasets D = {D1, D3, ..., Dy}, the set of programs
P = {P1, P, ..., P,}, and the set of generated outputs R = {R1, R2, ..., Ryyn—1}
on B(D;, Pj) (i € [1,m], j € [1,n]) are all public. The full algorithm generates
a zk-proof for each zk-batch (lines 5-18). For the first and last zk-batch, it adopts
Fheaa(+) and Fy4i1(-), as described before, to generate zk-proofs (lines 7—11). For
the middle zk-batches, we generate the proofs for the computation tasks described
in the functions Fj;;q41.(-) (lines 12—14). The batching algorithm finally returns mn
zk-proofs i.e mg(p,,p1) 10 TB(D,,, P,) (line 18).

In the Algorithm 1, we assume that both the horizontal and vertical batching methods
are applied for zk-proof generation. However, this algorithm also works for the scenario
when only one of the horizontal and vertical batching methods works.

Algorithm 1 Batching method for zk-proof generation

Require: (Public information)

1: The program P;

2: The set of datasets D = {Dy, D3, ..., Dp};

3: The set of programs P = {Py, Pa, ..., Py};

4: The set of generated outputs R = {Ry, Ra, ..., Ryyp—1} on B(D;, Pj) (i € [1,m], j € [1,n]).
Require: (Input) The private input x and public input D;

Ensure: (Output) zk-proofs for mn zk-batches;

5: fori < 1ton do

6: for j < 1tomdo

7: if i ==1and j == 1 then

8: TB(Dy,Py) = Proof (Fpead(Di, w));
9: else

10: if ( # land j # 1)and (i # n and j # m) then
11: 7B(D;.Pj) = Proof (Fuiddie(w));
12: else

13: TB(Dy, Py) = Proof (Fyait(w));
14: end if

15: end if

16:  end for

17: end for

18: return all proofs;
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Algorithm Properties. The batching algorithm for zk-proof generation owns two
properties: (1) The algorithm can be performed in parallel. All the three functions
Fread(:)s Fmiddie(:) and Fygi(-) take some known inputs such as D and R, meaning
that none of them will interact with each other. Therefore, all the three functions can
be performed independently. This property is good for improving performance as it
allows for parallel execution. (2) The size of zk-proofs is O(|D| + |Out| + k|C|)
where Out and C are the final output and the cryptographic commitment for each
zk-proof respectively, k is the number of zk-batches and | - | denotes the size of the
enclosed set. Because the size of each commitment of a zk-proof is constant (with the
state-of-the-art and commonly used Groth16 schema [15]), we conclude that the sizes
of the zk-proofs for the head, middle and tail zk-batches are O (|D| + |C|), O(|C])
and O(]Out| + |C]) respectively. Consequently, the total size of these zk-proofs is
O(|D| 4 |Out| + k|C]). The size of C is often quite small. When the sizes of D and
Out are large, the zk-proof size of our batching algorithm becomes close to that of
the baseline O (|D| + |Out| + |C|).

Generating a single zk-proof of zk-proofs. To further optimize the size of zk-
Oracle’s k zk-proofs, we can generate a zk-proof for proving that the k zk-proofs are
valid. In this way, the number of cryptographic commitments is reduced to 1. And the
optimized zk-proof size becomes O (|D| 4 |Out| 4+ |C|) which equals to that of the
baseline. The following pseudocode shows how to do it.

def zk-G(public D, private w) — desired data type{
zk_proof = [zk—proofs for k zk—batches]
for I to k:
Verify(zk_proof, w)
return output
// output could be a boolean value to indicate
// whether these zk—proofs are valid or not

In this way, verifying the k zk-proofs can be done with off-chain machines, and only
a single zk-proof need to be verified on blockchain.

The way to generate a single zk-proof of zk-proofs here is more like a proof aggre-
gation method [30]. This method takes multiple zk-proofs as inputs and outputs a
single proof.

Another way to generate a single proof is called recursive zero-knowledge
proofs [31, 32]. While recursive zero-knowledge proofs allow chained logical reason-
ing, they allow more expressiveness in the types of statements we can prove. However,
it is quite expensive to generate the zk proof in a recursive way. The reason is that
verifying a zk proof still takes millions of gates that will enlarge the size of the circuits
of the sub-programs except for the first one.

Due to the drawback of the aggregation methods, we verify all the proofs instead
of the proof generated in the aggregation method to improve the expressiveness of the
types of statements we are proving. We show the extra cost of doing all the zk-proofs
verification on-chain compared with a single proof verification in the experiment
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section. Also, we compare our method with the recursive method with respect to the
proof generation overhead.

5 Experiment

In this section, we perform an experimental evaluation of the performance of zk-Oracle.

5.1 Setup

Experimental setup. Our experiments are performed on the Ethereum Goerli test
network, which has recently switched to proof-of-stake (PoS). We implement the
on-chain components using solidity smart contracts, and implement off-chain com-
ponents using Javascript and Python. Software and libraries that we use for specific
approaches are mentioned later in the section. The experimental environment is a
computer with a Quad-Core Intel Core i5 processor, 8 GB memory, running macOS
Catalina. We use ZoKrates [17], a toolbox for zk-SNARKSs on Ethereum. ZoKrates
supports automatically generating the verifier smart contract in solidity, to implement a
zk-SNARKs-based approach. The implementation of ZoKrates is based on libsnark," a
cryptographic library that implements zk-SNARK schemes. And we use Groth16 [15]
scheme to derive proofs with a small size with ZoKrates.

Datasets: we use the Yahoo! Cloud Serving Benchmark, YCSB [33] to generate the
workload for database experiments. The second dataset, 3D Road Network (Road for
short) [34], includes 3D road network with highly accurate elevation information. It
contains 430K data samples. We use this dataset for Logistic Regression training and
Neural Network inference tasks.

Tasks: we show the effectiveness of our solution on three common tasks.

e Key-value updates. This task takes key—value pairs as the input and outputs the
inclusion proof for the key—value pair and the sequence number where it is added.
We use the Merkle tree structure [35] to construct the pairs. The inclusion proof
includes the sibling node of every node in the path from the data item to the root of
the Merkle tree. A client receiving the proof calculates the root of the Merkle tree
using the provided hashes. If the calculated MMR root matches the original MMR
root, then the client knows that the received item is correct. This task is common
in databases, blockchain and many other areas. Horizontal batching is used to
evaluate our method on this task. Specifically, we partition all the key—value pairs
into k disjoint batches while preserving the order of the batches and the elements
within each batch. And then we generate the proofs for each batch sequentially.

e Logistic Regression model training. We train a Logistic Regression model and
send the model to the blockchain. We use vertical batching in this task. As the
algorithm takes multiple epochs for training, we take the process of one epoch as
a batch. And we adopt the batch gradient descent algorithm to update the model’s
parameters based on all the training dataset for each batch. We run the epochs of

1 https://github.com/scipr-lab/libsnark.
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training sequentially so that the final parameters of the Logistic Regression model
are not changed.

e Neural Network inference. We use a Neural Network model to do inference tasks
and send the predictions to the blockchain. We use both horizontal and vertical
batching in this task. Specifically, we partition the dataset into multiple subsets.
Each time, we use the Neural Network model on a subset of the dataset to do
inference. As the inference on the data samples is independent of each other,
horizontal batching will not change the final inference results. For each subset, we
take the computation of each layer as a batch using vertical batching.

We call the method proposed to speed up zk-proof generation as the Batching
method and the method for generating a zk-proof for a monolithic task as the Baseline
method in the experiment.

Default parameters. Unless we mention otherwise, the number of features is set to 10
for the logistic regression model training. The neural network used for ML inference
task has three layers.

Cost. In Ethereum, on-chain execution and verification cost is calculated in a unit
called gas. For ease of exposition in the rest of this section, we also present the cost
in dollars. Because the gas-dollar conversion rate fluctuates, we make the following
assumption about the price of gas. We assume the base gas price as 20 Gwei? according
to recent approximate pricing on Ethereum Mainnet at the time of writing this paper.
We also assume that the price of one ether is equal to 1500 dollars.

5.2 zk-Proof generation time evaluation

The executing time for generating zk-proofs mainly includes the time of compiling
a circuit, key generation and witness computation (i.e. the normal computing for the
task without zk-proof generation). While the time for key generation and witness
computation is less than one second, the executing time is dominated by compiling a
circuit. Because state-of-the-art zk-SNARK systems [16] can only support statements
of up to 10-20 million gates, we can not generate the zk-proof for the whole YCSB and
Road datasets. Therefore, in each round of zk-proof generation, we select 100K as the
maximal amount of workload for the key—value updates, 10K for Logistic Regression
model training and 10K for Neural Network inference tasks. We calculate the average
executing time of the above-specified number of data samples or operations in the
evaluation.

2 Gwei is a denomination of Ethereum’s ether (ETH). A gwei is one-billionth of one ETH.
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Figure 5a—c illustrate the executing time for the three tasks. For all three tasks,
each zk-batch contains 500 data samples or operations. Compared with the Baseline
method, the batching method performs similarly in terms of executing time for all
three tasks when the amount of workload is small (i.e. with a small number of zk-
batches). However, the batching method reduces the execution time significantly when
the size of the workload increases. Specifically, the batching method saves more than
4 h, 2 h, and 2 h for the key—value updates, Logistic Regression model training, and
Neural Network inference tasks. This also implies that the batching method can save
even more time when the workload increases, which is the case for DApps that would
generate large amounts of data continuously.

We evaluate the zk-proof generation time by varying the number of zk-batches for
a fixed amount of workloads (and datasets). The experimental results of the baseline,
batching and recursive [32] methods are shown in Table 1. The fewer the number of
zk-batches, the larger the size of each zk-batch as the total number of data samples
is fixed. For the recursive method, the proof generation time of the recursive method
increases when the number of batches increases. This is because each proof, except for
the first proof, involves the circuit for verifying the previous proof. More batches lead
to more proof generation time to verify the previous proof. For the batching method,
the results show that using the smaller size of a zk-batch usually saves more time than
that of a zk-batch with a larger size. The best choice of the number of zk-batches
is not always the larger number of zk-batches. 30 is the best one for the key—value
updates task. 50 is the best choice for the Logistic Regression training. 35 and 45
are the best choices for the Neural Network inference task. The reason is that the zk-
proof generation involves (constant) “preparing” time for each zk-batch. In addition,
we observe from Table 1 that the zk-proof generation time fluctuates in only a small
range when the number of zk-batches is larger than a threshold. However, the larger
number of zk-batches will produce extra time for verifying more zk-proofs. Therefore,
choosing the largest number of zk-batches is not the best choice.

5.3 On-chain cost evaluation

The generated zk-proofs need to be sent to the smart contract for verification. Figure 6
illustrates the on-chain cost with different numbers of zk-batches for the Logistic
Regression model training task. The basic on-chain cost for verifying a zk-proof is
around 7 dollars and the extra cost for verifying the 5 to 20 zk-proofs generated by
the batching method is around 1 to 4 dollars. The main on-chain cost is for storing the
parameters of the Logistic Regression model rather than the verification computing.
Therefore, the extra on-chain cost with more numbers of zk-batches is not linear with
the number of zk-batches.

We show the on-chain cost with different numbers of zk-batches for the key—value
updating and Neural Network inference tasks in Table 2. The on-chain cost of the
Baseline method for Neural Network inference is high because it is expensive to store
100 (note that it is not 10K) predictions on blockchain. One possible way to reduce this
cost is to choose a more efficient structure to store these predictions. The computing
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Table2 On-chain cost (in dollars) with different numbers of batches for the key—value updating and Neural
Network inference tasks

Key-value updating (100K) Neural Network Inference (100)
(# of zk-batches) Baseline Batching Baseline Batching
5 3.015 4.020 30.725 31.730
10 3.015 5.025 30.725 32.735
15 3.015 6.030 30.725 33.740
20 3.015 7.035 30.725 34.745
25 3.015 8.040 30.725 35.750
30 3.015 9.045 30.725 36.755
35 3.015 10.050 30.725 37.760
40 3.015 11.055 30.725 38.765
45 3.015 12.060 30.725 39.770
50 3.015 13.065 30.725 40.775

cost for verifying the zk-proofs is small relative to both the key—value updates and
Neural Network inference tasks.

zk-Oracle makes trade-offs between the proof generation time and the on-chain
cost via the batching method. The more number of batches, the higher on-chain cost.
However, the proof generation time may not decrease when the number of batches
increases as shown in Table 1.

5.4 Scalability evaluation
We evaluate the scalability of the Batching method with multiple off-chain provers

(nodes). As can be seen from Table 3, the zk-proof generation time is reduced when
the number of off-chain provers increases. The zk-proof generation time can be scaled
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Table 3 zk-Proof generation time (in seconds) with different number of off-chain provers (nodes)

# of off-chain provers (nodes) 1 3 5 7 9
Key—value updating (100K) 67 24 15 11 9
Logistic Regression training (10K) 151 53 32 23 18
Neural Network Inference (10K) 18 8 5 4 3

We set the number of zk-batches to 30 for this evaluation

quasilinearly by adding more off-chain provers, indicating the parallel nature and
scalability of our proposed batching method.

6 Related work

We discuss existing systems for scaling DApps and the efficient zk-SNARK-based
systems.

Existing systems for scaling DApps. Layer-2 solutions are methods for increasing
the capacity of a blockchain beyond its current limits. Layer-2 solutions [36-38]
are built on top of the main (or layer-1) blockchain. State-of-the-art layer-2 solutions
include Plasma [39], sidechain [40], state channels [41], Rollups [42], and TrueBit [43].
While each of these is solving a different problem, these layer-2 solutions combine
both off-chain state and off-chain computations in arbitrary ways. While zk-Oracle
builds on advances in zk-SNARK proof systems [44], we propose an efficient solution
to speeding up the zk-proof generation process.

Efficient zZk-SNARK-based systems. There are mainly two kinds of methods for
improving the efficiency of the zk-SNARK-based systems. The first one focuses on
customizing zk-SNARK constructions for specific tasks and/or structures. Examples
include the methods for decision trees [45], Neural Network inference [46—49], fair-
ness degree of a ML model [50] and boolean circuits [51] tasks. The second one aims
to make zk-SNARK constructions distributed and/or incremental. They concentrate
on singling out basic computational tasks for achieving efficient distributed realiza-
tions [52-54] or using proof bootstrapping to recursively composing proofs: proving
statements about [55-57] acceptance of the correctness of the latest step of the pro-
gram. However, these systems are not easy to be implemented for general computations
tasks due to their high complexity or they still suffer from enormous computational
cost.

Although some work [32, 57, 58] also proposes to break up the generic computation
into sub-computations while proving each correct, they focus more on finding a pair
of elliptic curves that provide larger bits of security or better gadgets using a modular
approach [58-60]. Also, it is not clear how these methods can be easily implemented
for general computations tasks in DApps. Our work, however, builds an effective,
economic and trusted system zk-Oracle that can be easily implemented with existing
zk-SNARK systems and tools, such as lisnark [16] and ZoKrates [17], for general
computation tasks in DApps.
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7 Conclusion

In this paper, we builds zk-Oracle, an efficient and trusted compute and storage off-
chain for DApps. zk-Oracle is built on zk-SNARK systems and is compatible with
existing state-of-the-art zk-SNARK systems. To speed up the zk-proof generation
process, we propose two batching patterns, namely horizontal and vertical batching,
for efficient zk-proof generation scaling. Our solution optimizes the size of zk-proofs
so that the on-chain cost for verifying the zk-proofs can be minimized. Our experiments
show that we can speed up zk-proof generation by up to more than 550x faster than
the baseline method.
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