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Abstract
Since consensus protocol and execution mechanism act as two key factors for the 
overall throughput of blockchain systems, how to execute smart contracts efficiently 
becomes an emergent bottleneck as many high-performance consensus protocols 
have been proposed in recent years. Due to the existence of Byzantine nodes, exist-
ing concurrency approaches can only achieve intra-node concurrency, not inter-node 
concurrency. Fortunately, since the trust among nodes can be achieved based on the 
confidentiality guarantee provided by the trusted execution environment, such as 
Intel Software Guard Extensions (SGX), we propose a novel concurrent execution 
framework using SGX, which is the first to achieve both intra- and inter-node con-
currency. Specifically, each replica executes the task assigned by the primary in par-
allel and gets trusted results using SGX firstly. Then, each node obtains the execu-
tion results of others via state replication to achieve consistency. However, we must 
ensure the integrity and correctness of all data transferred to SGX for getting the 
trusted results. Therefore, we design a novel approach to efficiently generate Merkle 
multiproofs and verify data in parallel. Theoretical analysis and experimental results 
show that the proposed scheme significantly outperforms state-of-art solutions.
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1  Introduction

As a decentralized, tamper-proof, traceable, and trusted distributed ledger jointly 
maintained by multiple mutual distrust participants, blockchain has shown broad 
application prospects and attracted a lot of attention from academics and industry 
since its inception [1–3]. The main factors that affect the throughput of block-
chains are the efficiency of consensus protocol and smart contract execution 
mechanism. Some recent works focus on studying scalable consensus protocols, 
which attempt to improve throughput by designing or modifying consensus algo-
rithms [2, 4–7]. However, with significant improvement of the consensus effi-
ciency in the permissioned blockchain, how to execute smart contracts efficiently 
becomes a big challenge nowadays [8, 9]. Concurrency is a direct way to improve 
the performance of smart contracts. Existing solutions usually follow a two-phase 
style [8, 10–12], where the primary adopts a serializable concurrency control pro-
tocol to execute all transactions per block and generates scheduling logs in the 
first phase, then each replica replays all transactions according to the scheduling 
logs and verifies results in parallel in the second phase.

However, in a hostile environment, malicious nodes may deliberately discard 
or tamper with data, so a node distrusts any information from others. Under this 
situation, once a node receives a block, it needs to re-execute all transactions in 
the block to get the result. By transferring concurrent scheduling logs, the two-
phase methods above improve execution efficiency to some extent, but the fol-
lowing two weaknesses still remain: (i) Both phases are still serialized, i.e., all 
replicas are idle when the primary is working; (ii) All replicas must replay all 
transactions to keep consistent. Fortunately, trusted hardware that has evolved 
deeply can deal with this issue. The trusted execution environment (TEE) such as 
Intel Software Guard Extensions (SGX) [13] provides an encrypted region, also 
known as enclave, to enable confidentiality and integrity protection of code and 
data inside it from other processes (privileged software, etc.) and physical attacks. 
The communication between SGX-equipped nodes is implemented through a par-
ticular secure channel, which is a remote-attestation transmission channel of SGX 
and can avoid data being maliciously tampered with. In other words, once the 
mutual trust has been established using SGX, smart contracts running in SGX are 
protected against threats from other processes. Consequently, consistency among 
nodes can be achieved via state replication without re-execution.

Therefore, we design a novel SGX-empowered framework to improve smart 
contract execution efficiency. At first, we use enclave to protect the execution 
result from attacks in the first phase (Execution phase). Then, the execution result 
is synchronized among nodes via state replication in the second phase (Follow 
phase). Hence, it is unnecessary to re-execute any smart contract by other nodes 
to verify data integrity. Moreover, smart contracts can be dispatched to differ-
ent nodes and executed with a serializable concurrency control protocol, avoiding 
idle waite of replicas when primary is executing. Note that cross-contract calls 
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are identified in the Execution phase and processed in a deterministic order in the 
Follow phase. Therefore, the transfer cost between enclave and untrusted memory 
should be minimized in the Execution phase.

However, executing contracts directly in the enclave in the first phase does not 
significantly improve the efficiency due to the following reasons: (i) The enclave 
page cache (EPC) is limited to 128 MB (or 256 MB in the latest implementation), 
of which the available size is smaller than this [14, 15], it is infeasible to maintain 
all state data in the enclave if data volume exceeds the EPC limitation. Furthermore, 
it is hard to predict which part of state data will be visited by transactions before 
running because smart contracts are usually written in Turing-complete languages; 
(ii) The cost of transitioning control to/from enclaves, i.e., Ecall/Ocall, is high, 
resembling a context switch [16, 17]. Besides, enclave paging is expensive, bringing 
additional enclave transitions and cryptographic operations [18, 19]. It is not hard to 
devise an asynchronous execution method based on existing two-phase framework 
to deal with this issue. At first, a batch of transactions is divided into multiple micro-
batches, each being pre-executed in untrusted memory to generate scheduling logs 
and collect visited data, and then validated in the enclave.

As a result, the aforementioned method suffers from three challenges: (i) How to 
minimize the number of enclave transitions and the amount of data transferred when 
the code and accessed state data of smart contracts exceed the storage limitation of 
EPC; (ii) How to improve validation efficiency of the enclave using pre-execution 
in the untrusted memory; (iii) How to verify the correctness for state data passed 
to the enclave from untrusted memory quickly. For the first challenge, we compress 
state data transmitted and cache part of hot data in the enclave to reduce the amount 
and number of data transfers. Furthermore, to minimize the transfer cost while 
maintaining execution efficiency, we use pipeline for data transmission between 
untrusted and trusted regions. Then, we propose a mixed concurrent control protocol 
optimized for traditional two-phase execution, which combines the batching OCC 
(Optimistic Concurrency Control) with traditional OCC to optimize the execution 
process. Meanwhile, we use Merkle proof [20] to ensure the integrity and correct-
ness of state data passed into the enclave. For fast proof and verify data, we design 
a method to quickly get no-index multiproofs for multiple values based on Merkle 
Tree (MT) [21] and verify data quickly. According to the characteristics of the data 
access pattern, we further optimize the structure of MT and design a compressed MT 
to merge hot data. Moreover, a concurrent MT (CMT) is designed to support concur-
rent operations on a tree and is friendly to a large dataset.

The main contributions are summarized below:

–	 We propose a novel SGX-based two-phase concurrent approach to achieve both 
intra- and inter-node concurrency for smart contracts. Different contracts will be 
dispatched to different nodes to execute, the results will be verified in the enclave 
and synchronized via the secure channel. Cross-contract calls are also supported 
here.

–	 We propose a mixed OCC protocol to improve execution and validation effi-
ciency, and design a MT-based mechanism to efficiently obtain compact Merkle 
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multiproofs and verify in parallel. Moreover, a compressed MT based on data 
access pattern is proposed to optimize it further.

–	 We design and implement a multi-threaded prototype integrated with the above 
technologies in open-source BFT-SMaRt [22] and evaluate it using the standard 
benchmark in a distributed setting. Experimental results show the efficiency of 
the proposed method.

As the extension of our conference version [23], we make the following improve-
ments: (i) Add the process of Follow phase and solve the problem of cross-contract 
calls; (ii) Propose a mixed concurrent control protocol and a compressed MT; and 
(iii) Conduct reliable theoretical analysis and details of design.

1.1 � Organization

The paper is organized as follows: Sect.  2 provides background about smart con-
tracts and Intel SGX. Section  3 describes the overall architecture of our system 
model. Section 4 explains our SGX-based execution framework in detail. The rel-
evant content of Merkle multiproofs is discussed in Sect. 5. Section 6 shows how to 
use the framework with PBFT and provides some performance and security anal-
ysis. The experimental evaluations are presented in Sect. 7. Section 8 reviews the 
related work. Finally, a conclusion is provided in Sect. 9.

2 � Background

In this section, we present relevant background on smart contracts and SGX.

2.1 � Smart contract

The smart contract concept was first introduced defined by computer scientist, law-
yer, and cryptographer Nick Szabo in 1994 [24]. A smart contract is initially a com-
puter protocol that disseminates, validates, or enforces a contract in an informative 
manner, allowing trusted transactions to be made without a third party, which are 
traceable and irreversible. Modern blockchain systems follow this idea and sup-
port a set of programmable smart contract implementations on top of cryptocur-
rency transactions, such as contract account in Ethereum [25] and Chaincode in 
Hyperledger Fabric [26], to better integrate into traditional industries. A smart con-
tract, written in Turing-complete languages (e.g., Solidity [27]), can be viewed as a 
piece of code predefined by business logic that executes automatically triggered by 
a transaction. Figure 1 is part of the source code for a smart contract, which imple-
ments a simple payroll and bank application written in Solidity language. Generally, 
a smart contract can be called directly or indirectly. For example, in Ethereum, there 
are two types of accounts, namely normal accounts and contract accounts. When a 
transaction occurs between normal accounts, it is similar to a bank transfer trans-
action, such as the SimpleBank contract in Fig.  1. However, the situation is more 
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complicated when the transaction involves a contract object. In this situation, this 
transaction may be a transfer, a call to a contract function, or both. This is the case 
with the SimpleBank contract at the top of Fig. 1, where contract function deliver-
Salary invokes SimpleBank contract and pays salaries to a specific staff by function 
sendPayment. Under this case, if a transaction calls the function deliverSalary of 
SimpleCompany contract, it will trigger a call to the SimpleBank contract, then we 
call it a cross-contract transaction.

2.2 � Intel SGX

The trusted execution environment (TEE) is a secure area within CPU, which can 
guarantee the confidentiality and integrity of computation and data in it. As a state-
of-the-art implementation of TEE, Intel Software Guard Extensions (SGX) has 
attracted broad attention from academia and industry since its inception. SGX is an 
extension of x86 instruction set architecture that enables applications to run inside 
an isolated virtual address space called enclave [13]. Both code and data of enclave 
reside in a protected area of physical memory called the enclave page cache (EPC) 
that is not accessible to the host, i.e., the rest of processes outside the enclave. The 

Fig. 1   A typical smart contract example
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Memory Encryption Engine (MEE) is responsible for encrypting and decrypting the 
cache line in the EPC, and the code and data do not leave enclave memory with 
unencrypted. SGX provides a remote attestation mechanism that allows a remote 
party to verify the authenticity of the enclave’s identity information and the code/
data it loads. It facilitates the creation of a secure channel between the remote party 
and the enclave (e.g., passing secret keys).

SGX can build trusted and secure execution environments for untrustworthy 
blockchains. However, due to the limitations of SGX implementation, the follow-
ing key challenges still remain to achieve a robust and high-performance design. 
(i) The preserved memory space for SGX is limited to 128 MB (or 256 MB in the 
current implementation). Although SGX supports swapping unused EPC pages to 
unprotected memory to hide this limitation, the overhead of page swapping is high, 
which can reach 40,000 CPU cycles [14, 19]. (ii) The cost of transitioning control 
to/from enclaves (i.e., Ecall and Ocall) is high, resembling a context switch, which 
can easily consume 8600–14,000 CPU cycles according to cache hit or miss [19, 
28]. And a page missing will bring the cost for enclave transitions and extra compu-
tation of cryptographic operations. (iii) SGX faces security risks such as excessive 
TCB and exposure of excessive external interfaces, because any vulnerabilities in 
the loaded code can endanger the security of the entire system. Some works attempt 
to deploy function libraries or system libraries in the enclave to support the execu-
tion of a complete application, thereby reducing the interaction between the code 
in the enclave and the operating system [14, 15]. These works support unmodified 
applications and can reduce the attack surface while ensuring a small TCB. Among 
the above three limitations, the first two focus on performance, while the last one is 
for security.

3 � Overview

In this section, we present the overview of our novel SGX-based concurrent execu-
tion framework, including system architecture and adversary model.

3.1 � System architecture

We extend concurrency to improve smart contract process with the confidentiality 
guarantee provided by SGX, achieving both inter- and intra-node concurrency. Spe-
cifically, a batch of transactions will be assigned based on some partition rules to 
multiple nodes for concurrent execution using SGX, which will be synchronized to 
others via Gossip protocol. Figure 2 elucidates our system architecture that involves: 
(i) One primary (PrimaryNode), a node elected by consensus, which is responsi-
ble for packaging and broadcasting blocks. (ii) Multiple replicas (ReplicaNodes), 
nodes other than primary, which can be further divided into ExecutionNode and Fol-
lowNode according to logical roles, and the role of each node is different for the 
same contract. Each ReplicaNode is responsible for the execution, validation, and 
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maintenance of its contract state. All nodes are SGX-equipped and have trusted and 
untrusted memory.

A batch of smart contracts goes through four steps from packaging to commit-
ting, as shown in Fig. 2.

①	 PrimaryNode packages a batch of transactions into a block and assigns the trans-
actions to different ReplicaNodes according to some pre-specified rules, which 
are used to divide a batch of transactions rationally and can take various forms, 
like geo-distributed-based [29] and contract-based [30], etc. The allocation infor-
mation is attached to the block body and participate in consensus along with the 
block (see Sect. 4.1 for details).

②	 PrimaryNode initiates a consensus process and each ReplicaNode acts as an 
ExecutionNode for the assigned transactions.

③	 ExecutionNode executes pre-assigned transactions concurrently, marks and aborts 
all cross-contract transactions during execution. Meanwhile, ExecutionNode uses 
enclave to get trusted execution results (see Sect. 4.2 for details).

④	 All results and cross-contract transactions are transferred to FollowNodes via the 
secure channel of SGX. FollowNodes synchronize results via state replication 
and re-execute all unexecuted transactions with the same sequence obtained in 
the consensus (see Sect. 4.3 for details).

3.2 � Adversary model

In permissioned blockchain, all nodes are considered potential adversaries because 
no one trusts others. To avoid any replica re-executing all smart contracts, we apply 
SGX to guarantee the correctness and integrity of execution results. Since the size 
of SGX is limited, all necessary data in the enclave for validating are from untrusted 
memory. Here, we adopt Merkle proof [20] to guarantee the correctness and com-
pleteness of the initial data passed into the trusted memory, because the probability 
of verification based on the wrong initial state or proof is negligible [31]. And Fol-
lowNode can trust the correctness and completeness of the encrypted result because 
an adversary cannot break the hardware security enforcement of SGX even though 

Fig. 2   System architecture
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it may compromise OS or other privileged softwares. SGX side-channel, page-table, 
and cache-timing attacks are beyond the scope of this work because these vulner-
abilities are specific implementations and common to all SGX frameworks [32–34].

4 � The SGX‑based execution framework

To improve smart contract execution efficiency, we design a novel framework based 
on SGX. In this section, we present our execution framework in detail, including the 
packaging strategy, the Execution phase and the Follow phase.

4.1 � The packaging strategy

Randomized packaging mechanism is widely used in the existing permissioned 
blockchain, where a specific thread randomly packages a batch of transactions into 
a block. This packaging mechanism brings low system latency because it obtains 
transactions from transaction pool without the division of transactions. However, 
such randomized approach cannot restrict the number of distinct contracts in a 
block. For example, when there are t transactions in a block, in the worst case, these 
t transactions all call the same contract. In this situation, if we simply assign trans-
actions in a block to different nodes for execution, more cross-contract transactions 
may occur, because there may be more possible conflicting dependencies among 
transactions for the same contract [30]. Meanwhile, the cost of processing cross-
contract transactions is high. However, considering user rights and data security, the 
conflicting dependence between transactions of different contracts may be smaller 
[35, 36]. Therefore, if there are m contracts and the number of transactions per con-
tract in a block is t

m
 , we can divide this block into t

m
 equal parts and execute them in 

parallel by different nodes.
Therefore, in order to improve efficiency and achieve load balancing, we maintain 

multiple queues in PrimaryNode, responsible for packaging and distributing trans-
actions. The number of queues is equal to the number of smart contracts. As shown 
in Fig. 3, each queue (called contract queue) maintains transactions that call to the 
same contract. Each block can be composed of one or more contract block s, and 

Fig. 3   The packaging strategy
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each contract block is composed of transactions in the same contract queue. Like 
Ethereum transactions, the recipient address of a transaction is usually specified, 
so we can know which contract is invoked by analyzing the content of the transac-
tion. Whenever receiving a transaction, PrimaryNode puts it into the corresponding 
queue based on the information obtained about the recipient address of the transac-
tion. The cost of this is minimal, as it is easy to read the value of a specified field of 
a transaction directly. Besides, we can apply multiple threads to facilitate this pro-
cess, just like the multi-threaded deep pipeline designed in [37]. Then, PrimaryNode 
packages contract block s according to some rules to get a block, and transactions 
of different contract types are packaged into different contract block s. We design 
two strategies to implement packaging. One is based on time, for each contract 
queue, after a fixed period T, even if it is unfull, PrimaryNode will still package 
all transactions in it. Another is based on capacity, when the number of transac-
tions in a contract queue exceeds pre-defined threshold V, PrimaryNode will pack-
age all transactions in each contract queue and generate multiple contract block s. 
All contract block s will be packed into a block to participate in consensus. It is not 
difficult to find that the system latency will increase under a great T, because there 
may be some unprocessed transactions in the queue. To simplify the description, we 
denote the number of transactions contained in a block as the block size. Therefore, 
if V is small, the block size also small since at most V ⋅ m transactions are packaged 
into a block. According to the experimental results in Fig. 15 in Sect. 7.3, a smaller 
block will lower the throughput. Therefore, we can optimize this packaging process 
using a shorter period T and a greater queue capacity V. When a block is gener-
ated, PrimaryNode specifies a particular ReplicaNode as ExecutionNode for each 
contract block in this block, i.e., idle replicas with no or few tasks, and broadcasts 
this block.

4.2 � Execution phase

The upper part of Fig. 4 shows the Execution phase in an ExecutionNode, and the 
bottom part illustrates the Follow phase in a FollowNode, where they communicate 
through the secure channel of SGX. During the Execution phase, we pre-execute 
transactions concurrently in untrusted memory and then concurrently validate the 
correctness in trusted enclave, as shown in the upper part of Fig. 4. All state data 
accessed by the assigned tasks ( contractj block) are identified during pre-execution 
and passed to the enclave in batches to minimize the number of enclave transitions. 
At the same time, the proofs of all identified data are also transmitted to the enclave 
to provide integrity assurance. How to efficiently obtain proofs and verify data with 
proofs are discussed in Sect. 5.

4.2.1 � Pre‑execution in the untrusted memory

Conflict graph (CG) has long been used in concurrency control to capture con-
flicts between transactions [8, 38, 39], where vertices are transactions, and edges 
represent the dependencies of read-write conflicts. A CG can be generated based 
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on the read-write sets of transactions after concurrent execution and partitioned 
into several non-intersecting subgraphs, so transactions in different subgraph 
can be executed in parallel safely. In this paper, we also construct CG to repre-
sent the dependencies between transactions. Further, we define RS(Ti)/WS(Ti) as 
the read/write set of a transaction Ti , and a dependency Tj → Ti (i ≠ j) exists if 
RS(Tj) ∩WS(Ti) ≠ � . With the scheduling logs produced by non-intersecting sub-
graphs, the transactions can be executed concurrently and deterministically in the 
enclave. Since each block contains a batch of transactions in the blockchain, some 
recent works apply batching OCC protocol to execute smart contracts and use 
reordering mechanism to improve the commit rate [8, 39]. Basically, such meth-
ods contain two steps. First, a batch of transactions is processed based on the cur-
rent snapshot, and a CG is constructed based on the read/write set obtained after 
execution. Second, conflicting transactions are removed from CG to ensure the 
correctness of results, and the schedule log is generated.

Example 1  Consider three transactions T1−3 in Table  1. Operations ri(D) , wi(D) 
and rwi(D) denote the read, write, and read and write data item D of transaction Ti , 
respectively. Operations ci and ai denote the i-th transaction prepares to commit and 
abort, respectively. Under the traditional OCC protocol, once T1 is successfully com-
mitted, T2 and T3 must be aborted because data item A has been updated. However, 
the situation may differ under batching OCC. Figure  5a shows the conflict graph 
of transactions T1−3 under batching OCC. In order to get the serializable order, i.e., 
topological order, we either abort T1 or T3 to break the circle ( T3 is aborted as an 
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example). Therefore, we can commit two transactions T2 , T1 in order successfully 
rather than one under traditional OCC protocol.

Note that the rollback rate of batching OCC will increase significantly under 
high conflict workload. Furthermore, batching OCC behaves even worse if con-
flict-free transactions have not been committed early. For example, if we execute 
T1−4 in Table 1, T4 can be committed in traditional OCC but must be aborted in 
the batching OCC because of new circles ( T1 and T4 form a circle; T3 and T4 form 
a circle). Obviously, for a large batch of transactions, execution under batch OCC 
may have more unresolved conflicts, in other words, more circle dependencies. 
This is comparable to the observation of Hyperledger Fabric, where the num-
ber of transactions included in one block has significant effect on the number of 
transaction failures [40]. Based on this, we combine the advantages of traditional 
OCC and batching OCC. We identify committable transactions during execution, 
which can reduce the possibility of additional conflicts and the cost of resolving 
conflicts. For this purpose, we introduce Rule 1 below.

Rule 1 is correct because there is no dependency between a commitable trans-
action and any others. In addition to early-commit, we should also identify all 
unresolvable conflicts and abort these transactions, especially under high conflict 
workloads, i.e., break unresolvable circle dependencies as soon as possible. How-
ever, such dependencies are difficult to detect during execution due to multiple 
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transactions or data items may be involved. Since a circle dependency between 
two transactions can be determined easily, we introduce Rule 2 to abort uncom-
mittable transactions as soon as possible.

Rule 2 is valid due to the existence of a circle dependency between two transac-
tions. Observe that for a long transaction, the read/write sets may be large. There-
fore, in order to evaluate Rule 2 efficiently, we restrict it to a concrete case where 
two dependencies must be triggered by the same value, such as T1 and T3 in Example 
1 (dependency is triggered by the same value A). Such a situation is common in the 
blockchain because, in general, smart contract access to accounts is always skewed 
[41, 42], namely, some accounts are frequently accessed, also known as active 
accounts.

We can optimize the pre-execution process under high conflict workload based 
on Rule 1 and 2. Specifically, following the standard OCC protocol, we divide the 
execution process of each transaction into three phases, including local execution, 
validation, and early-commit. However, during validation, we only commit transac-
tions that satisfy Rule 1 and rollback all that meet Rule 2 . After executing the trans-
actions in current batch, we use the method in [8] to resolve the conflicts to obtain 
scheduling logs.

Example 2  Consider four transactions T1−4 in Table 1. According to Rule 1 , T4 can 
be early-committed because there exists no dependency between T4 and any other 
transactions when it comes to the validation phase. Subsequently, T1−3 begin to be 
executed and validated. Noted that either T1 or T3 needs to be aborted under Rule 2 
because they try to update the same item A. Same as Example 1, we also abort T3 . 
However, T1 still cannot be early-committed, because uncommitted T2 has already 
read A. Since T2 is a read-only transaction, it can be early-committed according to 
Rule 1 . After execution, there is no circle in CG because only T1 is left, and we can 
commit it directly. As a result, we mitigate the cost of resolving conflict dependen-
cies in [8]. In addition, we can commit three transactions T4 , T2 and T1 in order suc-
cessfully rather than two in Fig. 5b.

4.2.2 � Validation in the enclave

Due to the size limit of enclave and the expensive cost of enclave paging, we get 
all necessary state data for execution during pre-execution phase and compress it 
further to generate a compact read set, i.e., the oldest read operations for the current 
batch of transactions. After transferring the compact read set into enclave, transac-
tions will be re-executed based on the incoming read set. However, it introduces a 
certain waiting time because pre-execution in untrusted memory and re-execution 
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in trusted memory are synchronous. Therefore, we transfer data in batch asynchro-
nously to connect untrusted and trusted memory to optimize parallelism. In the 
untrusted memory, we pre-execute transactions in micro-batch, e.g., we divide b 
transactions into c micro-batches and execute these batches sequentially. Under this 
situation, we must ensure the size of b

c
 transactions are relatively reasonable to maxi-

mize the transfer volume without adding an additional high transfer overhead, which 
can be approximated by the Intel VTuneTM XE Amplifier [18]. Since an EPC page 
size is 4 kB [43], which is used as the default granularity in some works to optimize 
enclave transfers [44], so we set the default value of b

c
 to 4 kB. Transactions in each 

micro-batch are executed using the method mentioned above. During execution, we 
collect all aborted transactions and put after the last micro-batch to execute again 
since the transactions aborted in the current micro-batch have high probability of 
being aborted again. In addition, data transmission of the current micro-batch can be 
performed in parallel with the pre-execution of the next micro-batch.

In order to minimize the amount of data transferred, we cache the latest state 
data involved in the previous micro-batch in the enclave. Meanwhile, a correspond-
ing buffer is maintained in the untrusted memory to identify the cached data items. 
Since the enclave size is limited, we use the LRU page replacement algorithm to 
manage the cache dynamically. Considering the existence of Byzantine nodes, we 
must provide proofs for transferred data and validate in the enclave to ensure cor-
rectness (see in Sect. 5 for the acquisition and verification of proofs). Thanks to the 
confidentiality and integrity protection provided by SGX, there is no need to provide 
proof for data inside the enclave, so the transmission cost is reduced significantly. 
During validation, the compact read set is validated using the Merkle root and its 
corresponding Merkle proof. After validation, transactions will be concurrently 
replayed based on transferred scheduling logs and the compact read set to get write 
set. Finally, a certificate is generated to show the correction of the execution result 
and passed to other nodes via the secure channel of SGX.

4.3 � Follow phase

After the Execution phase, the trusted result obtained in the enclave is synchronized 
to FollowNode through the secure channel of SGX with Gossip protocol, and then 
the Follow phase begins. This subsection presents the entire Follow phase, including 
data synchronization and the execution of cross-contract transactions.

4.3.1 � Synchronization process

As shown at the bottom of Fig. 4, after receiving the result, FollowNode will decrypt 
and store the information locally. As described in Sect.  3.1, all unexecuted trans-
actions will be executed in the same order by all nodes after consensus. To avoid 
inconsistency of system state when partial results are missed, we require Fol-
lowNode to receive all results from others before updating state. But this naive 
method undoubtedly adds waiting time. Moreover, in a hostile environment, mali-
cious nodes may deliberately discard or tamper with data. Although all malicious 
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actions can be discovered during validation in the enclave, data loss caused by hard-
ware or network failures cannot be detected. Besides, the SGX of a node cannot 
determine what caused it not to receive results for an extended period, network fail-
ure or node failure, or both. Therefore, we maintain a timeout parameter inside the 
enclave to identify the state synchronization, which cannot be tampered with. The 
timeout parameter is initialized to the time used for one round of network commu-
nication during consensus and can be dynamically adjusted based on the time used 
for the last round of state synchronization. Once the result of a contract block is 
not received on time, SGX will send a confirmation message to the corresponding 
ExecutionNode via the secure channel. This confirms either ExecutionNode left the 
trusted network or just failed to execute all transactions on time due to some long 
transactions. For the former, it is no need to wait any longer, and the corresponding 
transaction will be marked as unexecuted. For the latter, SGX will reset the timeout 
parameter and continue to wait.

However, this method does not cope well with the case where nodes are deliber-
ately unresponsive. To address this issue, we can delegate a task to multiple execu-
tors for execution with a deterministic method, i.e., PrimaryNode randomly selects g 
nodes at a time as an execution group for a task. In fact, for a cluster of n = 3f + 1 
nodes (i.e., f malicious out of n nodes), the probability that there are only malicious 
nodes in an execution group is p =

∏g

i=0

f−i

3f+1−i
 . We allow the user to choose an 

upper bound of probability p to compute the appropriate g to trade off the probabil-
ity of tolerating silence against the efficiency of concurrent execution. Specially, if 
we need to avoid the performance degradation caused by malicious node silence 
with 100% (i.e., p = 0 ), we must guarantee that each task has g = f + 1(> f ) execu-
tors (i.e., at least one honest node). Although this strong guarantee improve system 
security, it significantly affects the concurrency efficiency of the proposed frame-
work as only two contracts can be executed simultaneously. But when p is higher we 
can obtain better concurrency efficiency, e.g., when f = 10 and g = 6 , i.e., 
p < 0.1% , we can get 5 execution groups and execute 5 tasks simultaneously. 
Although this method reduces the inter-node concurrency of the system to some 
extent, it can bring higher security because as long as one executor isn’t a Byzantine 
node and the system is not affected.

4.3.2 � Cross‑contract execution

A cross-contract transaction may have several sub-calls to other contracts, which 
will result in conflicts among transactions that invoke these contracts. Under this 
situation, some transactions must be aborted to keep atomistic, which limits the 
efficiency of concurrent execution among nodes. Therefore, we urgently need to 
resolve such cross-contract transactions. Generally, direct contract calls are usually 
specified, so contract call information can be obtained directly, just like Ethereum 
transactions. However, we cannot know which contract is called indirectly because 
indirect contract call is triggered called by the executed contract and can only deter-
mined by executing contract code. As shown in Fig. 1, the SimpleBank contract is 
triggered called by the function deliverSalary in the SimpleCompany contract. If 
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there are multiple contracts like SimpleCompany for different banks, we can’t know 
which bank contract is called without executing. Hence, if a smart contract is called 
indirectly, we cannot obtain the contract information conveniently.

For these indirect contract calls, the current work [30] first pre-executes transac-
tions in the client to identify all contracts involved and then executes the transac-
tions related to these contracts together to avoid cross partition transactions during 
execution. Although this method does address the problem of executing cross-con-
tract transactions, it puts an amount of computational pressure on clients, which 
is too heavy for light clients. Given this, we use a static code analysis tool Slither 
[45] for Solidity language to estimate the involved contracts for each function of 
a smart contract. In particular, Slither will over-approximate all possible contracts 
called by a transaction in all code paths. Based on the results obtained from analysis, 
PrimaryNode will merge the contract queue involved and then add the request to 
this merged queue. In addition, we adopt the merging strategy designed in [46] to 
achieve efficient queue merging. However, this method cannot suit for the dynamic 
contract calls where the contracts involved can only be discovered during execution. 
For this type of transaction, we abort them during execution and re-execute them 
after synchronizing the results. Specifically, during the Execution phase, an Executi-
onNode finds all transactions with dynamic contract calls and aborts them to ensure 
consistency among nodes. Then the transactions ids are sent to other nodes via the 
secure channel of SGX. During the Follow phase, a FollowNode first verifies the 
correctness of the received result, and state synchronization will be performed once 
the verification succeeds.

After state synchronization, all nodes have consistent state. We need to ensure 
that all unexecuted transactions are executed deterministically on all nodes to keep 
this consistent. Serialization is the simplest way to achieve this, but it limits the con-
currency capability of the system. In fact, for the same batch of transactions on the 
same data snapshot, their read and write states are also the same, which helps get 
the same CG. Given this, we implement a deterministic concurrent control protocol 
based on the mixed OCC we designed in Sect. 4.2.1. Therefore, as long as each node 
can abort the same transaction every time, the final scheduling order is the same.

Specifically, all cross-contract transactions are first executed locally. After exe-
cuting, we construct a CG based on the read-write sets obtained during execution 
and break CG deterministically to eliminate conflicts. As shown in Fig. 6, Tx1−3 are 
cross-contract transactions, and all of them indirectly invoke another contract dur-
ing execution, which triggers other transactions. For example, Tx3 invokes contract 
S2 , and triggers transactions Tx31 and Tx32 , which are called internal transactions. 

Fig. 6   The example of cross-contracts CG, red vertex is aborted for serialization (Color figure online)
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We define the cross-contract transaction and its all internal transactions as a hyper-
graph. The transactions within the hypergraph are executed in the invoking order. 
Since the scheduling of all internal transactions also satisfy ACID requirement, they 
must commit or roll back simultaneously. Finally, we convert it into the schedul-
ing problem for individual hypergraphs, which can be dealt with by a similar solu-
tion in Sect. 4.2.1. For example, in Fig. 6, there are three hypergraphs marked with 
dashed boxes, based on the read-write dependencies of which a conflict graph CG′ 
is formed. We first find all strongly connected hypergraphs of CG′, and then remove 
a hypergraph with the smallest transaction id to break the circle, instead of the ran-
dom removal in [8]. Thus, we remove the first hypergraph produced by Tx1 , and the 
corresponding read-write dependencies are broken. Finally, we obtain a scheduling 
log with high parallelism, i.e., Tx2 ⇒ Tx21 → Tx3 ⇒ Tx31,32.

In summary, we avoid many cross-contract transactions through static analysis 
using Slither during packaging, and efficiently execute the remaining cross-contract 
transactions that are only identified during execution in the Follow phase.

5 � Compact merkle multiproofs

MT is widely used to verify the integrity of data in blockchain [47, 48]. In general, a 
MT is a binary tree, which consists of some hash values. Let Hi

j
 (i is the level of the 

tree, j is the index of level i) denote a node in MT, which has two child nodes Hi−1
2j

 
and Hi−1

2j+1
 . Figure 7a illustrates an example of MT. In our execution framework, we 

use MT to ensure the correctness of data transferred into the enclave. As SGX being 
memory-limited, the generated proof must be small enough. Thus, we consider the 
multi-value proof problem of MT, which tries to prove multi-values exist on the 
same MT at the same time. Although the existing methods on multiproofs [49–51] 
can save storage space to a certain extent, the following problems still exist: (i) 
Expensive to generate and verify proofs; (ii) Lack of scalability to support a large 
MT.

In fact, when generating the Merkle proof for an input value, it needs one proof 
value in each level of MT for the proof path. For example, in Fig. 7a, if we want 
to provide the proof for v4 , we need H5

0
 in level 0, H1

3
 in level 1, and H2

0
 in level 

(a) The proof of one value (b) The multiproof of two values

Fig. 7   The typical example of Merkle multiproof
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2 to form the proof path. When verifying, it calculates step by step from bottom 
to top according to the proof path until the root. However, when generating the 
proof for two values that belong to the same parent node, there is no need to add 
additional proofs. As shown in Fig. 7b, if we need to provide proof for v4 and v6 , 
since H1

3
 can be calculated by v6 , there is no need to maintain it in the proof path 

to get H2

1
 of level 2. Given this, when obtaining proof for a verified set, we can 

determine whether two input values belong to the same parent node or not level 
by level to remove redundant intermediate node, such as H1

3
 in Fig. 7a. Next, we 

will explain how to efficiently obtain the multiproof and verify based on it.

5.1 � Generate compact Merkle multiproofs

We design Algorithm 1 to obtain multiproofs of a MT efficiently. The inputs are 
a MT H and the ordered index set � of the read set. Algorithm 1 iterates H from 
bottom to top and finally outputs a compact multiproofs M={M1 , M2 , ...}, where 
Mi means the proofs of i-th level (Level-i) and consists of some hashcodes. Proof 
in Fig. 8 illustrates an example of M. Let nd.lNode and nd.rNode denote the left 
and right children of a node nd, respectively. If only nd.lNode exits in the input 
list, then nd.rNode must be output as a proof to obtain nd, and vice versa. If both 

nd.lNode and nd.rNode are in the input list (called a full pair), it is no need to 
provide any proof to get nd.

Fig. 8   An example of generating multiproofs
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Algorithm 1 generates proofs for each level in a bottom-up manner and finally 
generates compact multiproofs M. If all nodes in a level are in the input list � , we 
do not need to generate proofs for higher levels (Lines 2–3). Otherwise, we must 
compute the proof for each item in � and maintain their parent index at nli, which 
will be used as input to get Mi+1 (Line 4). For each item � in � , if Hi

�
 is an rNode, 

its left brother Hi
�−1

 will be provided to get Hi+1
�∕2

 , and maintained in Mi (Lines 
6–7). If Hi

�
 is an lNode, we will judge whether its right brother index � + 1 is in � 

or not. If it is, we just skip its right brother, i.e. delete � from � (Lines 9–10). 
Otherwise, we add Hi

�+1
 to Mi if it is not the last one of Hi (Lines 11–12). Finally, 

we add the parent index of � , i.e., �
2
 , to nli (Line 13). After current iteration, we 

replace � with nli for Level-i+1. After iteration, no-index Merkle multiproofs M 
will be returned. Algorithm 1 dramatically reduces the transmission cost because 
there is no need to provide indexes and other additional information for multi-
proofs, which is necessary in previous works.

Example 3  As shown in Fig. 8, the read set that needs to provide proof is {v1, v4, v6} , 
and the index list � is initialized to the ordered index of this read set, namely 
{1, 4, 6} . We traverse � in order. The first value is 1, an rNode, so its left brother H0

0
 

used to get the parent H1

0
 , and we add index 0 to the next index list nli for the next 

level. The second value is 4, an lNode, so it needs a right brother H0

5
 to get H1

2
 , and 

add index 2 to nli. Since the last value 6 in � is the last value without right neighbor, 
it will generate H1

3
 with itself, and add index 3 to nli. Finally, we get the proofs of 

Level-0, namely M0 = {H0

0
,H0

5
} and update � = nli = {0, 2, 3} for the next round. 

We iterate to get M1 = {H1

1
} . At last, since � in the Level-2 is full, namely the length 
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of � is equal to the node number of in Level-2, Algorithm 1 is completed and returns 
a compact Merkle multiproof M = {{H0

0
,H0

5
}, {H1

1
}}.

5.2 � Verify based on Merkle multiproofs

To reduce the amount of data transferred into the enclave, we produce an index-less 
multiproofs with Algorithm 1. Based on multiproofs obtained, we further propose 
Algorithm 2 to accelerate the verification process. The inputs of Algorithm 2 are 
the compact Merkle multiproofs M and the ordered node list � of read set, which 
consists of the index and hashcode of an input value, e.g., � of Level-0 in Fig. 9. The 
output of Algorithm 2 is a root obtained based on M, which will be compared with 
the root of H to validate the correctness of the transferred read set.

Fig. 9   An example of verification based on multiproofs
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Algorithm  2 verifies the input data based on M in a bottom-up manner to get 
Root. If M is empty and the size of � is equal to 1, the root has been obtained and the 
process is ended (Line 1). For each iteration, we create the next node list nln firstly, 
which will be used as input for the next level verification (Line 2). Since MT is a 
binary tree, so the parent node of H� is H �

2

 (Line 4). For each node H� in � , if H� is 
an rNode, there must be a left brother in M0 , so we pop it from M0 and compute its 
parent node with H� (Line 6). If H� is an lNode and the right brother H�+1 is also in 
� , we compute H �

2

 with both of them and skip the right brother, i.e., delete H�+1 
from � (Lines 9–10). But if the pair is not in � , we should compute its parent node 
with a value in M0 or compute with itself (Lines 11–14). Finally, we add the parent 
node H �

2

 into nln (Line 15). After dealing with the current level, if M is not empty, 
we pop the proof of the next level from it and update � to nln for the next level veri-
fication (Lines 16–17). By Algorithm 2, we return the last value in � as the Root.

Example 4  According to Example 3, we obtain multiproofs M={{H0

0
 , H0

5
 }, { H1

1
 }} 

of given read set, and the ordered node list of read set � = {H1,H4,H6} . As shown 
in Fig. 9, we traverse M in order based on Algorithm 2. Firstly, we use M0 and � to 
verify and generate the node list of Level-1. Since the first node H1 in � is an rNode, 
we compute H′

0
 by combining H1 with H0

0
 in M0 , and put H′

0
 into nln as the inputted 

value of Level-1. The second node H4 is an lNode, so we compute H′
2
 by using it and 

H0

5
 in M0 . When computing the last node H6 in � , since both � and M0 are empty, we 

get H′
3
 by computing H6 with itself. Finally, we get the node list of Level-1, namely 

� = nln = {H0,H2,H3} and pop an item from M for the next iteration. We continue 
to iterate based on the updated � and the value pop from M until reaching Root.

5.3 � Update and compress Merkle tree

5.3.1 � Update Merkle tree

After a block is committed, MT will be updated using the new state data to produce 
a new root, like state root in Ethereum [48]. The update process is also performed 
iteratively from the bottom to up. After getting trusted result, enclave uses the result 
and incoming multiproofs to update MT incrementally in parallel. Since the write set 
only involves the state data controlled by the same contract, and cross-contact trans-
actions are not processed in the enclave, such updates are lightweight and friendly. 
Eventually, the updated tree structure will be synchronized to all nodes along with 
the trusted write sets via the secure channel of SGX. All state updates caused by 
cross-contract transactions will be completed after the Follow phase to ensure the 
consistency of nodes. Through incremental update based on SGX, the state update 
cost of all nodes is greatly reduced.

5.3.2 � Compress Merkle tree

According to Algorithms  1 and  2, multi-value computation is used to generate 
proofs and verify data. Note that when the tree is processed to a specific height, the 
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input of each subsequent level is full, i.e., all necessary hashcodes are inputted from 
the lower level. If this height remains stable over multiple executions, it is better to 
compute a single hash for the level to obtain the root node, which can save a lot of 
computation cost. Furthermore, the root can be computed with a single hash from 
lower level if we can balance the cost of transmission and computation well. The 
transmission cost significantly varies under different access patterns. For example, 
in the worst case, where only one hashcode is inputted from the lower level, the 
transmission cost is the greatest with a single hash because all sibling node in the 
current level must be included in the proof. On the contrary, in the best case, where 
all hashcodes are inputted from the lower level, it is no need to provide any addi-
tional proofs and the transmission cost is minimized. To achieve this goal, we design 
a dynamic compression strategy to determine the height of a tree to be compressed 
based on recent data access pattern, aiming to further speed up the verification and 
update process. To reduce identification overhead, we use access pattern matching 
to quickly determine, which is relatively easy. Specifically, we pre-generate some 
judgment rules based on historical information, which record the number of nec-
essary proofs for verification under different access patterns. Besides, the cost of 
computing and updating hashcode is also maintained for cost estimation during rule 
selections.

Example 5  For a MT consisting of four leaves, there is no need to provide additional 
proofs if all nodes are from the input set. Under this situation, the whole MT is com-
puted from the leaf until root during verification and update, so we compute the hash 
value for 4 + 2 = 6 times (four leaf nodes and two nodes in Level-1), and all hash-
codes, for 4 + 2 + 1 = 7 times (including the root). However, only four leaf nodes 
need to be calculated under a single hash to obtain the root. At the same time, only 
leaf nodes and the root node need to be considered when updating. In summary, 
using a single hash can greatly reduce the computation and update cost in this case.

Usually, the access pattern to a MT may be different during verification and 
update phases, so we need to consider these two phases separately. We mark the size 
of the compact multiproofs to be transferred for verification as PV , the size of data 
to be computed for verification or update as CV or CU , and the number of hashcodes 
to be updated as WU . We compute both costs as follows, where Tcost(PV ) represents 
the cost to transfer proof of size PV to the enclave, Ccost(CV + CU) is the cost to 
compute the hashcode with the size CV + CU , and Wcost(WU) represents the cost to 
update WU hashcodes.

The level can be compressed if and only if Costmerkle

Costcompress
≥ � . We can determine 

whether a level can be compressed or not by counting the recent access pattern. We 
will analyze a MT from top to bottom until it cannot be compressed, i.e., this level 
does not meet the compression condition. Finally, we obtain a compression rule 
R = {(Levelj, Leveli)} , i.e., for a MT, we compute the parent node in Level-i with a 
single hash from the Level-j.

Cost = Tcost(PV ) + Ccost(CV + CU) +Wcost(WU)
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The compression rule is initiated by PrimaryNode and attached to the block body 
to participate in consensus to ensure all nodes are under the same state tree struc-
ture. After consensus, all nodes begin to compress MT according to the rule con-
tained in the block. Meanwhile, the compression rule is transmitted into the enclave 
to ensure correct validation. When applying modifications, we do not change the 
physical structure of the tree but replace original values with values recomputed 
under a compressed manner. Therefore, only a simple modification is needed for the 
previous algorithm. When obtaining proof, if the level hits a rule in R, we add all 
other values that are not inputted from the lower level to the proof. For verification 
and update, we compute the root with a single hash from the marked level.

Example 6  As shown in Fig. 10, the ordered index list � of read set is {1, 4, 6} and a 
compression rule is R = {(1, 3)} , which means we should compute the parent node 
at Level-3 using a single hash from Level-1. When generating multiproofs, we can 
handle Level-0 using Algorithm 1 and add H1

1
 for the proof at Level-1. During the 

validation phase, we can compute H3

0
 with a single hash of � = {H0,H2,H3} of 

Level-1 and H1

1
.

5.4 � Concurrent Merkle tree

To increase the parallelism of generating multiproofs and verifying data integrity, 
we modify the structure of traditional MT and design a concurrent MT (CMT). For 
a dataset D, CMT consists of k + 1 subtrees, where each of the first k subtrees has 
2N (N is user-defined) leaf nodes, and the (k + 1)-th subtree has m = |D| − k ∗ 2N 
leaves, where m ∈ [0, 2N) . Compared with standard MT, each subtree in CMT is 
shorter, which can support a large dataset since proofs can be generated easily and 
data can be verified quickly by employing multi-threads. The first k subtrees are full 
MTs, and the last tree constructed by the remaining m data may be unfull. Take the 
roots of these k + 1 subtrees as a new dataset, we can continue to build more trees 
according to the above rules until the number of subtrees is less than 2N . Meanwhile, 
we can get the last tree, i.e., root tree. In this way, for a large dataset, we can obtain 
multiple layers of MT. Figure 11 shows a simple example of CMT with N = 2 and 
D = 7 . At the lowest layer (Layer-0), there are k = 3 full subtrees and m = 1 unfull 
subtree with one value H0

6
 . Roots of the subtrees in Layer-0 are the leaves of the 

upper layer (Layer-1), so we continue to compute until reaching the root tree. For 
the known dataset, we set k + 1 equal to the number of cores to use the advantages 
of multi-core processor. After obtaining multiproofs, we only need to pay attention 

Fig. 10   The structure of a com-
pressed MT 
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to the involved subtrees. Once a tree is involved, its root must be calculated and 
become the input for the upper level. Through loop iterations, we will finally get 
all necessary proofs. Furthermore, for each subtree, we can independently calculate 
multiproofs and use them for verification based on Algorithms 1 and 2.

6 � Analysis and optimization

6.1 � Performance analysis

We analyze the performance of our framework in this section. The overall cost 
consists of two parts: computation cost and communication cost. The computation 
cost comes from the Execution phase and Follow phase. The communication cost is 
brought by the information sent from ExecutionNode to others.

For the traditional two-phase approach, we denote the pre-execution time of the 
first phase as Cp and the replay time of the second phase as Cr . For our work, each 
ExecutionNode executes a part of the block in the Execution phase. Assume the 
original block B is split into n micro-blocks B1 , B2 , . . ., Bn , and the rest data block is 
Br , which contains all unexecuted transactions including cross-contract transactions. 
ExecutionNodei deals with |Bi|

|B|  of the whole data. Let M(B) denote the cost of data 
transfer for a block B between the enclave and the the untrusted memory, and Cc the 
execution cost of cross-contract transactions. Therefore, the total cost of Execution 
phase for ExecutionNodei is |Bi|

|B| (Cp + Cr) +M(Bi) . In the Follow phase, a node 
decrypts the result from others and executes all rest cross-contract transactions. Let 
D(Bi) denote the cost of decrypting a data block Bi , then the cost of the Follow phase 
is D(B − Br) + Cc(Br) . Therefore, the computation cost is expressed as follows.

From the above equation, we find: (i) When the contracts in the block are well bal-
anced, as the number of nodes increases, the execution can scale well among nodes; 
(ii) When all transactions in a block are cross-contract transactions, the total cost is 
equal to the cost of executing all transactions on each node. The equation also sug-
gests that the performance improvement should focus on the distribution of transac-
tions in a block and data exchange efficiency between the untrusted memory and 
enclave.

max
1≤i≤n

(|B
i
|

|B|
(C

p
+ C

r
) +M(B

i
)

)
+ D(B − B

r
) + C

c
(B

r
)

Fig. 11   An example of concur-
rent MT 



166	 Distributed and Parallel Databases (2024) 42:143–178

1 3

For the communication cost, all results need to propagate by Gossip protocol 
after the Execution phase, and the communication cost is T(B − Br) . When all con-
tracts are cross-contract, the additional communication cost is 0. Therefore, combin-
ing the cost of the computation and communication, the cost of our solution is equal 
to that of the traditional serial execution solution when sharding is not possible. Oth-
erwise, our solution can improve performance by high inter-node concurrency and 
intra-node concurrency.

6.2 � Security analysis

6.2.1 � Fake data

There are at most f malicious out of n nodes, just like the assumption of PBFT [52] 
where n ≥ 3f + 1 . Each malicious node may send, drop, modify, or record arbitrary 
messages at any time during the contract deployment and invocation. Thanks to the 
confidentiality guarantee provided by SGX, all possible malicious behaviors during 
the pre-execution can be detected during the validation in the enclave. Therefore, 
the results obtained by a FollowNode from others via the secure channel of SGX 
must be correct, i.e., not maliciously tampered with. As stated above, all data nec-
essary for validation in the enclave are from untrusted memory. Under this case, a 
malicious node may tamper with local data, leading to the incorrect read set being 
transferred into the enclave. Then, an incorrect result can be generated based on this 
incoming wrong read set in the enclave, resulting in wrong results being endorsed 
successfully and synchronized to other nodes. To avoid this, we first generate a MT 
using all initial state data, whose root is signed when consensus is reached. Then 
2f + 1 signatures on this root are collected as the proof. This signature collection 
process can be tied to the consensus of blocks and does not impact the overall per-
formance. SGX uses these 2f + 1 signatures to verify whether the root is correct or 
not and then uses the verified root and corresponding multiproofs to verify the cor-
rectness of incoming read set. This verification method is correct because malicious 
nodes cannot forge 2f + 1 correct root signatures.

6.2.2 � Replay attack

Due to the existence of Byzantine nodes, the initial read set can be replaced with an 
old version when getting the compact validation information in untrusted memory, 
making stale data read in trusted memory. To avoid replay attack, each message to 
be transferred to the enclave will be endowed with a monotonic counter. A trusted 
monotonic counter also is maintained in the enclave to protect the latest version of 
the round. To detect and defend against the replay attack, we use SGX monotonic 
counter service to guarantee the freshness of incoming data. Comparing the values 
of these two counters can ensure the incoming data is new with the same version, 
and transactions will not be executed if the data is old.
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6.3 � Combine with PBFT

Currently, permissioned blockchain systems usually use a BFT-like consensus algo-
rithm, which includes three rounds of communication and one-third of the fault-tol-
erant (i.e., the number of malicious nodes is less than one-third of the total number 
of the system). Thanks to these characteristics, our execution framework can work 
fine with BFT-like protocols. We further integrate our execution framework with 
PBFT and analyze its correctness theoretically. Figure 12 shows the whole process 
flow, where f is the maximal number of malicious nodes the system can tolerate.

Firstly, PrimaryNode uses the strategy proposed in Sect. 4.1 to package a batch 
of transactions sent by clients into a block. Then, it broadcasts a pre-prepared mes-
sage to all ReplicaNodes along with the pre-allocated information. Once a node is 
prepared, i.e., receiving 2f matching prepare messages (excluding itself), it starts 
Execution phase. The node firstly executes the contract block assigned to it using 
concurrent execution policy, and obtains the corresponding validation information 
in the untrusted memory. Then, this validation information is passed to the enclave 
to concurrent validate using our proposed scheme. All cross-contract transactions 
are identified and aborted during Execution phase, which will be attached to the 
encrypted results and sent to all replicas via the secure channel of SGX. After vali-
dation, a commit message will be sent to other nodes. When a replica receives 2f 
matching commit message (excluding itself), it starts Follow phase. During the Fol-
low phase, all nodes firstly update the local state by decrypting the corresponding 
state sets and then use deterministic concurrency protocol to execute all unexecuted 
transactions it collects.

The process of blocks packaged and tasks pre-allocated by PrimaryNode does 
not affect the correctness of PBFT, because it occurs before the consensus process. 
Meanwhile, the embedded SGX-based two-phase execution also does not affect the 
correctness. If the node is malicious, the validation process in the trusted memory 
will not pass, and any incorrect result will not be confirmed. Any malicious action 
can be discovered during the validation in the enclave. After a timeout, PBFT trig-
gers the view change protocol.

PrimaryNode

ReplicaNode

ReplicaNode

ReplicaNode

Pre-prepare Prepare Execute Commit

Synchronize data via state replication

Deterministic execute cross-contract txs 

Primary packages blocks and assigns tasks 

Pre-execute and validate

Follow

Fig. 12   Workflow when integrating with PBFT
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7 � Experiments

We implement a prototype system that integrates all techniques proposed above with 
an open-source PBFT framework BFT-SMaRt [22] and evaluate its performance in this 
section.

7.1 � Experiment setup

All experiments were conducted upon a cluster of 4 virtual machines based on UCloud-
N2, and the configuration of each one is shown in Table  2. Besides, the project is 
built in the debug simulation mode of Intel SGX withe 128MB of EPC. All codes in 
untrusted memory and the enclave are written in Java and C++ respectively, and com-
municate via JNI.

We use SmallBank as the workload for testing, which is widely used to evaluate 
blockchain systems [1, 8, 39]. To simulate the real workload properly, we extend the 
original SmallBank benchmark by adding two new transactions: SendPayment and 
Query, where SendPayment transfers money from one account to another one as shown 
in Fig. 1, and Query reads the checking and the saving account of a user. The data-
base is initiated with 1000 k customers, including 1000k checking and 1000 k saving 
accounts. Before the start of each round of experiments, the system is warmed up for 
three minutes, and all experimental figures show an average of 10 runs. At the same 
time, we fix the size of a subtree in CMT as 210 (the number of leaf nodes involved). 
During each run, we trigger these six transactions in a random manner, where a certain 
probability Pw is designed to decide whether pick one of five writing transactions or 
not, and the reading transaction is picked with probability 1 − Pw . We set the default 
setting of Pw to p =

1

6
 , which means the workload will be generated on these six trans-

actions evenly, e.g., when the workload size is X, the amount allocated to each of these 
six transactions is X ⋅ p =

X

6
 . Data access pattern follows a Zipfian distribution to simu-

late the data skew situation. Note that the greater the skew value, the higher the transac-
tion conflict rate. Note that the throughput in the experiments below includes all trans-
actions of a block, and the default setting of the failure rate is 0.

In the following experiments, we use SE, CE, CEIS, and CEWS to denote serial exe-
cution, concurrent execution, concurrent execution in SGX (put execution completely 
in SGX), and our concurrent execution with SGX respectively. Due to the size limita-
tion, it is infeasible to put all data into the enclave. Given this, if we put the execution 
of smart contracts in SGX, it will inevitably introduce a large number of enclave transi-
tions and encryption and decryption, which is costly to the system. Therefore, to fur-
ther reduce the overhead introduced when executing in SGX, we use two-phase locking 

Table 2   Machine configuration

Resource type CPU core Memory System JDK Ethernet SGX SDK [53]

Quota 16 16 GB Ubuntu 18.04 v11 1 GB v2.13
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(2PL) protocol to implement CEIS to avoid additional overhead of operations such as 
validation and rollback in OCC.

7.2 � Concurrency performance

We evaluate the concurrency and scalability of the system, including intra-node con-
currency under multiple threads and inter-node concurrency under different number 
of smart contracts.

7.2.1 � Varying the number of threads

Figure 13 shows throughput and latency of the system under different numbers of 
threads upon 4 smart contracts, 2048 transactions per block, and Pw = p under uni-
form distribution when the number of threads varies from 1 to 16. Obviously, the 
throughput of CE, CEIS, and CEWS rises with the increase of thread number. The 
latency decreases as the thread number grows and is smaller than SE. Experimen-
tal results show the performance of CEWS under multi-threading is significantly 
better than other methods. However, the system performance will reach the upper 
limit when the number of threads reaches a threshold. As shown in the Fig.  13, 
the throughput and latency of CEWS and CE towards stability when the number of 
threads reaches 8. However, when the number of threads is greater than 12, the sys-
tem throughput starts to fluctuate significantly. The reason is that the competition of 
background threads has already affected the system’s current state. Therefore, we 
fixed the number of threads in the remaining experiments to 12 to obtain high sys-
tem throughput.

7.2.2 � Varying the number of smart contracts

We evaluate the scalability of CEWS by varying the number of smart contracts from 
1 to 4 because four machines are used in our experiment, the number of transactions 
per block is 2048, and Pw = p under uniform distribution with fixed 12 threads. Fig-
ure 14 reports throughput and latency with the number of smart contracts. Under all 
situations, SE and CE are almost unchanged in throughput and latency because they 
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do not consider the division of transactions. According to Fig. 14a, the throughput of 
CEIS and CEWS continues to rise and does not show any flattening trend. Compared 
with CEIS, CEWS performs better because of less enclave interaction and trans-
mission during execution. Therefore, as the number of contracts increases, CEWS 
can complete the calculation with higher degree of parallelism. At the same time, 
the latency of CEWS is smaller than others, as shown in Fig.14b. For the remain-
ing experiments, we fix the number of smart contracts to 4 to achieve high overall 
throughput.

7.3 � Workload distribution

We evaluate the performance of our system under different workloads, including 
block size, workload skew, and the number of cross-contract transactions.

7.3.1 � Varying the number of transactions per block

Figure  15 reports the throughput and latency upon 4 smart contracts, Pw = p , 
and 16 threads over uniform distribution when the number of transactions per 
block varies from 64 to 6144. Both throughput and latency of SE, CE, CEIS, and 
CEWS increase as the block size increases, because enhancing block size lowers 
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network communication, while raises execution overhead. Obviously, as the block 
size increases, CEWS gains higher throughput and lower latency than others. The 
throughput of CEWS does not have any tendency to flatten here, but CE and CEIS 
start to flatten when the block size is greater than 2048. This clearly shows the 
effectiveness of our proposed method, which benefits from larger blocks. For the 
compromise principle, we use a block size of 2048 transactions for the rest experi-
ments because the throughput and latency of SE, CE, CEIS and CEWS are within an 
acceptable range under this setting.

7.3.2 � Varying the value of skew

We vary the probability of picking a writing transaction over the reading transac-
tion in three different parameters Pw = 5% (read-heavy), Pw = 50% (balanced) and 
Pw = 95% (write-heavy), to evaluate the throughput of CEWS. This upon fixed 4 
smart contracts, 2048 transactions per block and 16 threads under varying skew 
from 0.0 to 2.0. Figures 16, 17 and 18 shows the results under different Pw . When 
Pw = 5% , CEWS has higher throughput and lower latency than others. At the same 
time, under this read-heavy workload, concurrent execution does not bring signifi-
cant performance improvement, so SE, CE and CEIS have similar effect. Moreover, 
under Pw = 50% and Pw = 95% , after the skew parameter is smaller than 1.0, the 
throughput of CE and CEWS is relatively high because of smaller potential conflict 
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between transactions. However, for higher skew (skew value is greater than 1.0), the 
throughput of SE and CE declines sharply because of higher abort rate with the OCC 
protocol. On the contrary, the skew value basically has no effect on CEIS, because it 
uses 2PL instead of OCC protocol, which is lower sensitive to high skew workloads.

7.3.3 � Varying the number of cross‑contract transactions

We tested the system performance for different proportion of cross-contract trans-
actions in the block. This fixed 4 smart contracts, 2,048 transactions per block, 
Pw = p and 16 threads, and varied the percentage of cross-contract transactions in 
the batch from 0.0 to 1.0. Figures 19, 20 and 21 shows the results under different 
Pw . As crossRate grows, SE and CE remain essentially unchanged because they 
both need all nodes to execute all transactions in a block. However, in CEWS and 
CEWS, a batch of transactions is sliced and assigned to several different nodes for 
execution, and the increase of crossRate inevitably affects system performance 
because cross-contract transactions involve multiple nodes and cannot be simply 
executed by a node. Even so, with the growth of crossRate, CEIS and CEWS still 
perform better than CE because we use a deterministic concurrency approach 
to process all identified unexecuted transactions. The throughput of CEWS first 
drops and then rises because the concurrency among nodes has a major impact on 
the system at the beginning. However, when cross-contract transactions increase, 
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this advantage is weakened, and the throughput naturally decreases. When it 
reaches a certain level, the deterministic concurrency of cross-contract transac-
tions has a major impact on the system, so the throughput increases. Compared 
with CEWS, the throughput of CEIS first increases and then decreases because 
there are a large number of enclave transitions and high data encryption and 
decryption costs during the execution of CEIS. When cross-contract transactions 
increase, these costs will decrease. However, when crossRate reaches a certain 
threshold, since most transactions are cross-contracts, the concurrency among 
nodes decreases, and the cost of deterministic concurrency increases, which leads 
to a decrease in system performance. When across-contract transactions reach 
about 50%, fewer transactions are executed in the Execution Phase , leading the 
extra cost being more significant than execution cost.

8 � Related work

We review the latest researches close to ours in this section, including smart con-
tract concurrent execution, combining smart contracts with SGX, and Merkle 
multiproofs.
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8.1 � Concurrent smart contract execution

Due to the existence of Byzantine nodes, the execution of a smart contract at each 
node must produce exactly the same final state. Given this, none of the existing 
mature blockchain systems allow any concurrency in transaction execution, i.e., 
nodes execute smart contract transactions serially in the order that appears in a 
block. Serial execution is the simplest way to ensure the consistency of execution 
results among nodes, but it does not take advantage of modern multi-core pro-
cessors, which in turn slows down the overall performance of the system. Given 
above, smart contracts concurrent execution has been studied recently to replace 
the serial execution method. Dickerson et  al. propose the concurrent execution 
method of smart contracts, where the primary uses a two-phase lock protocol to 
ensure serializability in the first phase, and a concurrent schedule is recorded dur-
ing execution and uploaded to replicas for validating in the second phase [11]. 
Anjana et al. replace the pessimistic lock protocol with an optimistic concurrency 
control protocol at the primary, independent and parallel validation is used to 
improve efficiency in the second validation phase [10]. Zhang et al. allow the pri-
mary to use any concurrency control protocol to get a conflict-serializable sched-
ule without conflict assumption, and a read-write set is transmitted to replicas 
for re-executing in the second phase [12]. Jin et al. use batching OCC based on 
conflict graph segmentation to optimize both the execution efficiency of primary 
and the transaction replay efficiency of replicas [8]. However, the aforementioned 
two-phase concurrent execution approaches can only achieve concurrent execu-
tion of intra-node situations, not inter-node situations, because the second phase 
begins after the first phase completes.

We focus on all the above problems and propose the SGX-based two-phase 
execution framework to achieve high-performance concurrent execution for smart 
contracts, as summarized in Table 3. Among these, our work achieves both intra- 
and inter-node concurrency for smart contracts and supports any concurrent exe-
cution method adopted before. The consistency among nodes can be achieved via 
simple state replication rather than re-execution.

Table 3   Concurrent execution framework of smart contracts

Phase 1 Phase 2 Intra-node concur-
rency

Inter-nodes 
concur-
rency

Dickerson’s [11] Pessimistic Re-executing ✓ ×

Zhang’s [12] Any Re-executing ✓ ×

Anjana’s [10] Optimistic Re-executing ✓ ×

Jin’s [8] Optimistic Re-executing ✓ ×

Our work Any State replication ✓ ✓
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8.2 � Smart contracts with Intel SGX

As SGX has been widely supported in Intel Core processor platforms of the sixth gen-
eration and higher, several works try to address the security and privacy issues in smart 
contract design by using it. Hawk [54] provides a confidential execution environment 
for contracts by using cryptography and SGX. Town Crier [55] provides reliable data 
from trusted network servers to smart contracts through trusted hardware such as SGX. 
Shadoweth [56] places the execution and storage of private contracts in the trusted 
region off-chain and only puts the process of verification on-chain. Microsoft intro-
duces an open-source blockchain framework called Coco [57, 58], where each node is 
protected by SGX, and validated before joining the network. However, due to the lim-
ited memory of SGX, it is infeasible and impossible for Microsoft to pre-load all key 
components of the blockchain system (PBFT consensus, in-memory database on the 
chain, and RPC services for interaction) into SGX. Ekiden [59] tries to make all smart 
contracts execute in SGX, but it only suits for the case with a limited number of trans-
actions, since more transactions may exceed the limited trusted memory. In a word, 
none of the above work considers how to hasten smart contract execution in SGX, not 
to mention the performance limitations of SGX. Note that our work takes the interest of 
both and is the first piece of work about smart contract concurrent execution in SGX.

8.3 � Merkle multiproofs

Merkle tree (MT) is widely used to verify the integrity of data in blockchain [47, 48]. 
Although MT and its variants have been studied for a long time, most of them only 
address single-value validation, i.e., authenticate all challenged leaf nodes one by one. 
Recently, some studies turn to the problem of sparse Merkle multiproofs, in which the 
proofs of all values are generated and verified together [51]. To further reduce com-
munication cost, [49] compresses the obtained sparse multiproofs further, which only 
records the index of necessary elements other than that for every non-leaf hash values. 
To improve the efficiency of integrity verification, [50] designs a new authenticated 
MT to batch-verify multiple values together. Specifically, an auxiliary authentication 
table (AAT​k⋅m ) is used to maintain all needed auxiliary authentication information for 
all k verified leaf on a Merkle tree with height m. Thus, multiple values can be verified 
together based on AAT​k⋅m . However, it needs to calculate k ⋅ m times to build AAT​ and 
must maintain NULL for all unneeded items. Thus, the cost of generating and maintain-
ing an AAT​ for each verification is high, especially when the MT and the verified set are 
large. In a word, none above can generate and verify sparse multiproofs for a large MT 
in parallel.

9 � Conclusion

In this paper, we present an efficient SGX-based execution framework of smart con-
tracts for permissioned blockchain aiming at higher parallelism and throughput. We 
focus on the performance problem of concurrent execution of smart contracts on 
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SGX-equipped nodes due to the limited size of the enclave, and the expensive cost 
of enclave transition and enclave paging. We devise a pre-execution mechanism for 
smart contracts in untrusted memory to batch fetch all state data that a smart con-
tract needs to access to minimize the expensive overhead of enclave transitions dur-
ing smart contract execution. And a mixed OCC protocol is proposed to accelerate 
execution. Meanwhile, we propose a novel mechanism based on MT to efficiently 
generate compact Merkle multiproofs and verify the data in parallel, even with a 
large dataset.
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