
Distrib Parallel Databases (2016) 34:145–178
DOI 10.1007/s10619-014-7169-3

A view-based monitoring for usage control in web
services

Hassina Meziane · Salima Benbernou · Mohand-Said Hacid ·
Zaki Malik · Mike Papazoglou

Published online: 14 December 2014
© Springer Science+Business Media New York 2014

Abstract Quality of service (QoS) can be a critical element for achieving the business
goals of a service provider, and accepting a service by the customer. The criticality is
more pronounced when the service provider handles the non-functional QoS attribute
of privacy, i.e., privacy related to the customer’s personal data. In this regard, the
customer needs some guarantee(s) from the service provider about confidentiality
management, leading to overall quality characterization of the provided service. A
service level agreement (SLA) is primarily intended to specify (in terms of clauses)
the level of such non-functional QoS delivered to the customer. The aim is to pro-
vide customers with tools that show the fulfillment of QoS guarantees, through SLA
monitoring process. In this paper, we address the problem of usage control of pri-
vate data in service based applications ensuring end-to-end QoS capabilities. We
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propose a query containment based approach to support the monitoring of privacy-
aware SLA compliance, that spells out a customer’s privacy rights, and shows how
the customer’s private information must be handled by a Web service provider. We
introduce the private data usage flow model upon which the monitoring is performed
to observe the data usage flow, and capture the privacy vulnerabilities that may lead
to non-compliance. The model is built on top of (i) properties and time-related pri-
vacy requirements to be monitored, and (ii) a set of identified privacy violations.
As proof of concept, a privacy aware SLA monitoring system, which is an easy-to-
use, and efficient tool for observing the dynamic private data usage flow is devel-
oped. Experiment results indicate the relevance and applicability of the proposed
approach.

Keywords Privacy aware SLA · Usage control · Monitoring · Usage flow view ·
Query containment · Compliance

1 Introduction

1.1 Motivation

In the last decade, the service oriented architecture (SOA) paradigm for Informa-
tion Systems development has emerged as an interesting approach, allowing seamless
integration among organizations that offer their expertise as Web-enabled software
services (e.g., Web services). In the beginning, the interests of researchers and practi-
tionerswere focused on the functional aspects of these software services and associated
description. Because of the increasing agreement on the implementation and manage-
ment of the functional aspects of these services; such as the adoption of WSDL for
service description, SOAP for Web service messaging, or WS-BPEL for Web service
composition, the research interest is shifting towards the non-functional or quality
aspects of Web-enabled software services, commonly referred to as Quality of Ser-
vice (QoS). For a complete discussion on QoS aspects of service-oriented systems,
please see our prior work in [27]. In SOAs, service providers are a priori unknown
to the customers, i.e., they do not know in advance which service they are invoking,
and service binding can be made dynamically according to the customer’s functional
and quality requirements. Due to this loose coupling between service customers and
providers in a service-based application, themanagement and assurance ofQoSaspects
are becoming of utmost importance [8]. Moreover, the proliferation of Web services
is accompanied by a huge amount of data (including personal data) exchanged by the
interacting entities to complete the execution of a service. This has led to an increase
in the number of inappropriate usage and leakage of personal data, and privacy has
emerged as the foremost concern, and a challenging issue. For instance, most of us
who have purchased something on the Internet have experienced the pause and won-
dered if it is “safe” to enter one’s credit card information. Clearly, the more one is
exposed to new services on the Internet, the more varied is the personal information
demanded by these services, and the more one wonders whether this personal infor-
mation entered would be kept safe. The major problem in this regard is determining
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the trustworthiness of Web-based applications in terms of controlling the private data
usage (to provide more confidentiality). Such a need leads to building and manag-
ing service-based systems which provide desired end-to-end privacy awareness. For
that, the service customer needs to be given guarantees by the service provider on
the non functional QoS attributes with which a service will be provided. Hence, ser-
vice level agreement (SLA) is intended to specify (in terms of clauses) the level of
such non-functional QoS delivered to the customer. In addition, the customer must
be provided with tools to show the fulfillment of quality guarantees through the mon-
itoring process. Traditionally, control over private data has been performed mainly
with authorization decisions on a subject’s access to target resources. However, the
challenge of private data management goes beyond, i.e., knowing that the private data
is already used. Thus, while the access control aspect of security and privacy is well
understood, it is unclear how to manage usage control, i.e., the private data is in the
hand of the provider because the provider already has an access to it (by an access
control mechanism), but the provider can use it even in sensitive contexts. For that,
it is necessary to control its usage. In response to the privacy concerns quoted above,
in [11,32] we have proposed a privacy aware SLA that spells out a set of require-
ments related to customer’s privacy rights in terms of how a service provider must
handle privacy information. The properties and private requirements can be checked
at design time prior to execution. However, the requirements monitoring has strong
motivations since those properties can be violated at runtime. Therefore, checking the
compliance of the usage defined in the SLA at runtime is a challenging issue. This
issue must be properly addressed; otherwise, it could lead to SLA breaches and to
lower service quality. For most services, any non fulfillment of QoS perceived at the
customer’s end can have severe consequences. For that, it is necessary to observe the
Private Data Usage Flow (PDUF) when monitoring SLA behavior. Such monitoring
requires to be carried out with the help of legal entities to ensure the trusted both
by the service provider and customer. We define the usage compliance issue with
regards to requirements, as a query containment problem, i.e., checking whether for
all databases, the answer to a query is a subset of the answer of another query [12].
Querying is a fundamental mechanism for extracting data from a database, and the
query containment problem has been the subject of an extensive investigation in the
past years in database community [7,12–14]. In order to check the usage compli-
ance of private data, we show that the extracted information defined as views from
the usage flow are included in the information extracted from the requirements in
SLA.
A common approach developed to support requirements monitoring at runtime
assumes that the system must identify the set of requirements to be monitored.
In fact, as part of the privacy SLA model, the set of privacy requirements to be
monitored is needed from which monitoring private units are extracted and their
occurrences at runtime would imply the violation of the requirements. Besides
the functional properties (e.g. operations of the service), the time-related aspects
are relevant in SLA setting. In addition, the non-compliance or failure to uphold
the privacy requirements which are manifested in terms of vulnerabilities must be
identified.
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1.2 Overview of the monitoring framework

To illustrate our motivation, we use the on line purchase service as a use case for this
paper. The level of privacy guarantee that a service provider is expected to give to a
customer is specified in SLA clauses, signed by both parties. The privacy aware SLA
states the rights and obligations (rights and obligations on data, Sect. 2) in terms of
operations that the provider can perform on the collected private data. The latter agrees
to honor those clauses during the contract validity.
In what follows, we provide some examples of the above mentioned privacy-aware
SLA clauses:

– C1: the provider must collect the private data email, contact address and credit card
number (ccn) of a customer.

– C2: retention period of customer email is equal to 15 days.
– C3: ccn is held until the end of each payment process.
– C4: the provider has the right to send available product information and invitations
by using email.

– C5: the provider has the right to send the invoices by using the credit card number.
– C6: the provider has the right to share customer address with a given company C.
– C7: the provider has the obligation to encrypt a credit card number at the end of
each payment process.

– C8: the provider has the obligation to notify the customer that the ccn has been
encrypted.

The clauses quoted above identify some of the provider behavior for managing cus-
tomer private data; namely, what private data is authorized to be collected by the
service, when it is used, for what purpose, and by whom. A primary objective of this
paper is to show one way of monitoring the clauses’ compliance at runtime, i.e., to
keep track of all private data usage flow, with or without violations. Also, at any time, a
trusted third party (e.g., legal entity), which is recognized by both the service provider
and the customer, can be in charge of making an audit on the privacy usage flow, i.e.,
to verify what a service provider does with the private data and to ensure that it honors
its obligations.

1.2.1 Framework

The framework for monitoring the compliance of SLA clauses is depicted in Fig. 1.
The interaction between theWeb service provider and the service customer is regulated
by a signed contract. As soon as the provider performs an operation on private data
(collected from customer), the corresponding clauses are triggered. Such activations
are considered as the events recorded in the logs. Tomonitor the compliance of the SLA
clauses, the PDUF model helps to observe the behavior of the private data usage flow:
which clause is triggered or violated and when, what types of vulnerabilities happen,
or which clause is compliant and so on. A PDUF model is provided to represent such
a behavior (Sect. 3). A legal entity can be involved to make an audit on demand to
guarantee privacy SLA compliance. If a violation occurs, the legal entity notifies the
signatory contracting parties of violations. The issue about when and how notifications
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Fig. 1 The monitoring framework

of privacy violations are processed by the legal entity falls out of the scope of this work.
As an example, the legal entity in France can be the CNIL (French Data Protection
Authority)1,2 which is an independent French administrative regulatory body whose
mission is to ensure that data privacy law is applied to the collection, storage, and use
of personal data. CNIL is an external auditor and is often asked for an audit.

1.3 Contributions

In this paper, we make the following contributions:

1. We propose a state machine based model to monitor the private data usage. It is
called PDUF. The proposed monitoring model supports abstractions allowing the
behavior observations to be expressed. It observes which clause is activated or
violated and when, what types of violations happen, or which clause is compliant.

2. We propose a query containment reasoning mechanism to check the privacy SLA
compliance.We show that the usage compliance problem can be defined as a query
containment problem in databases, i.e., the answer of a query over a view on PDUF
is always a subset of the answer of a query over the SLA requirements.

1 http://www.cnil.fr/english/
2 https://privacyassociation.org/news/a/2008-07-global-privacy-dispatches-france-cnil-annual-report/
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3. We provide an implementation of our Privacy aware SLA Monitoring system
called (PaM system). We provide an easy-to-use, and efficient surveillance tool for
the purpose of dynamically observing the private data usage flow. The proposed
system includes a visual language to visualize the usage flow abstracted from the
PDUF.

4. We resort to a case study to evaluate the proposed system in terms of violation
detections.We show that our model can effectively determine the violation periods
and the compliance through the usage frequency regarding the data type.

1.4 Paper layout

The rest of the paper is organized as follows. Section 2 provides an overview of our
privacy model. Section 3 presents the required ingredients for monitoring private data
usage. Section 4 describes the private data usage flow model. Section 5 demonstrates
that usage compliance is a type of query containment problem. Section 6 describes the
architecture and implementation of the framework along with a set of experiments.
We review related work in Sect. 7 and conclude with a summary and directions for
future work.

2 Background: privacy model

In this section, we briefly recall our privacy model for Web services presented in
[11,32]. The privacy model identifies relevant abstractions defined in terms of the
following requirements:

• Data-right, is a predefined operation on data that the service is authorized to
accomplish. We distinguish two types of operations (i) operation used to complete
the service activity for the current purpose for which it was provided and denoted
by opcurrent (ii) operation used by a service to achieve other activities than those
for which it was provided, called opextra-activi t y .

• Data-obligation, is the expected action to be performed by the service provider
(respectively the third parties) after handling private data in data-right. This type of
obligation is related to the management of personal data in terms of their selection,
deletion or transformation.

Formally speaking, we define data-right and data-obligation as follows:

Definition 1 (Data-right) A data-right rd is a tuple (u, d, op, μrd), where: (i) U is
the ontology of authorized users (service provider, third parties) and u ⊆ U , (ii) D is
the ontology of private data and d ⊆ D, (iii) OP is the set of authorized operations
identifying the purposes of the service and op ⊆ OP , (iv) μrd is the period of data
retention (the data-right validity), andRd is the set of data-rightswithRd = {{r id} / i >

0, i ∈ N }.
Example 1 1. r1email(sp, email, send Invoice, μr1email), specifies that the provider

sp has the right to use an email for sending invoices during the period μr1email .
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2. r2email(sp, email, send invi tation, [ds, ds+1month]), specifies that the provider
sp has also the right to use an email for the marketing purpose, namely sending
the invitation, during the period μr2email which is 1month after both sides have
signed the contract at ds date.

3. rccn(sp, ccn, payment I nvoice, μrccn), specifies that the provider sp has the right
to use ccn for the invoice payment during the period μrccn .

4. radd(sp, address, delivering, μradd), specifies that the provider sp has the right
to use address for delivering the products during the period μradd .

Definition 2 (Data-obligation) A data-obligation od is a tuple (u, d, ao, μod), where:
(i) U is the ontology of authorized users and u ⊆ U , (ii) D is the ontology of private
data and d ⊆ D, (iii) Ao a set of security actions that must be taken by the user
and ao ∈ Ao, (iv) μod is an activation date of the obligation, and Od is the set of
data-obligations with Od = {{oid} / i > 0 , i ∈ N }.
Example 2 1. oadd(sp, address, delete, μoadd), specifies that the provider spmust

delete the address for a given data subject at μoadd , i.e., when the authorization of
address retention time is elapsed.

2. o1ccn(sp, ccn, encrypt, [dpay +1day]), specifies that the provider spmust encrypt
the ccn for a given data subject at the end of each payment process, for instance,
at dpay+1 day (μoccn).

3. o2ccn(sp, ccn, noti f y, μoccn), specifies that the provider sp must notify the cus-
tomer that the ccn has been encrypted at a time point t .

On the basis of these requirements, we formalize a privacy data model as follows:

Definition 3 (A privacy datamodel) A privacy datamodelD p is a tuple< Rd ,Od >,
where Rd is the set of data-rights and Od is the set of data-obligations.

Using the proposed privacy model, we extend the WS-Agreement specification
which does not support the privacy structure, and does not include the possibility of
updating a contract at runtime.Aguarantee is not fulfilled because of an event occurring
in the service behavior, and may change the personal data use. The proposed extension
is reflected in a new component in the WS-Agreement called Privacy-aware SLA. It
is structured into two levels:

1. The policy level specifies the Privacy-Data term defined as a set of clauses C
stipulated in the contract agreed on by the provider and the customer. C ⊆
Rd ⋃

Od , d ∈ D.
2. The negotiation level specifies all the possible events that may happen in the

service behavior, and thus evolves the privacy guarantee terms that are defined
in the policy level. Negotiation terms are all possible actions to be taken if the
guarantee of privacy terms is not respected, and a conflict arises. These are used
through a negotiation protocol between the service provider and the customer.

We also define in this level the validity period of the contract and a set of penalties, if
the requirements are not fulfilled. More details can be found in [32].

In this paper, our focus is on the first level. We present a way of observing the
usage of the private data at runtime, and show how to capture the usage compliance
regarding the clauses.
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3 Private data usage flow model

In this section we model the activation of SLA clauses on the basis of observations of
the PDUF. Such behavior observations are expressed bymeans of previous abstractions
(data-right, data-obligation) and artifacts allowing the runtime monitoring defined
below.

3.1 Privacy requirements for monitoring

One of the key aspects for service reliability is the trustworthiness of the compliance of
its collected private data usage with regard to the contract. To ensure the usage compli-
ance, observations of the service behavior and its private data usage becomeanecessity.
Tomake such an observation effective, two essential ingredients are required. First, we
need to identify what kind of knowledge must be monitored, and then the knowledge
which makes the contract non-compliant. In this section we discuss both aspects.

3.1.1 Monitoring private units

We distinguish four types of private units to be monitored: private data unit, operation
unit, role unit and temporal unit.

• Private data unit The private data unit d is the core of our monitoring framework.
It includes any data item deemed confidential by the customer. In fact, from the
log we need to observe only the private data and its usage.

• Operation unit We distinguish three types of operations (i) operation used to com-
plete the service activity for its current purpose for which it was provided and
denoted by Opcurrent (ii) operation used by a service to achieve other activities
than those for which it was provided, called Opextra-activi t y (iii) actions performed
by the provider after handling personal information in data-right, called security-
action. The first two kinds of operations are proposed in order to know when a
usage compliance is compromised, while the service runs. The set of authorized
operations is denoted by OP .

• Role unit We need to observe who will use the private data. We denote the set of
authorized users by U .

• Temporal unit The analysis of time-related aspects of the privacy monitoring
requires the specification of operation durations and timed requirements. We iden-
tify four temporal units (discussed in the following), and we denote the set of
temporal units by T :

Definition 4 (Right triggering time) For each collected private data d, the right trig-
gering time denoted εrd is the activation time of the operation associated with the
right:
∀r id ∈ C → ∃ εird ∈ T | (r id .op)

εird is activated, where i is the ith right associated with
the private data d, (r id .op) means the operation included in the ith right related to d, C
is a set of clauses in the SLA, and T is a domain of time values.
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Definition 5 (Right end time) For each collected private data d, the right end time
denoted βrd is the end time of the data use (operation) associated with the right:
∀r id ∈ C → ∃ β i

rd ∈ T | (r id .op)
βi
rd is finished.

Definition 6 (Obligation triggering time) For each collected private data d, the obliga-
tion triggering time denotedμod is the activation time of the security action associated
with the obligation:

∀o j
d ∈ C → ∃ μ

j
od ∈ T | (o j

d .a)μ
j
od is activated when (max (β i

rd) ≤ μ
j
od) is true,

where β i
rd is the ith right end time associated with the right r id (the security action is

triggered when each right associated with the obligation is achieved).

Definition 7 (Obligation end time) For each collected private data d, the obligation
end time denoted αd is the end time of the action associated with the obligation:

∀o j
d ∈ C → ∃ α

j
d ∈ T | (o j

d .a)α
j
d is ended.

3.1.2 Privacy violations

In this section, we identify the non-compliance or failure to uphold the contract,
manifested in terms of violations. We define a list of privacy violations which are
most likely throughout the private data usage. We have classified these vulnerabilities
into two classes, explicit and implicit violations. The former can be visualized in our
private data usageflowmodel (Sect. 3.2),whereas the latter cannot be identified clearly.
For instance, security on data (e.g., delete, update, hide, unhide,...) and accountability
cannot be identified in our model; so, implicit violations are not within the scope of
this paper. We classify three types of explicit violations, usage violation, role violation
and temporal violations:

– Usage violation A usage violation is an unauthorized operation on the collected
private data d. The violation occurs when the activated operation (r id .op

i
d) /∈ OP .

i is the ith unauthorized operation associated with the private data d. The usage
violation is denoted opid wrong-use in PDUF model (Sect. 3.2).

– Role violationA role violation is an unauthorized service user or third party which
does not have the right to use the private data d. It happens when Ri

d .u
i
d /∈ U . i is

the ith unauthorized service user of the private data d. The role violation is denoted
by uid wrong-user .

– Temporal violation We identify two temporal violations, retention violation and
obligation violation:
– Retention violation A retention violation is a vulnerability on the right data
retention period. It happens when (β i

rd − εird > μi
rd) is true, where β i

rd is the
ith right end time and εird is the ith right triggering time associated with the
right r id and μi

rd is the ith authorized period of data-right r id .
– Obligation violation An obligation violation is a violation on the obligation
triggering time. It happens when (max (β i

rd) > μ
j
od) is true, where β i

rd is
the ith right end time associated with the right r id ( so, we take the ith longest

end time) and μ
j
od is the jth authorized activation date of data-obligation o j

d
associated with the private data d.
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Note that the defined violations are not complete, and at runtime some new violations
may be detected, and thus added to the violation database. In fact, these new violations
can be detected (e.g., using reasoning mechanisms) as an SLA is dynamic. However,
the service SLA evolution is out of the scope of the paper.

3.2 Private data usage flow

The PDUF is expressed by using a state machine thanks to its formal semantics, which
is well suited to describe the activation of different clauses of the contract. It will show
which clause is activated or violated, and when, and also specify the states of each
activation clause in theSLA.The time-related requirement properties set in the contract
are depicted explicitly in the state machine. The semantics of the state machine is to
define all the triggered operations involving the private data from the SLA activation
(initial state) to the end of the SLA (final state). To capture this semantics, the possible
usage of the private data is represented through a set of paths. Figure 2 depicts a sample
of the PDUF for the purchase service provider, explained further in Example 3 in the
following. Its shows only three usage flow paths of the email data, (1) the first path
A − B −C1 − D1 − E1 − F1 (Fig. 2(1, 2)) the second A − B −C2 − D2 − E2 − F2
(Fig. 2(2, 3)) and the third path flow A − B − C3 − D3 (Fig. 2(3)), the first one is
described below.
We have identified several abstractions in relation to private data flow, private data
usage abstractions and authorization abstractions. The first abstractions describe the
different states inwhich the contract is: which data is collected, when it is collected, for
what it is used, and who uses it. The authorization abstractions provide the conditions
that must be met for transitions to be triggered.
In this formalism, the fact that the private data has a time retention for a right (respec-
tively the activation time of an obligation) called fixed guard time, the data usage
time is represented by a time increment in the state, followed by the end of the right
(respectively the obligation) with success or violation of that time. Intuitively, PDUF
is a finite state machine for which a set of clock variables Δ is assigned. A clock
variable is assigned for each activation of the clauses (rights and obligations). The
values of these variables increase through time. The transition takes place when an
operation is triggered or time units are activated. If the temporal units are compliant to
the guard times, it will invite the transition to take place with success and no violation
is recorded in that state. However, if non-compliance is detected, the transition will
take place with violation, and the state is marked as violated.

Definition 8 (PDUF) A PDUF is a tuple

(S, si , s f , s f ail ,M,R,Q)

• S is a set of states;
• si ∈ S is the initial state,s f ∈ S is the final state and s f ail ∈ S is the failed state;
• M is a set of monitoring private units: set of triggered operations and/or set of
temporal units, M = {OP, T };
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Fig. 2 PDUF: email usage flow paths

• R ⊆ S2 × M × 2� is a set of transitions with a set of operations or a set of
triggering times and a set of clocks to be initialized δd−ini t ∈ � (set of clock
variables);

• Q : S → {δi | δi ∈ �, i ≥ 1} assigns a set of clocks to the states.
The effect of each transition R(s, s

′
,m, c) from the source state s to the target state

s
′
is to set a status of the clause in the SLA which means to perform an operation

op ∈ OP using a private data or a monitoring time unit t ∈ T is activated.

Definition 9 (Covered SLA) LetPF = si , s1, s2, . . . , s j be a path flow from the initial
state si to s j , where si , s j ∈ S and sk ∈ S,∀k ≥ 1. PF is called a partially covered
SLA iff ∀sk ∈ PF and sk 
= s f ail , and PF is called a covered SLA if s j = s f .

The covered SLA is suggested in order to measure the QoS of the services. If the
SLA is partially covered, it means there are some violations. In this regard, we use
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our previous works [37,54] where we introduced the notion of penalty. So, if a service
does not match totally the clauses stipulated in the SLA, some penalties can be applied
against it. The penalty aspect is however out of the scope of this paper.
Let us define PDUF semantics through the following example.

Example 3 (PDUF sample for the purchase service) Let us consider our example of
a purchase service (Sect. 1.2) (Fig. 21). After a privacy aware SLA has been signed
between the two parties, a set of clauses with a validity period denoted by validity-
date is set. The clauses are specified as follows: at the date date() the contract is
activated and the service provider collects the emails. The private data is used for
two types of operations (1) to complete the service activity for the current purpose
i.e. the email is used to send invoices. The operation is expressed by the follow-
ing right r1email(R, email, S.I, μr1email), (2) to achieve other activities than those for
which it is provided, such as marketing purpose i.e. the email is used to send infor-
mation regarding the available products and their prices; the clause is expressed by
the right r2email(R, email, S.O, μr2email). When the retention times of the private
data email (βr1email , βr2email) are elapsed, the corresponding obligation is triggered,
Oemail(R, email, hide, μoemail). The obligation specifies that the role R must hide
the private data (email) as soon as the activation date μoemail is reached.

States: We define four types of states:

1. The initial state si represents the activation of the SLA where the first private data
item (email) of the customer is collected. In Fig. 2(1), si is defined by A.

2. The intermediary states represent the flow of the collected private data use. The
activation of a new state is caused by:
• The use of data to complete the activity of the service for which it was pro-
vided, identified in Fig. 2(1) by Opcurrent (black line). In state B, the current
operation is Send Invoice. In this state, the clock δ1email is activated to r1email
and incremented through a time.

• The use of data to achieve an extra-activity depicted in Fig. 2(1) by Opmarketing

(blue line). The right r2email is activated in the stateC1 as soon as the marketing
operation is triggered. The same operation can be activated as many times as
the time retention μr2email is valid. It is represented by a loop in state C1. The
contract remains in the same state.

• The data usage is finished (the right). For instance, the contract will be in state
D1 since data retention guard time is reached, which means the finishing time
of the right denoted by βr1email is over.

• The activation of an operation dealing with the security (obligations) when
the retention time of the private data defined as a fixed time in the right is
elapsed and the time for triggering the obligation starts. For instance, such
case is depicted in state E1, where oemail is triggered when the usage times
βr1email and βr2email are reached and the obligation time starts, defined in the
transition by μoemail .

3. The virtual state labeled SLA Failure will be reached when private data is used
to achieve the usage violation, and/or role violation and/or temporal violations
happen regarding the clock variable values and fixed times. For instance, the first
type of violation is identified by Opemail wrong-use (usage violation) (red line) or
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opemail wrong-user (role violation) between state B and SLA Failure state. We call
this state as a virtual state because it is considered only like a flag of the violations.

4. The final state s f represents the end of the SLA which means the validity of the
contract is over, and either the data usage in all its shapes are compliant to the SLA
or they are not respected due to the violations. The best case is to reach the end of
the SLA without any violation, as depicted in Fig. 2(3) from state A to the ‘End
SLA’ state.

Transitions: Transitions are labeled with conditions which must be met for the tran-
sition to be triggered. We identify three kinds of authorization abstraction conditions:

– Activation conditions. Regarding the operation unit, we define two types of acti-
vation conditions (1) opcurrent condition, for instance from state A to state B,
authorizes an operation (e.g., send invoice) to collect private data (e.g., email) to
achieve the current aim of the service, (2) opmarketing condition from state B to
state C1, authorizes the operation dealing with an extra-activity of the service to
be triggered (e.g., send offer).

– Temporal conditions. The transition is called timed transition. Regarding the tem-
poral units, we define four types of timed transitions (1) right triggering time εrd ,
for instance from state B to state C1 the timed transition is labeled by εr2email

along with the activation of the clock δ2email assigned to the right r2email (2) Right
end time βrd , from state C1 to state D1 the transition is labeled βr1email , which
means the send invoice operation is over (3) Obligation triggering time μod , the
authorization to keep the private data is finished and the obligation is triggered, for
instance from state D1 to E1, the transition is labeled μoemail , the security action
must be fired (4) Obligation end time αd , the obligation is over, for instance from
state E1 to the End SLA state, the transition is labeled αemail .

– Violation Conditions. The transition can be labeled by all the violations identified
in Sect. 3.1.2. For the violation dealing with the operations, the target state of the
transition is SLA Failure and Back to the previous state, such as, the operation
opemail wrong-use on the transition between state B and the SLA Failure state, and
back to state B. For the temporal violations the target state of the transition is SLA
Failure and no back tracking is allowed, but to the next state. For instance, a time
violation happens in D2 (retention violation) and the system passes to the next
state E2 (Fig. 2(2)).

In the following, we give the details of the path flow depicted in Fig. 2(1).

Example 4 (email usage flow paths) The provider is authorized to collect email data
to achieve the current aim of the service (the right r1email ). The transition from state
A to state B is labeled opcurrent with the timed transition denoted by εr1email (right
triggering time) alongwith the activation of the corresponding clock δ1email . Similarly,
the marketing operation opmarketing is triggered from state B to state C1. In state C1,
two clauses of the SLA are triggered (1) the current operation r1email (send invoice)
is still activated and is accumulated from the previous state B because the retention
time of the right r1email associated with the data email is not elapsed (2) the send-offer
operation (r2email ) is activated by enteringC1 for marketing purpose of the service (not
to complete the service); it is an extra-activity of the service.
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Fig. 3 Usage flow views

In state D1 one clause is still activated, the extra-activity r2email , and then accumulated
in the new state from C1. From state C1 to state D1 the transition is labeled βr1email ,
which means the send invoice operation associated with the right r1email is over. Sim-
ilarly, from state D1 to state E1 the transition is labeled βr2email , which means the
send offer operation associated with the right r2email is over, in state E1 the obligation
oemail is activated because the time μoemail to activate is reached.

4 Usage views

As mentioned earlier, one of our aims is to monitor the private data usage flow by
observing the behavior of the service (PDUF). The idea is to use the concept of view
[14] to capture a part of the activated clauses in the PDUF. Next, we show how to
capture the compliance of the usage views extracted from the PDUF.

4.1 Usage flow view

For checking the usage compliance, we introduce the notion of Usage Flow View
(UFV), a part of activated clauses in the PDUF global process. PDUF is considered
as a log storing all the usage performed on personal data. The UFV is a query on the
log for specific private data. In fact, PDUF works as a global knowledge base, denoted
by PDB, from which we extract the different views (Fig. 3), where,

– The view UFV1 provides all the operations executed on email data within the
corresponding triggering time,

– UFV2 displays the execution time of each operation executed on ccn data,
– UFV3 shows the ccn retention time. It is a time from which the data is collected
up to the end of the last ‘right execution’.

123



Distrib Parallel Databases (2016) 34:145–178 159

Fig. 4 Graphical representation of PDB database

The symbols in Fig. 3 are related to different actions to be considered in the PDUF.
For a better visualization of the PDUF, we introduce a visual language, with further
details provided in Sect. 6.2.
The database PDB (Fig. 4) contains four relations; all the attributes of the relations
should be defined as an element in the monitoring private units M set. The relations
are:

1. The Log relation (PDUF) stores all the executed operations as events. We need to
distinguish between two kinds of events: (1) the collect event denoted by Col-E
which is designed to collect the private data and has an activation time, the collect-
time, (2) The events on data (data-right, data-obligation). Each event can have one
of two statuses, Act-OP for the triggering event and End-OP for the completion
of the event. The attributes of the Log relation are:
– e is a unique identifier of the event.
– dre f is the identifier of the used private data.
– d is the value of private data.
– u is the identifier of service user.
– op is the event name (the right/obligation or data collect event).
– status represents the type of the event (Col-E, Act-OP, End-OP).
– occurrence is the execution number of the right (if the right is triggered many
times).

– clock is the triggering time (respectively, data collect time) or the end time of
the event.

2. The requirement relation DAT A(dre f , d, tret ) stores the authorized retention time
tret of d. The identifier of the relation is dre f .

3. The requirement relation R(r, dre f , u, op, t ype, noc, te) stores the right private
units specified in the contract with their corresponding type (current,extra-activity,
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etc.) and the authorized number of their occurrences noc, te is the authorized
execution time of an operation op. The identifier is the right r.

4. The requirement relation O(o, dre f , u, a, ta) stores the obligation private units. ta
is the authorized activation time of a security action a while the identifier is the
obligation o.

The UFV is used to query the Log relation for providing various information on data
d. The information items are: service user, executed right/obligation, event triggering
times, event end times and data collected time. For instance, the following UFV asks
for all the usage executed on email:

CREATE VIEW UFV as
SELECT e, dre f , d, u, op, status, occurrence, clock
FROM Log WHERE d=’email’;

However, the results provided by UFVs are considered incomplete. In the next
section, we provide more details on this, and specifically, on information regarding
the handling of temporal aspects.

4.2 Usage temporal views

The information provided by the UFVs is considered incomplete for checking the
usage compliance adequately. Indeed, the process needs more temporal information
which can be gleaned from the UFV results. The additional information consists of the
execution time, the number of occurrences of each right (operation), and the retention
time of data d.We defineAlgorithm 1 to compute this additional temporal information,
which is to be applied for each data d. The algorithm generates two views including
the usage and temporal aspects:

– The Usage Duration View,UDV (dre f , op, u, te, noc) stores the execution time te
and the number of occurrences noc of each executed right op (obligation). It is
important to know that if the right is activated many times, we keep the maximum
of all execution times of the right occurrences.

– The Retention Data View, RDV (dre f , d, tret ), stores the retention time of data,
since its collection.

On the basis of the usage views, we define the usage compliance approach in the
following.

5 Usage compliance based query containment

Let us recall a useful definition (query containment) to understand the rest of the
section. Query containment is the problem of checking whether for every database,
the result of one query is a subset of the result of another query [1,7,12–14,19,20,22,
23,29,40]. In the following definition, we denote the result of computing the query Q
over the database D by Q(D).

123



Distrib Parallel Databases (2016) 34:145–178 161

Algorithm 1 Usage Temporal Views Algorithm
Require: UFV related to the data d (UFVd )
Ensure: Usage Temporal Views (UDV, RDV)
1: get t.collect time (t ∈ UFVd ) {the first tuple gives the collect time of d}
2: for each t.op (t ∈ UFVd ) do
3: find t.op.occurrences, t.op.triggering times and t.op.end times
4: calculate max(op.occurrences)
5: calculate op.execution times {end times - triggering times}
6: calculate max(op.execution times)
7: store in UDV
8: end for
9: calculate retention time {last end time - collect time}
10: store in RDV

Definition 10 (Query containment and equivalence) A query Q1 is said to be con-
tained in a query Q2, denoted by Q1 ⊆ Q2, if for all databases D, the set of tuples
computed for Q1 is a subset of those computed for Q2, i.e., Q1(D) ⊆ Q2(D). The
two queries are said to be equivalent if Q1 ⊆ Q2 and Q2 ⊆ Q1.

We now consider a database PDB and two queries Qr and UFV, where Qr is over the
requirements table R andUFV is over the log table. Informally speaking, the problem
of the usage compliance is similar to the query containment problem: the query UFV
is contained in the query Qr , denoted byUFV ⊆ Qr , if the answer toUFV is a subset
of the answer to Qr for any database instance. Then, the usage compliancemeans the
log compliance.
Now, if we consider the temporal information extracted from the UFV, we can say
that the usage compliance is the problem concerned with checking whether the results
that the queries obtain from the usage temporal views (UDV, RDV) are subset of the
answers obtained by another query on the same database (requirement tables). In other
words, finding the exact-tuples-match, or more precisely, finding the exact-monitoring
units-match based queries results set. Now, the database is accessible only through
the views. Consider the queries UVF on Log, Qudv on UDV, Qrdv on RDV, Qr on
requirement table R and Qd on requirement table DATA (Fig. 5). Formally, the usage
compliance holds if two conditions are satisfied:

1. The operation compliance requires that a tuple belonging to the result set of Qudv

should also belong to the result set of Qr . This means that any information in Qudv

should appear in Qr .
2. The retention compliance requires that a tuple belonging to the result set of Qrdv

should also belong to the result set of Qd . This means that any information in Qrdv

should appear in Qd .

Definition 11 (Operation compliance ⊆PC ) Let Qudv be the result set on UDV and
Qr be the result set on requirement table R. Qudv is operation compliance contained
in Qr , written Qudv ⊆PC Qr , if and only if ∀t ∈ Qudv, ∃t ′ ∈ Qr/Qudv(t) = Qr (t ′).

Definition 12 (Retention compliance⊆RC ) Let Qrdv be the result set on RDV and Qd

be the result set on requirement table DATA. Qrdv is retention compliance contained in
Qd , written Qrdv ⊆RC Qd , if and only if ∀ t ∈ Qrdv, t ′ ∈ Qd / Qrdv(t) = Qd(t ′).
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Fig. 5 Queries on requirement
tables and usage temporal views

Theorem 1 The usage compliance holds for data d:

U FV ⊆ Qr ⇔ Qudv ⊆PC Qr and Qrdv ⊆RC Qd .

The containment relationship between the queries should hold for all the private data
specified in SLA. Over the years, the researchers have investigated in depth checking
the query containment problem. For instance in [13] they make use of a reduction
of query containment to a problem of unsatisfiability in a variant of Propositional
Dynamic Logic, called cpdlg. In [25] query conjunctive problem is regarded as con-
straint satisfaction problem. In [19,20], they used Constructive Query Containment
(CQC)method to check query containment. The aim of theCQCmethod is to construct
a counterexample that proves that the query containment relationship being checked
does not hold. The provided proof of the Theorem 1 is based on the non-containment
developed in [19,20]. One suitable way of checking compliance is to check the lack of
containment, non-containment [19,20]. Given the above queries, the way of checking
compliance process is to find all the columns (monitoring units) where the assumed
containment relationship between queries does not hold. Note that the unmatched
columns identify the different violations on monitoring units. If the process succeeds,
non-containment is proved. Thus, we will reason by contradiction in order to prove
the compliance.

Proof The non-containment is proved when trying to determine whether Qudv ⊆PC

Qr and Qrdv ⊆RC Qd are false for each private data d, that is, to find just one column
(monitoring unit) where the containment relationship that we want to check does not
hold. It suffices to verify that the two conditions are true:

1. Thenon-containment relationshipbetweenQudv andQr , denotedby¬(Qudv ⊆PC

Qr ), holds if and only if ∀t∀x/((x ∈ Qt
udv(i)) ∧ (x /∈ Qt

r (i))) where i ∈
(u, op, noc, te).

2. Thenon-containment relationshipbetweenQrdv andQd , denotedby¬(Qrdv ⊆RC

Qd), holds if and only if ∃x/((x ∈ Qrdv(tret )) ∧ (x /∈ Qd(tret ))).

�
Condition (1) gives for each column all the usage in Qudv that are not specified in

Qr . Then, the violations hold and we keep the misuses in the violation table.
Condition (2) verifies if the retention time in Qrdv is different from that specified in
Qd .
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Fig. 6 The monitoring system

6 Architecture and implementation

In this section, we describe the architecture and implementation details of the Privacy
aware SLA Monitoring system.

6.1 Architecture

The system architecture comprises four main components (Fig. 6), namely a require-
ment extractor, Web service execution, privacy-event view and PDUF monitoring.

– Requirement extractor takes as input the contract represented in an XML-based
format, and extracts the monitoring private units to be monitored from the require-
ments specification (rights, obligations). The private units are recorded in right
and obligation tables (Fig. 7).

– Web service execution is an environment that manages all interactions of the Web
services, which are, service client, service provider and partner services (bank ser-
vice, delivery service and maintenance service). It includes two sub-components,
the execution operations process and the collector.

The execution operations process executes a set of operations (whether or not
using personal data), to fulfill the service requirements. Two kinds of operations
are specified: (1) internal operations, (2) external operations. The former are
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Fig. 7 Requirement tables. a Private data table. b Right private units table. c Obligation private units table

executed by the provider while the latter are executed by the partner services.
Table 1 summarizes such operations.

The collector is an editing interface,which allows the provider to collect the private
data from the attached operation when executed.
The private data collection and the execution of the operations are considered as
events provided by the Web service execution. These events are then stored in
a log. It is important to know that a clock variable is assigned to each activated
operation, and each collected data. The values of these variables increase through
time.

– Privacy-event view receives the events and identifies their types and relevance to
the privacy requirements being monitored, and sends them to the query process.
All the non-relevant events are not tackled.

– PDUF monitoring observes the behavior of the private data usage flow by using
four sub-components: a query process, monitor, containment checker and usage
flow view visualization.

Query process proceeds in two steps. First, it executes the UFV, which is written
via an editor, to filter only the relevant events stored in the log that meet specific
criteria. Then, it generates the usage temporal views, UDV and RDV from UFV
results, on the basis of the algorithm provided previously.
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Table 1 Specification of operations used in the web service execution

Status operation Type operation Description Example

Collect event Col-E Internal Collection of the private data Collection of
email, ccn,
address

Invocation
current-operation
Act-OPcurrent

Internal Activation of the current
operation

Execution of send
invoices by
using email

Invocation
extra-operation
Act-OPextra-a

Internal Activation of the
extra-activity which can be
executed concurrently with
the current operation

Execution of send
offer or send
invitation by
using email

Receive operation
Rec-OP

External Partner waits for the
invocation of the current or
extra-activity operation by
the provider

Request
invocation of the
payment with
the transfer of
the data ccn

Reply operation
Rep-OP

External The partner service responds
to a request for the
execution of an operation
previously accepted
through a receive operation

Execution of the
payment
operation using
the transferred
ccn

End operation
End-OP

External The partner service informs
the provider about the end
of the operation execution

send invoice
operation is over

Invoke security-action
Sec-A

Internal/ External Activation of the obligation
by the provider or/and the
partner service when the
data retention time is over

Hide email

Other operation other External/Internal The provider and/or the
partner can activate the
operations which are not
specified in the SLA. Such
operations may or not use
the private data

Statistic,
maintenance
process

Clock assignation
activity

Assignment of clock variable
for each triggered operation
(activation time, end time)
or for each collected data

Themonitor collects the raw information to bemonitored regarding themonitoring
private units from the different databases of the system. The usage stored in the
temporal views, the monitoring private units stored in the requirement tables (Fig.
7) and the privacy violations are sent to the containment checker component in
order to check the usage compliance.

Containment checker verifies if the recorded usages are compliantwith the require-
ments being monitored. In cases where the recorded usages are not consistent with
clauses in the SLA, the monitor records the violations in a violation database.
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Usage flow view visualization. An intuitive graphical query language is provided
to visualize the usage flow view abstracted from the PDUF. It allows to display
both the results of query processing and checking of the containment process.

6.2 Implementation

We have implemented the proposed Privacy aware SLA Monitoring approach in a
prototype system, calledPaMsystem. A systemdemo.was conducted in the ICDE [33].
This prototype realizes the architecture of the framework that we have discussed in
Sect. 6.1. In the prototype, we developed a simulator to provide the live back-end
services calls. The current prototype runs for a single bilateral contract. The PaM
system provides an efficient tool for tight surveillance for the purpose of dynamically
observing the private data usage flow. It has been implemented as a set of visual
interfaces and tools using Java builder X as the programming language, and MYSQL
server as the database management system. We describe below the various interfaces.

6.2.1 Execution operations engine

It has been developed to set the collaboration between the different services by the
activation of aforementioned operations. Figure 8 illustrates a snapshot ofPaM system.
It is shows thedifferent operations that canbe activatedby the system, and the execution
of the receive operation (Rec-OP) between the provider and the bank service (Table 1).
The engine generates the log of the events during the execution process. This event log
is fed into our framework in order to provide the runtime information that is necessary
for monitoring. The events can be the data collection activity, the execution of the
internal operation by the provider, or the activation of external operation through the
exchanged messages between the partner services and the provider. Each operation
has two clock variables, the activation time and the end time.

6.2.2 Visual editor

The event filter, which is related to the usage flow view, is used as a basis to query the
information in the log in order to trace the relevant execution of the operations. The
queries (UFVs) are written via a visual editor by selecting a subset of the canonical
fields (constraints) from the log, and relating themwith AND and/or OR relationships.
When the constraint is selected, the editor populates the related drop down menu with
all the corresponding values defined in the specification. This may then be used to
choose the desired values as the constraint. The Query process executes the SQL
query and displays the result in a table depicted in Fig. 9.

6.2.3 Query language

The results of the query processing with identification of the non-compliance are
visualized via an intuitive graphical query language which is based on symbols. The
attributes (monitoring units) of each filter event are converted into graphical symbols,
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Fig. 8 Operations list of the Web service execution [the receive operation execution (Payment operation
with the transfer of private data (ccn))]

Fig. 9 Visual results of the query process

as shown in Fig. 10. The symbols form the basis of the query language. A sample
illustration is provided in Fig. 11. The gray oval at the top of the usage flow view is
the activation clause. Its attached white circle denotes the name of the private data,
sky-blue box for the current, green box for the extra activity, red box for the other
operations (violations), and yellow box for the obligation. Diamond represents the
operation end. We also use two types of arrows to denote the order of the events. Thus,
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Fig. 10 An intuitive graphical query language

Fig. 11 Usage flow view related to the execution time of each operation on email

the thin arrow indicates the triggering time and the bold arrow denotes the end time. As
an example, Fig. 11 visualizes the result of the following query:what are the execution
times of each operation on the email?. We can see every executed operation on the
email with its corresponding triggering time and end time. It also shows two violations:
(1) on the following requirements {R1, R4, R5}.OP (see Fig. 7) which require that
the authorized operations are send invoice, send offer and send invitation. The corre-
sponding notation in the graph is respectively [red box (E11:Maintenance(Failure))],
(2) on the requirement R1.Te which requires that the execution time (Te) of send
invoice should always be equal or less than 4 days, the corresponding notation in
the graph is respectively [Execution time violation E17: 116:45:56–E2: 19:45:00 =
97 : 00 : 56 >96:00:00h].
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6.3 Experiments and results

In this section we report our experimental evaluation of the effectiveness of our PaM
system. The experiments are conducted with two main objectives:

1. To measure the system efficiency in terms of detecting all operation violations
through the usage frequency on different data type.

2. To study the SLA violation periods taking into account the usage frequency.

In our experiments, we implemented a purchase service (PS) involved by a client.
This service requires a set of private data collected from the client including email
to send the available products (offer) and possibly the invitations, credit card number
ccn for the payment of invoice and address to deliver the products. We established
and implemented an SLA on the system including all the clauses dealing with data
right and data obligation. Our experiments were based on simulation of the Web
service execution to generate synthetic data sets (Log, UFV, UDV, RDV). Next, we
generated different usage flow paths related to all private data (email, ccn, address).
Afterwards, we generated a set of events on each flow path incorporating random
violations. These experiments highlight the service provider behavior on collected
private data by displaying the usage compliance or violations (SLA breaches). The
experiments are based on the analysis of usage views (UFV, UDV, RDV).

– Operation compliance through the usage frequency

In the first experiment, we investigate an important parameter, which is the usage
frequency oc (occurrence) related to the operation op executed on data d. We intend
to evaluate the effects of the usage frequency on the compliance (vs violation) of the
operation for different types of data by varying the number of oc. The results of the
experiment are presented in Fig. 12, where the x-axis is the operation op applied on
a data d and y-axis is the value of the usage frequency oc. The blue point denotes
the occurrences of each executed operation. The green one represents the occurrence
requirement specified in the SLA and the red point is the violation. When the require-
ment meets the operation execution we have layered blue and green points. A variation
of occurrences oc occurs on different operations for different types of data. We have
one occurrence of send invoice, ten of send offer, five of send invitation and two of
maintenance task on email, one of payment on ccn and five of delivering on address.
The graph shows two usage violations (Fig. 13a): (Maintenance task, the first activa-
tion at: 97:31:38, the second at: 318:38:18).
From the experiment, we conclude that the usage frequency has an impact on the SLA
compliance/violations that are monitored in the system. On one hand, some clauses
can be as much triggered as possible for a type of data, so that they comply with the
requirements such as the business need (e.g., send offer, send invitation). However,
some clauses can be triggered in a small number of usage frequency. At the same
time, the violation depends on the type of data. Consequently, we can suggest to
assign weights for data type according to the degree of its sensitivity. For instance,
credit card number is more sensitive than email. So, more vigilance is needed on a data
type rather than on others. For that, we plan as a future work to provide a reasoning
mechanism to handle the weights.
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Fig. 12 The usage frequency on operations for different type of data (Compliance/Violation)

Fig. 13 The usage frequency on a email, b ccn, c address (Compliance, Violation)

– Estimation of SLA violation periods for different types of data

In this experiment, we investigate two important parameters. The first parameter is ε,
operation triggering time, whereas the second parameter is β, the operation end time.
We wish to estimate the SLA violation periods taking into account two view-points
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Fig. 14 The usage execution time (Compliance, Violation)

Fig. 15 The usage retention time (Compliance, Violation)

of time; operation execution time calculated from (ε,β) (Fig. 14) and retention time
(Fig. 15). The results of the experiment are presented in Fig. 13, where the x-axis is
the operation op applied on a data d, and y-axis is the value of an incremental time to
be assigned to ε and β. The blue point denotes triggering time, the green one the end
time and the red one is the violated time. Figure 13a–c display the usage frequency
with its corresponding ε and β receptively on email, ccn and address. For instance, the
execution of send offer on email has many occurrences and for this type of operation
we do not care about ε,β since they are included in the ε of the obligation on the
email (delete). However, there is a violation in the last occurrence due to the fact
that ε is started after the obligation triggered time (delete). The payment execution
time using ccn meets the SLA requirements (ε1 = 130 : 51 : 38 β1 = 183 : 04 :
58,UDV .Te.52 : 13 : 20 < R.Te.60 : 00 : 00), however, the time ε of the obligation
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operation encrypt is violated. Such violation has an impact on the retention time of ccn
(RDV .Tret .175 : 20 : 00 > D.Tret .120 : 00 : 00). The execution of the delivering
has occurred many times and we observe that there is a violation on execution time
after three occurrences (ε4 = 338 : 05 : 40, β4 = 557 : 25 : 18,UDV .Te.219 :
19 : 38 > R.Te.216 : 00 : 00), after that no violations have appeared. That fact is
due for instance to a missing delivery because many delivering occurred before. From
this experiment, we can conclude that the usage frequency has an impact on time
compliance. Furthermore, for some types of operation, ε and β have no impact on the
violation since they will not be over the ε of the obligations triggered time on data.
The violations can also occur on time retention when an obligation is not triggered.

In summary, the evaluation confirms that themonitoring framework is able to detect
the different types of violations at runtime effectively and efficiently. We conclude by
stressing that the system does not stop the execution process when the violations
occur and are detected, neither does it take corrective actions. However, it continues
its running until the end of the contract. In our future work, we will investigate the
extension of the prototype by considering the corrective actions for different violations.

7 Related work

Approaches dealing with the privacy compliance monitoring in Web services are very
scarce in the literature. However, the problem ofWeb services and distributed business
processes monitoring has received a lot of attention and many such systems have been
developed. In our previous work we already provided a survey regarding the state-of-
the-art inmonitoring service-based applications [9]. Inwhat follows, someof theworks
are presented [2–6,24,30,31,39,43,45]. The work in [31,45] focuses onmonitoring of
service-based software (SBS) systems specified in BPEL. They use event calculus for
specifying the requirements that must be monitored. The runtime checking is done by
an algorithm based on integrity constraint checking in temporal deductive databases.
Barezi et al. [3,4] developed a tool that instruments the composition process of an
SBS system in order to make it call external monitoring services that check assertions
at runtime. The work in [2] is close to the previous works, the authors presented a
novel approach to Web services described as BPEL processes. The approach offers
a clear separation of the service business logic from the monitoring functionality.
Moreover, it provides the ability to monitor both the behaviors of single instances
of BPEL processes, as well as behaviors of a class of instances. In [42], the authors
provided a monitoring language called BPath, which is an XPath-based language
for both expressing and checking temporal and hybrid logical properties at run-time,
making visibility on the execution of a business process by expressing and evaluating
statistical queries over execution traces.

In [39], the authors proposed an approach to the automated synthesis and the run-
timemonitoring ofWeb service compositions. The automated synthesis rests on a set of
existing component services that aremodeled in theBPEL language, and a composition
requirement. The latter expresses assumptions under which component services are
supposed to participate in the composition, aswell as conditions that the composition is
expected to guarantee. Runtimemonitoringmatches the actual behaviors of the service
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compositions against the assumptions expressed in the composition requirement, and
reports violations. Beeri et al. [5] presented BP-Mon, a novel query language and
system for monitoring BPs. BP-Mon offers a high level intuitive design of monitoring
tasks.A novel optimization technique exploits available knowledge on theBP structure
to speed up computation. In [30], the authors presented a framework to support the
monitoring of service level agreements. The agreements that can be monitored are
expressed in an extension of WS-Agreement.The main characteristic of the proposed
extension is that it uses an event calculus based language, called EC-Assertion, for the
specification of the service guarantee terms in a service level agreement that needs to
bemonitored at runtime. Lazovik et al. [28] proposed an approach based on operational
and actor assertions which are used to express properties that must be true in one state
before passing to the next, to express an invariant property thatmust be held throughout
all the execution states, and to express properties on the evolution of process variables.
While providing facilities for the verification of processes, these approaches do not
tackle privacy issues into account.
In terms of privacy compliance, there exist few works including [10,26,34–36,38,47–
49,52,53]. In [52], the authors examined privacy legislation to derive requirements
for privacy policy compliance systems. They proposed an architecture for a privacy
policy compliance system that satisfies the requirements and discussed the strengths
and weaknesses of their proposed architecture. In [38], the authors introduced the
concept of ’information transfer registry’ as a mechanism to track compliance in
a business to business network. The registry stores signed contracts specifying the
consent an individual has given for information transfers for specific business purposes.
Organizations register all information transfers from individual to business or business
to business against the appropriate contract to document their compliance. In [49] the
author proposed a graphical visual notation to facilitate the identification of private
information vulnerabilities that can lead to privacy legislation non-compliance. In [34],
the authors automated themanagement and enforcement of privacy policies (including
privacy obligations) and the process of checking that such policies and legislation
indeed comply with. The authors in [36] develop a Policy Compliance Checking
System which models privacy compliance constraints, automates the assessment of
the extent to which a particular computing environment is compliant and generates
dashboard-style reports that highlight policy failures. The two last works are related
to enterprise. While the previous works provide tools for privacy compliance, these
approaches donot take private data usageflow into account andno formalmethod along
with reasoning and also no time-related properties are discussed. Thus, in [10], we
addressed the problem of run-timemonitoring of compliance of the privacy agreement
defining the users privacy rights and their possible handling by the service provider.
A state machine based model is proposed to describe the PDUF toward monitoring
which can be used by privacy analyst to observe the flow and capture privacy violations
that may lead to non-compliance. The formalism adopted for the representation of the
privacy units and misuses relies on linear temporal logic.
In order to provide better protection for personal data, the authors in [44] proposed
PRMF, a privacy rightsmanagement frameworkwhich enforces personal data process-
ing compliance with privacy policies related to organizational, legislative, and regula-
tory needs. PRMF can satisfy many aspects of privacy legislation, including security,
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transparent processing, lawful basis, and finality—purpose limitation. The work in
[53], described an approach for quantitatively assessing the likelihood that an organi-
zation will comply with privacy policy. The estimates allow organizations to be chal-
lenged if their likelihood to comply is perceived to be inadequate. Also, they allow
customers to choose organization with high likelihoods of compliance. The works in
[47,48] proposed an approach for compliance checking of agreed privacy policies and
preferences in a federated identity management context. They introduce mechanisms
and algorithms for policy compliance checking between federated service providers,
on the basis of an innovative policy subsumption approach. The work in [26] focused
on the private data discovery. Their objective is to develop ways to extract private
data efficiently and effectively from unstructured and semi-structured content so as
not to interfere with work activities. The private data may emerge from any type of
computer-based activity, whether it is collaborative or not.
Recently, there has been research focusing on Compliance with privacy legislation
for health care institutions [21,41]. Ghanavati et al. [21], describes a requirement
management framework that enables health information custodians (HIC) to docu-
ment and track compliance with privacy legislation as the legislation and hospital
business processes evolve. A meta-model is defined to specify compliance tracking
links between separate User Requirements Notation models of the HIC and privacy
legislation. In [41], the authors have provided high level policies interpreted from
European and national data protection law as privacy requirements for data disclosure
and have captured similarity and possible conflict between the different frameworks
across Europe through the use of SWRL rules, JESS and the protégé API. They have
also specified by means of an ontology the concept of Enforceable Privacy Policy
(Conforming to the XACML Standard).
In terms of privacy analysis, there exist fewworks including [50,51].Yee [50] proposed
a straightforward method for visual analysis of privacy risks inWeb services, focusing
the analyst’s attention at locations that hold personal information at one timeor another.
Yee [51] proposed a design approach that incorporates privacy risk analysis of UML
diagrams to minimize privacy risks in the final design. The approach iterates between
the risk analysis and design modifications to eliminate the risks until a design is
obtained that is close to being risk free.
In terms of privacy preserving related to the issues of constrained Web services selec-
tion, the work in [46] presented a novel approach for private selection of Web services
by providing a comprehensive approach for protecting users and service providers’
confidential data that is exchanged during service selection.
More recently, a formal study of privacy issues specific to scientific workflows has
been done in [15–17]. In [15], the authors proposed the use of provenance views for
preserving the privacy of module functionality in a workflow. The proposed model
seeks to identify the smallest amount of data that needs to be hidden so that the func-
tionality of every module is kept private. In [16], the authors discuss how to integrate
privacy guarantees in the design of provenance management systems for workflows.
The authors in [17] focused on privacy-preserving management of provenance-aware
workflow systems. Furthermore, our work addresses privacy data usage rather than
module privacy.
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In terms of the application-level auditing, Fabbri et al. [18] investigated the novel
problem of automatically explaining individual log records (accesses) in an access
log. The authors develop a framework for modeling explanations which is based on
a fundamental observation that accesses in specific classes of databases (including
EHRs) occur for a reason, and the reason can be inferred from data in the database.
Query containment has received significant attention in database research community.
It is one of the most fundamental reasoning services related to querying the data and
knowledge representation systems. In [22,23,29,40], the problem of query contain-
ment and equivalence has been studied in the more generic problem setting of query
rewriting and materialized view selection. The problem of answering and rewriting
queries using views in description logic and its complexities has been addressed in
[7,12]. In [14], the authors dealt with a form of containment called view-based query
containment in two specific contexts: conjunctive queries in relational databases and
regular path queries in semi-structured databases. The query containment and query
answering under description logic constraints was addressed in [13]. They introduce
DLRreg, an expressive language for specifying database schema and non-recursive
Datalog queries, and have presented decidability and undecidability results of both
the problem of checking query containment and answering queries expressed in the
schema. The CQC method to check query containment and query containment under
constraints for queries over databases with safe negation in both IDB and EDB sub-
goals and with or without built-in predicates was studied in [19,20]. In [1], the authors
discussed the scalability challenges of query containment in large predicate caches
and proposed algorithms for fast containment checking in such an environment. Our
work differs in the sense that it focuses on the query private monitoring unit expres-
sion containment issues and deals with checking private usage compliance of service
execution.

8 Conclusion

We proposed an effective and formal approach to observe and audit the privacy com-
pliance ofWeb services at runtime.We emphasized private data usage flowmonitoring
of SLA clauses, which is an important issue, and has not been addressed so far. We
made use of a state machine based approach, that allows to take into account the timed-
related properties of privacy requirements and facilitates the identification of private
information violations. The monitored units are extracted from the contract require-
ments. Our approach supports monitoring a set of identified violations that lead to
the non-compliance. We defined the problem of usage compliance with regards to the
requirements, to the problem of query containment. A prototype of the framework
has been provided along with a set of experiments. Our ongoing work includes: (1)
The development of reasoning facilities to provide a diagnosis of violations, (2) The
development of tools along with metrics for enhancing the privacy aware SLA from
the observations, and (3) extension of the model to theoretically handle the multi-party
SLA.
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