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Abstract

Dynamic text documents, including news articles, user reviews, and blogs, are now
commonly encountered in many fields. Accordingly, the topics underlying text streams
also change over time. To grasp the topic changes in the increasing accumulation of
text documents, there is a great need to develop automatic text analysis models to
find the key changes in topics. To this end, this study proposes a topic change point
detection (Topic-CD) model. Different from previous studies, we define the change
point of topics from the perspective of hyperparameters associated with topic-word
distributions. This allows the model to detect change points underlying the whole
topic set. Under this definition, the topic modeling and change point detection are
combined in a unified framework and then performed simultaneously using a Markov
chain Monte Carlo algorithm. In addition, the Topic-CD model is free from setting the
number of change points in advance, which makes it more convenient for practical use.
We investigate the performance of the Topic-CD model numerically using synthetic
data and three real datasets. The results show that the Topic-CD model can well identify
the change points in topics when compared with several state-of-the-art methods.
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1 Introduction

With the rapid development of technology and exponential internet growth, there is
an increasing accumulation of text documents in all fields, e.g., emails, news articles,
and consumer comments. Faced with massive amounts of textual data, it is impossible
for individuals to keep track of all relevant key points and detect changes in emerg-
ing trends or topics. Consequently, automatic text summarization and change point
detection methods that allow users to grasp event changes in text streams quickly have
received substantial attention.

To detect event changes in text steams, topic models, which can reveal the thematic
structure in a large document corpus, have been widely used. However, studies iden-
tifying the change point during topic changes over time have only emerged in recent
years. In statistics, change point detection is a well-defined problem, which identifies
the moments when the probability distribution of a stochastic process or time series
has changed (Bai 1997; Chib 1998). The past literature in the recent decade has seen an
increasing number of works focusing on topic change point detection. Bruggermann
et al. (2016) first applied the dynamic LDA model to find topic-word distributions
across time. Then, a change point was defined as the moment when the word distri-
bution of a specific topic had changed enough from the previous time stamp. Zhang
et al. (2017) applied the standard LDA for topic extraction and prediction. Then they
used the method of scientific evolutionary pathway to find emerging topics and death
topics. Wang and Goutte (2018) adopted a similar definition of topic change points.
They first applied online topic models to obtain the topic-word distributions in dif-
ferent times, and then applied on-line change point detection algorithms to detect the
moments when significant changes happened. In summary, these studies defined topic
change points from the perspective of topic-word distributions. To find the change
points, they used two-step strategies by first building topic models for documents and
then conducting change point detection. However, there are also limitations associ-
ated with these studies. First, they define the change point for each single topic. This
definition perspective is meaningful but when the number of changing topics is small,
their influence to the whole corpus may be limited. In the meanwhile, the change point
for each topic may appear at different time points. As a consequence, the semantic
meanings of the whole corpus would show a pattern with gradual changes. Second, the
two-stage strategy might have adverse effects on topic learning, because the existence
of change points inevitably affects the meaning of topics.

Another adopted definition of topic changes is constructed from the perspective
of document-topic representations. A related work is the topic segmentation method
(Lan et al. 2013), which applied the Pitman—Yor process to segment topic distributions
represented by each single document and thus found the topic changing positions. A
more recent work is the multiple latent changepoint topic model (Zhong and Schweidel
2020), which also focused on changes of document-topic distributions, but applied the
Dirichlet process hidden Markov multiple change point (DPHMM) model (Ko et al.
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2015) to detent the topic changes. Different from the previous works, we define topic
changes as the change of topic meanings (i.e., the topic-word distributions) occurred
in the whole topic set.

We develop in this work a new topic change point detection model, which we refer
to as the Topic-CD model. In this model, we define the change point of topics from the
perspective of hyperparameters associated with the topic-word distributions. This def-
inition allows detection of change points in the whole topic set, as the hyperparameters
can affect the meanings of all topics. Under this definition, when the hyperparame-
ters change, the meanings of all topics would change. Only the topic meanings have
changed significantly (measured by the hyperparameters), then a change point can be
detected. Therefore, the Topic-CD model often detects change points as the moments
that the semantic meanings of the whole corpus have changed dramatically. To model
the changes in hyperparameters, we assume that they follow the DPHMM model (Ko
et al. 2015). The DPHMM model avoids specifying the number of change points in
hyperparameters in advance. Given the hyperparameters, the documents at each time
stamp are modeled via LDA. In this way, text modeling and change point detection are
combined in a unified framework and then performed simultaneously. Consequently,
the Topic-CD model overcomes the disadvantages caused by separate detection. For
model estimation, we propose a Markov chain Monte Carlo (MCMC) algorithm. The
detection performance of the Topic-CD model is evaluated using a series of experi-
ments on synthetic data and three real datasets.

To summarize, the contributions of this study are as follows:

e We define the change point of topics from a new perspective (i.e., the hyperpa-
rameters), which facilitates the detection of change point from the whole topic
picture.

e We propose a novel Topic-CD model for topic change point detection. This model
combines topic models and change point detection in a unified framework, which
improves the quality of topic learning and the performance of change point detec-
tion.

e The Topic-CD model does not require the number of change points be set in
advance, which makes it more flexible and convenient for practical use.

e To evaluate the performance of the proposed Topic-CD model, various experiments
are conducted on both synthetic data and three real datasets.

The remainder of this paper comprises five sections. We review the related literature
in Sect. 2. In Sect. 3, we introduce the Topic-CD model and its estimation algorithm. In
Sect. 4, the finite sample performance of the Topic-CD model is demonstrated through
various experiments on synthetic data. In Sect. 5, we apply the Topic-CD model on
three real datasets. Section 6 concludes the paper with a brief discussion.

2 Related literature
Automatic text summarization and change point detection have received much atten-

tion in recent years (Guo et al. 2013; Wu et al. 2014; Hasan et al. 2017; Wang and
Goutte 2018; Zhong and Schweidel 2020). Among all these methods, topic models,
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which are a suite of three-level hierarchical Bayesian models, have been widely used.
The most basic topic model is the latent Dirichlet allocation (LDA, Blei et al. 2003).
In LDA, there are a set of latent topics underlying all documents. Each topic is rep-
resented by a specific vector of probabilities over the dictionary, and each document
is assumed to be generated from a probability distribution over these topics. Because
LDA is a hierarchical Bayesian model, it can be easily extended to address various
problems and has wide applications in text mining, such as text classification, summa-
rization, and sentiment analysis (Blei and Mcauliffe 2008; Lin and He 2009; Ramage
et al. 2009; Blei 2012).

There are numerous LDA extensions that focus on dynamic topic modeling for text
streams (Wang and Mccallum 2006; Wang et al. 2015; Pozdnoukhov and Kaiser 2011;
Chae et al. 2012; Vavliakis et al. 2012; Zhou and Chen 2014). In general, the dynamic
topic models can be classified roughly into three categories according to the time
variable (Zhou et al. 2017). The first category is discrete time topic evolution models.
Important works in this category include: the dynamic topic model (DTM, Blei and
Lafferty 2006), which assumes a time evolution factor in each neighboring time slice
to model topic changes; the multiscale topic tomography model (MTTM, Nallapati
et al. 2007), which assumes both a data generation process and parameter generation
processes over time; and some extensions such as the temporal Dirichlet process
mixture model (TDPM, Ahmed and Xing 2008), the infinite dynamic topic model
(iDTM, Ahmed and Xing 2010), and the dynamic topic model based on non-negative
matrix factorization (Greene and Cross 2016). The second category is continuous time
topic evolution models. Important works in this category include: the continuous time
dynamic topic model (cDTM, Wang etal. 2015), which uses Brownian motion to model
topic evolution over time; and the model of topics over time (TOT, Wang and Mccallum
2006), which uses a beta distribution to jointly model time with word co-occurrence
patterns to explore topic changes; and other works such as Kawamae (2011) and Dubey
et al. (2013). The last category is online topic evolution models, which have attracted
more attentions in the last decade. In this category, online inference algorithms are
developed to model the online document streams. For example, AlSumait et al. (2008)
extends the original LDA model into an online model and proposes an empirical
Bayesian-based solution. Other works include Sasaki et al. (2014), He et al. (2015)
and Mohamad and Bouchachia (2019).

Dynamic topic models usually focus on investigating the topic evolution patterns,
which mainly characterize the gradual changes of topic meanings. In the recent decade,
an increasing number of works pay their attentions on topic detection or topic change
point detection. Different from dynamic topic models, the works related to topic change
point detection often try to characterize the sudden changes or big changes of topic
meanings. An early related work is Holz and Teresniak (2010), which adopts the
volatility measure to find contextual shift of topics over time slices. However, this
work only relies on the occurrences of words, and not applies the topic modeling
techniques. In terms of identifying the change point of topics using topic models,
there are three important works (Bruggermann et al. 2016; Zhang et al. 2017; Wang
and Goutte 2018). Specifically, Bruggermann et al. (2016) uses a dynamic topic model
to obtain multiple topic sequences. It defines the change point as the moment when the
word distribution of a specific topic has changed over a pre-defined threshold during
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any adjacent time periods. Zhang et al. (2017) first applies the LDA model to profile
the hotspots of current datasets, and then predicts the possible future trends. Then, a
scientific evolutionary pathway method is applied to detect the emerging topics and
death topics over time slices. Wang and Goutte (2018) applies a similar definition for
topic change point as Bruggermann et al. (2016). However, it focuses on the problem
of real-time change point detection. Specifically, it first uses online LDA (Hoffman
et al. 2010) to achieve sequences of real-time topics and then applies various online
change point detection methods to identify the topic change point.

Although the above studies have achieved good performance in finding changes in
topics, they still have some limitations. First, they identify the change point for each
single topic, whereas in practice, we are also interested in detecting changes from the
perspective of the whole topic set. Second, all these works apply two-step strategies,
which conduct topic learning and topic change point detection separately. Given that
the topic change point is an important characteristic of documents, combining the two
modeling processes can help better summarize document meanings and detect change
points. Recently, a multiple latent changepoint topic model is proposed to capture
changes in social media content (Zhong and Schweidel 2020). Similar with the Topic-
CD model, it also combines the standard LDA model with the DPHMM process.
However, this work assumes the DPHMM prior on «, while the Topic-CD model
assumes the DPHMM prior on B. In other words, Zhong and Schweidel (2020) defines
change point from the perspective of topic distributions represented by documents,
while our work defines change point from the perspective of topic meanings. Another
typical work is the topic segmentation method using a structured topic model (Lan
etal. 2013). Similar with Zhong and Schweidel (2020), the topic segmentation method
tries to segment the topic distributions represented by each document (i.e., the ;) and
thus finds the topic changing positions. On the contrary, the Topic-CD model focuses
on the change of topic meanings represented by all documents (i.e., the ¢y ). Moreover,
the topic segmentation method is designed for static documents, while the Topic-CD
model is designed for dynamic documents and attempts to find topic changes across
time.

3 The topic-CD model
3.1 Model description

Assume that there are D; documents in the 7-th moment with 1 < ¢ < T'. Accordingly,
the total number of documents is D = ZIT: 1 D;. Further assume that there are K
topics underlying all D documents. Then, for the d-th document in the 7-th moment
(1 <d < Dy), assume it has a vector of topic probabilities ;4 = (64,1, - . -, Qtd’K)T
over K topics. Although the number of topics remains unchanged in different moments,
the meanings of the topics may change over time. The changes in topic meanings would
be directly reflected by the topic-word probability distributions. Theoretically, in the
t-th moment, assume that the k-th topic has a vector of word probability distribution
b = Dkt - ¢,k,v)T over the whole dictionary with size V. The past literature
often defines change point on each single topic (Bruggermann et al. 2016; Wang and
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Goutte 2018). Specifically, for the k-th topic, they assume a change point occurs at
the moment when the topic-word distribution ¢, , 1; has changed dramatically when
compared with ¢,;.

However in this work, we attempt to investigate the change point from the per-
spective of all topics. To this end, we define the change point on the hyperparameters,
which control the topic-word distribution {¢,;}s. Specifically, at the ¢-th moment,
assume that ¢, follows a homogeneous Dirichlet distribution with hyperparameter
B:. During the time series {8; : 1 <t < T}, assume that there are Q change points,
which occur at moments 71, ..., Tp. Here, the occurrence of a change point means
the value of B; has changed at this moment, that is, ,BTq * ,BTq_l forl < ¢ < Q.
It is notable that, Q change points can split 7 moments into P = Q + 1 partitions.
To further represent the specific partition each moment belongs to, a state variable
s; € {1, ..., P}isintroduced in the 7-th moment with 1 < ¢ < T. Under the assump-
tion of change points, we can simplify the notations for topic-word distributions and
their corresponding hyperparameters. Specifically, assume that 8 = (fy, ..., Bp) are
the hyperparameters in each partition. In the i-th partition with 1 < i < P, assume
that the topic meanings remain the same within moments in this partition. Therefore,
the k-th topic has a vector of word probabilities ¢;; = (pik.1, - - -, ¢,~k,v)—r in the i-th
partition, and ¢;; follows a homogeneous Dirichlet distribution with hyperparame-
ter B;. With the word-topic distribution {¢;; }s having been specified, the generation
process for documents in the i-th partition is similar to that in the LDA.

Next, we discuss the settings for the state variables {s; }s. It is notable that the values
of s;(t = 1, ..., T) can determine both the number and location of change points. This
is because, if s; # s:41, then a change point is observed at moment ¢ + 1. Therefore,
the task of change point detection is to detect the state variables accurately. To model
the state variables, we assume that s, ..., sp follow the DPHMM (Ko et al. 2015).
The DPHMM assumes that all state variables follow a Markov process. That is, s;
depends only on the state at the previous moment (i.e., s;,—1) and has nothing to do
with other states in the past. In DPHMM, the conditional distribution of s, given all
previous state variables is specified as

niji + A j=i
Pt = jlsy =ivs1,.o s = | M T LA (1)
——— ., jis anew partition
nj+¢+A
=2 . . 1, a=>b
where n;; = Y ;5 8(sy, 1)8(sy 41, 1), and 8(a, b) = . Here, n;; rep-
- 0, a#b

resents the number of self-transition times, and A and ¢ are both hyperparameters,
where A controls the prior tendency to stay in a partition, and ¢ controls the tendency
to explore new partitions. For convenience, we assume n = (X, ¢). It is also notable
that, by introducing a Dirichlet process, DPHMM can determine the number of change
points simultaneously in the parameter estimation process without the need for speci-
fying in advance. In other words, after the state variables are generated, the number of
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partitions (i.e., P) equals to the unique values of the state variables. Then the number
of change points is also decided.

Finally, we present the generative process of the Topic-CD model.

1. Generate all state variables sy, ..., st from the DPHMM(n). Given {s;}s, the
number of change points Q and their corresponding locations 71, . . ., Tp are deter-
mined.

2. Forthei-th i =1,..., Q 4 1) partition, the generative process of documents is
given below:

(a) Generate B; from a uniform distribution 8; ~ U (b, b1);

(b) Generate topic probabilities ¢;;, (k = 1, ..., K) independently from a homo-
geneous Dirichlet distribution: ¢;;, ~ Dir(f;, ..., Bi)-
(c) Each document d at moment #(¢ = t;—1 + 1, ..., ;) in this partition is inde-

pendently generated as follows:
(i) Generate 0,4 from a Dirichlet distribution with hyperparameter (o1, . . .,

ag): 0,0 ~ Dir(ay,...,akg).
(i) Each word n in documentd (n = 1, ..., Nyg) is independently generated
as follows:

(A) Choose a topic z;4, from a multinomial distribution with probabilities
given by 0;4: zian ~ Multi(0:4).

(B) Choose aword w; g, from a multinomial distribution with probabilities
given by ¢i,z,d,,: Wedn ~ Multi(qb,»yzm).

Different from the standard LDA model, we do not use symmetric Dirichlet dis-
tributions for 6,4, but use asymmetric Dirichlet distributions with hyperparameters
o = (a1, ...,ak) . The usage of vector a can significantly improve the performance
of LDA. It is notable that, there are also various works investigating how to estimate
the hyperparameters «, such as Ishwaran and James (2001) and Teh et al. (2006).
Therefore in real applications, the hyperparameters & can be estimated together with
the Topic-CD model. To further illustrate the Topic-CD model, we present the graph-
ical model of the generative process of documents with one single topic change point
as an example in Fig. 1. Given the generative process of the Topic-CD model, we can
derive the full posterior distribution of all variables. Then, the model can be estimated
using the MCMC method. We describe the details of model estimation in the next
section.

3.2 Model estimation

We apply the MCMC method for model estimation. Let S = (s1,...,sT)T, B =
B, Bp) e =(ar,....,ak) 2 ={zian : 1 <n < Ny, 1 <d < D;,1 <t <
Thw={way : 1 <n <Ny, 1 <d=<D;,)1<t=<T},0O=1{0,:1=<d<

D1 <t<T},and® ={¢; : 1 <i < P,1 <k < K}. For simplicity purpose, we
first discuss model estimation with fixed n. Then we talk about how to estimate the
hyperparameters 7 in practice. Specifically, with fixed n, the full posterior distribution
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Change
Point

t=1 t

T t=l‘t+1 t

Fig. 1 Generative process for the Topic-CD model with one single topic change point appearing at T + 1.
For simplicity, we omit the hyperparameters o for 6

of (S, B, ©, @, z) can be derived given the generative process of the Topic-CD model
as:

f(S,B,0,®, zlw, o, by, by, n)

2
oc f (S| (BIS. bo. b1) f (Olar) [ (®[B) f (w.2]O, ®). @

Given that the Dirichlet priors are conjugate to the multinomial distributions, we
first integrate out @ and ® from the full posterior distribution. Specifically,

f(w,z]0,®) = f(z10) f (w|z, ®)
= {/ f(zIO)f(GIa)dG} {/f(wlz, <I>)f(<I>|ﬂ)d<I>}

T D,
= {l_ll_[ f f(z,dw,d)f(o,dm)d(otd)}

t=1d=1

{1‘[1‘[ / f<w|¢ik>f<¢ik|ﬂi>d<¢ik)}

k=1
DA+ @) ﬁﬁm
CA@) i=1k=1 AGE) '

3

—_

l=T
1
t=1d=1
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) nD )T

Here, m M = (1>, x) »Where nf;)k denotes the number of words associated

with topic k in document d at moment t; nj;® = (”ff)’ .. l(,%)V)T where nf,?v
denotes the number of occurrences of word v with topic k in partltlon i.Here, @ =

o = (af,...,ak) ! is the vector of hyperparameters in the Dirichlet distributions for

{6:4}s, and B; = (Bi, ..., ,Bi)T is the vector of hyperparameters in the symmetric
K
Dirichlet distributions for {¢;;}s. A(T) = % AV +d), A(E), and
k=1 %

A(nﬁ @ +E,)-) are defined similarly. Given (3), the full posterior distribution is reduced
as f (S, B, z|lw, «, by, by, n). Then, the collapsed MCMC method is applied for model
estimation.

Below, we derive the full conditional distributions and updating strategies for S, 8,
and z in detail.

(1) Updating S.
The full conditional distribution of s;(ft = 1, ..., T') can be derived as follows:

FGse1Si—1, Sy, ﬂ, Z,w,n)

o f(selse—1, Se—2, M) [ (Se1lse, Se2, ) f(welze, Bs,), @
where S;_1 = (s1,...,5-1) ", St+1 = (St1, - - ,sp) |, and w, and z; denote all
words and topic indicators at moment . Because we assume that all state variables
S follow the DPHMM model, we obtain a change point only when s;,_1 % s/41.
That is, we do not allow continuous change. Therefore, when s,_; = i and 5,4 =
i + 1, the value of s; could be either i or i + 1. According to the conditional
distribution of state variables in (1) derived from the DPHMM model, we can obtain

. ni + A
that when s, = i, f(s;|s;—1, S;—2,n) = ———  and f(s;+1|87, Si42, 1) =
t FGselsi—1, Si—2.m) mt A F(sealse, Siv2,m)
¢ . ¢
—— i and when s; =i + 1, f(s¢]s;—1,S;—2, ) = ——— and
ni 41 +C 42 t SCselse—1, St—2, 1) N+ .+ A

nitl1,i+1+ A
fGsextlse, Se4a, ) = —M——————.
e nitli+1 +¢ +A

Next, we derive the full conditional distributions for the first state s; and last state
st, which are given in (5) and (6), respectively.

A I
Cr - fwilzi, Bsy), 57 changes
k
foilsa,.osrom=1 CFR ErR L, 5)
C- . Nsys7 . f(w1|Zl, ﬁsz)7 52 = 81
C+A ngg, +C+A
nsn—lsn—] +)\‘
s - w ) _ 3 = —
¢ s, 151 +§+}" f( T|ZT ﬁST 1) st ST-1
fGrlst=1,...,51,1n) = (6)
a7 fwrler By, s changes
Sn—18n—1

-1 T—1
where 155, = >, 5 8(sy.82)8(s5r11,82)s N, _ys,y = Dy 8(s,ST1)
x8(Sy+1,ST—1), c1 and ¢ are some normalization constants. It is notable that
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after all state variables S are updated, the number of change points as well as their
corresponding locations are determined.

(2) Updating 8.
The full conditional distribution of 8; (i =1, ..., P) is derived as follows:

FBilw. S.z. B_y) o f(wilzi. Bi) f (Bilbo. b)
LA + B 7
OCf(wi|zi,,3i)o<l_[(”k—_;W @)

k=1 AGB)

where B_; is B without ;. Because it is difficult to sample from the full condi-
tional distribution of g;, we use the Metropolis-Hastings algorithm. The proposal
distribution for B; is a uniform distribution U (8; — €, B; + €), where € is a tuning
parameter to help achieve a reasonable acceptance rate.

(3) Updating z.
The full conditional distribution of z;4, is derived as follows:

f(S,w,B,2)
n =k S’ s Ps &—tdn) =
f(th | v ﬂ ¢ & ) f(S’ ws ﬂ’ z*ldﬂ)
1 2
(nfd)k,—tdn + Otk) (ni,lZv - 1) + ﬂst ®)

= X
(€)) 2 ’
2k Mk —tan T %Y, (”E;lzv,—tdn - 1) + Bs,

where z2_;4, is z with z_; 4, being omitted, nf}j;(’_t 4 denotes the number of words
(excluding w;g;) belonging to topic k in document d at moment ¢, v denotes the
order of word w4, in the vocabulary, and nf,zlzv denotes the number of occurrences
of word v belonging to topic k in partition s;. The full conditional distribution
of z;4, can be explained intuitively, where the term on the left represents the
probability of sampling topic k in document d at moment ¢ whereas the term on
the right represents the probability of sampling word v for topic k in partition s;.

Given the full conditional distributions above, we design a Gibbs sampling algo-
rithm with an embedded Metropolis-Hastings step for model estimation, in which the
variables S, B, and z are updated sequentially.

In the above MCMC estimation, we assume the hyperparameters 7 is fixed, which
should be pre-defined in practice. As pointed by Ko et al. (2015), the value of 5 (i.e., A
and ¢) should influence the number of change points. Therefore, in real applications,
the values of A and ¢ should be estimated appropriately. To address this issue, we
follow Ko et al. (2015) to estimate A and ¢. Specifically, first assume vague Gamma
priors for A and ¢. Then, the DPHMM prior reduces to the generalized Dirichlet
distribution and the posterior distribution can be constructed. Finally, by solving the
posterior distribution using the Newton—Raphson method, we can get the maximum-
a-posteriori (MAP) estimates for A and ¢. Except for the MAP method, one can also
apply the Metropolis-Hastings sampler for estimation.
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4 Experiments on synthetic data
4.1 Experimental setup

To demonstrate the finite sample performance of the Topic-CD model, we present
a variety of experiments on synthetic data. To model the topic changes underlying
dynamic documents, the time span 7 should not be too short. In real applications, it
is also difficult to observe a long time span. Therefore in all experiments, we assume
the total number of moments 7 = (60, 100) to account for different scenarios of time
span. As for the size of vocabulary, we set V = 1000 for illustration. A larger V can
also be considered in the synthetic experiments, but would increase the computation
cost. In the 7-th moment (t+ = 1, ..., T), the number of documents D; is fixed as
100. For the d-th document in the ¢-th moment, the number of words N,y is initially
generated from a Poisson distribution with parameter «,, = 100 and then increased
by 100 to prevent the inclusion of documents without the required number of words.

Regarding the number of change points, we consider three scenarios. In the first, we
assume that the total number of moments is 7 = 60. Then we assume that there is only
one change point (i.e., Q@ = 1), which exists at moment # = 30. The hyperparameters
B in the two partitions separated by this change point are set as § = (0.1, 1)7.
In the second scenario, the total number of moments is also assumed as T = 60.
Then, we assume that the number of change points is Q = 2, whose positions are at
moments t = 20 and ¢t = 40. The hyperparameters B in the three partitions separated
by two change points are set as § = (0.1, 1, IO)T. In the last scenario, assume that
the total number of moments is 7 = 100. Further assume that there are Q = 3
change points, which are at moments ¢ = 25, 50, 75, respectively. The corresponding
hyperparameters in the four partitions are set as 8 = (0.1, 1, 10, 50) T.

In each of the three described scenarios, we consider two settings for the number
of topics, i.e., K = (10, 20), which is consistent with the three real applications in
Sect. 5. As a result, there are a total of 3 x 2 = 6 experimental setups. In each
experimental setup, with the positions of change points and f fixed, we can then
generate the topic probabilities ¢, for each topic under each partition from Dirichlet
distributions. Next, we generate each specific document. For experimental setups with
K = 10, we assume the hyperparameters o with 1 < k < K generated from the
uniform distribution U (0.05, 0.15); while under the experimental setups with K = 20,
we fixae = (0.1, ...,0. l)T. Then, for each document d at moment ¢, we generate 6,4
from the Dirichlet distribution with hyperparameter «. Finally, each document can be
generated according to the generative process shown in Sect. 3.1.

4.2 Evaluation metrics and comparison methods

For a reliable evaluation, we repeat the experiment B = 100 times. To assess the
performance of the Topic-CD method, we compare it with the two-stage methods
in topic change point detection. Specifically, in the two-stage methods, the dynamic
topic model (Blei and Lafferty 2000) is first applied on the documents to obtain the
multiple topic probability sequences. Then, two distance measurements are applied to
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the topic-word distributions to evaluate the topic changes for each adjacent time period.
They are the cosine similarity (Bruggermann et al. 2016) and the Jensen-Shannon
divergence (Lau et al. 2012; Wang and Goutte 2018). Finally, to detect the change
point based on the distances of each topic in adjacent time periods, three methods are
applied: (1) setting the threshold, that is, if the distance of topic-word distributions is
larger than the threshold, then the corresponding time moment is regarded as a change
point (Bruggermann et al. 2016); (2) the dynamic programming method for offline
change point detection (Truong et al. 2020); and (3) the binary segmentation method
for offline change point detection (Truong et al. 2020). Together with the 2 distance
measurements plus the 3 change point detection methods, there are atotal of 2 x3 = 6
two-stage methods for comparison. It is notable that, in each two-stage method, the
number of change points is regarded as an input parameter, which should be defined
in advance. To meet this requirement, we assume that the true Q is already known
for these two-stage methods. To focus on the change point detection performance,
we assume the true number of topics K and the true hyperparameters « are already
known in all the methods. To estimate the Topic-CD model, we assume A = ¢{ = 1
for simplicity purpose. It is notable that, the hyperparameters A and ¢ can also be
estimated using the MAP method, as which we do in real data analysis.

We first investigate the performance of Topic-CD in detecting the number of change
points (i.e., Q). Let Q(b) denote the estimate for Q in the b-th replication (b =

1,...,B) and fl(b), .. (sz) denote the corresponding estimated locations for all
change points. To evaluate the detection performance of our Topic-CD method, we
calculate the average number of detected change points (AvgNum) and the correctly

detected percentage of the number of change points (PerNum),

AvgNum =

le
UUI

B B
Z , PerNum = Z Q(b):Q(b)).

Then, we focus on the location of the detected topic change points. To evaluate the
accuracy of the locations, we calculate the precision and recall of the detected change

points. Denote the location set of detected change points as Qb = {f(b) A(b&)}

Accordingly, the location set of true change points is Q®) = {r(b) g()b)} Define

M® = ZQ I(zy D) ¢ (tg —h, T4 +h)) as the number of correctly detected locations,
where I(-) 18 the 1ndlcator function and / is the bandwidth. Define |-| as the function
counting the number of items in a set. Then, the precision and recall of detected change
points are defined as follows,

=

B

1 fa) 1
ision — 2 : ® ) — 2 : ) ®)
Precision = (|M |/1€2 |) , Recall = (|M |/ 2 |) .

b=1 b=1
Furthermore, we use perplexity to evaluate the topic modeling performance. The mea-

sure of perplexity is first proposed by Blei et al. (2003). It is a commonly used measure
to evaluate the predictive ability of a model. The lower the perplexity, the better the
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model. Define p(k|d) as the document-topic distribution and p(w|k) as the topic-word
distribution. Then the likelihood of document d is p(w) = Z,le p(kld)p(wlk). Fur-
ther define Ny is the number of words in document d. The perplexity is defined as
follow

DY D3 1og(p(w>)) ‘

erplexity = ex
perplexity P ( 3 ‘?:1 N,

Finally, inspired by Lan et al. (2013), we apply two measures P and WindowDiff
to evaluate the change point detection performance. The measure Py is introduced by
Beeferman et al. (1999). It first chooses a bandwidth 4 = T /2, and then applies a
moving window with bandwidth & on the whole time span. For each fixed window,
check whether the partition statuses of two ends of the window have been correctly
detected. Then the score P, measures the incorrect proportions when moving the
window along the time span. The measure WindowDiff is an extension of Py. It also
applies a moving window on the time span. Then in each fixed window, it calculates
the number of time points having incorrectly estimated partitions during the window.
The detailed description of Py and WindowDiff can be found in Pevzner and Hearst
(2002). The lower the two measures, the better the detection performance.

4.3 Experimental results

We first report the experimental results for detection of the number of change points
under different scenarios. It is notable that the number of change points should be pre-
defined for two-stage methods. Therefore, we only report the detection results of the
Topic-CD method. In the first scenario with a single change point, the average number
of detected change points are 1.00 and 1.02 under K = 10 and K = 20, respectively.
In addition, in nearly all replications, the change point has been correctly detected
because the PerNum are 100% and 98% under K = 10 and K = 20, respectively.
These results suggest that, the Topic-CD model is effective under the scenario of a
single change point. In the second scenario with two change points, the AvgNum
are 2.30 and 1.90 under K = 10 and K = 20, respectively. The corresponding
PerNum results are 74% and 82%. Consequently, the Topic-CD model also achieves
good performance in this scenario. However, in the third scenario with three change
points, the detection performance of Topic-CD worsens because the situation is more
complicated. Specifically, the AvgNum under K = 10 and K = 20 are 2.64 and
2.32, both of which are smaller than the true number of change points. As a result, the
corresponding values of PerNum are 64% and 50%.

We then focus on the estimation performance of the locations of detected change
points. We compare the Topic-CD model with six state-of-the-art methods, which
have been described in Sect. 4.2. To denote these methods, we use “CS” and “JS”
to represent the two distance measures, i.e., cosine similarity and Jensen-Shannon,
respectively. We refer to the three offline change point detection methods, i.e. the
dynamic programming, binary segmentation, and threshold method as “BS”, “DP”,
and “T”, respectively. Then, the six two-stage methods are referred to as the combi-
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Fig.2 The precision and recall for different methods on synthetic data with K = 10 topics

nation of one distance measure and one detection method. For example, the method
“CS_BS” means the two-stage method using the cosine similarity measure and the
dynamic programming algorithm for change point detection. To allow flexibility of
the detected change points, we consider different bandwidths. Specifically, we set the
bandwidth h = 0, 1, 2, 3,4, 5. For h = 0, the precision and recall evaluate the per-
formance of “accurately detected” change point locations. For & > 0, we allow the
detected change points to lie in a flexible interval centered by the true location.
Figures 2 and 3 present the experimental results for the detection of change
point locations in three scenarios with K = 10 and K = 20, respectively. From
these results, we can draw the following conclusions. First, in different scenar-
ios, we target on the estimation accuracy (i.e., the precision and recall) obtained
by different methods under the bandwidth 2 = 0. It is clear that, among all the
methods, only the Topic-CD model can achieve relatively high precision and recall.
This finding implies that only our proposed Topic-CD model detects the change
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Fig.3 The precision and recall for different methods on synthetic data with K = 20 topics

points precisely in most situations. Second, we focus on the influence of band-
width on the detection performance. We find that, as the bandwidth % increases,
the precision and recall of all methods improve. This is natural, because a larger
h > 0 indicates more flexible conditions for evaluation of change point locations.
Finally, we compare the detection performance of different methods with 4 > O.
As shown by Figs. 2 and 3, even with an increasing /, the Topic-CD model has
obvious advantages over its competitors. Specifically, in the first scenario with one
change point, both the precision and recall obtained by Topic-CD are approximately
100%. In scenarios of multiple change points, the precision and recall obtained
by Topic-CD are lower, but they still behave better than most two-stage meth-
ods.

Finally, we present the experimental results measured by perplexity, Py and
WindowDiff in Table 1. The measure perplexity evaluates the topic modeling per-
formance. In the six two-stage methods, the dynamic topic model is first built on
the synthetic dataset, and then different two-stage methods are applied to detect
the change points. Therefore, all two-stage methods share the same value of per-
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Table 1 The model perplexity, P, and WindowDiff of different methods in synthetic data

Measure Topic-CD CS_BS CS_DP CS_T JS_BS JS_DP JS_T
K=10,0=1

Perplexity 558.901 954.9277

Measure Py 0.000 0.577 0.577 0.043 0.610 0.610 0.023

WindowDiff 0.000 0.577 0.577 0.043 0.610 0.610 0.023
K=10,0=2

Perplexity 819.299 1186.808

Measure Py 0.039 0.264 0.382 0.571 0.315 0.395 0.583

WindowDiff 0.233 0.989 1.092 1.202 1.052 1.122 1.226
K=10,0=3

Perplexity 784.185 1087.589

Measure Py 0.000 0.172 0.199 0.423 0.205 0.145 0.408

WindowDiff 0.270 0.924 0.949 1.400 0.959 0.889 1.405
K=20,0=1

Perplexity 656.262 717.4905

Measure Py 0.003 0.153 0.153 0.091 0.163 0.163 0.079

WindowDiff 0.018 0.153 0.153 0.091 0.163 0.163 0.079
K=20,0=2

Perplexity 858.764 876.3759

Measure Py 0.064 0.138 0.164 0.352 0.135 0.142 0.339

WindowDiff 0.147 0.23 0.248 0.385 0.228 0.228 0.382
K =20,0=3

Perplexity 833.228 900.0591

Measure Py 0.000 0.112 0.108 0.462 0.04 0.034 0.422

WindowDiff 0.426 0.754 0.742 1.462 0.58 0.615 1.404

plexity, which is calculated on the estimation results of the dynamic topic model.
As shown in Table 1, the Topic-CD model has achieved lower perplexity than the
two-stage methods in all experimental setups, which indicates better topic model-
ing performance in the Topic-CD model. We then focus on P, and WindowDiff,
two new measures evaluating the change point detection performance. It is obvi-
ous that, when compared with all two-stage methods, the Topic-CD model has
obtained lower values of P, and WindowDiff. As a result, the Topic-CD model
also shows better change point detection performance when evaluated by Pj and
WindowDiff. In summary, all the above results imply that, by combining topic
models and change point detection in a unified framework, the Topic-CD model
can improve the quality of topic learning and the change point detection perfor-
mance.
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5 Experiments on real data
5.1 Data description

We apply the Topic-CD model to three real datasets. The first dataset is Amazon
cellphone reviews, which is public and can be downloaded from http://jmcauley.ucsd.
edu/data/amazon/links.html. This dataset contains 194,000 reviews for cellphones,
posted from April 2007 to July 2014. Each review contains the posting time, rating
score (on a five-point scale from 1 = awful to 5 = excellent), the cellphone rated, and full
textual content. After a preliminary analysis, we found that the total number of reviews
in the earlier years was small. Thus, we only considered reviews in the last three years;
that is, from August 2011 to July 2014. The second dataset is papers published in two
statistical journals: Journal of the Royal Statistical Society: Series B and Biometrics.
These two journals are typical examples in the fields of statistics and biostatistics. We
crawled the information of papers published in the two journals from 2000 to 2019.
The title, authors, published time, abstract, and key words were collected for each
paper. We use all the abstracts as the text corpus. The third dataset is the UN General
Debates data (Dieng et al. 2019), which can be downloaded from https://www.kaggle.
com/unitednations/un-general-debates. This dataset contains statements from leaders
and other senior officials in UN member states from 1970 to 2016. These statements
present the perspectives of the governors on major issues in world politics.

We preprocess the three datasets with the following steps. Following the common
practice in text mining, we first apply the nl/tk module in Python to remove punctuation,
numbers, participles, and stop words. Subsequently, we remove low-frequency words
that appear less than five times. It is notable that, large variation in document lengths
should affect the performance of topic models. The lengths of the abstracts in the
journal dataset and statements in the UN debate dataset are similar, but the review
lengths in the Amazon dataset are quite different. Therefore, to maintain a reasonable
range for review length, we remove the top 20% of the longest reviews and those with
a length of less than 20 words. After preprocessing, the final Amazon dataset contains
19,247 reviews with a vocabulary size of 20,832 unique words, the final journal dataset
contains 3188 abstracts with a vocabulary size of 4554 unique words, and the final
UN debate dataset contains 7507 statements with a vocabulary size of 68,602 unique
words.

5.2 Change point detection in the Amazon dataset

We apply the Topic-CD model to detect change points among common topics in
all cellphone reviews. Because the user-generated Amazon reviews describe the true
sentiments of consumers concerning the cellphones and services, the change points
detected in the review stream reflect the changes in consumer preferences from 2011
to 2014. These findings are crucial for cellphone manufacturers and Amazon to design
better products and services through understanding consumer preferences.

To apply the Topic-CD model, we organize the Amazon dataset in a monthly format,
which results in 36 months in total. The number of documents in each month is shown
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Fig.4 The left panel is the trend of the number of documents in each month for the Amazon dataset from
August 2011 to December 2012. The right panel is the estimated values of 8 in each month are also reported.
As shown, there exists one change point at t = 16 (December 2012)

in Fig. 4a, which presents an obvious increasing trend from August 2011 to December
2012. To estimate the Topic-CD model, we set the number of topics as K = 10, the
hyperparameters « = (0.1, ...,0.1), bp = 0.01 and b1 = 0.1. The hyperparameters
XA and ¢ are estimated using the MAP method described in Sect. 3.2. After model
estimation, the Topic-CD model has detected one change point at moment t = 16
(i.e., December 2012), which is approximately the moment with the greatest number
of documents. The estimated values of 8 in each month are shown in Fig. 4b. As shown,
before the change point, the estimated B is 0.042, while after the change point, the
estimated S has increased to 0.054. The larger § value after the change point implies
that there are more diversified topics. For an intuitive understanding, the number of
documents and vocabulary size after the change point are relatively larger than those
before the change point. In other words, the reviews become more abundant after the
change point. Therefore, the associated topics become more diversified.

We then investigate the use of words before and after the change point. In total,
there are 3897 newly appearing words after the detected change point, which we refer
to as the appearing vocabulary. The left panel in Fig. 5 shows the top fifteen words
with highest frequencies in the appearing vocabulary. As shown, the high-frequency
words include “powerpack,” which represents power bank, and “oxa,” “bolse,” “tylt,”
and “maxboost,” which are manufacturers of power banks and cell phone accessories.
Therefore, after the change point, power bank become the new field for cell phone
accessories. On the contrary, there are 334 words that no longer appear after the change
point, which we refer to as the disappearing vocabulary. The right panel in Fig. 5 shows
the top fifteen words with highest frequencies in the disappearing vocabulary. We find
that most high-frequency words, such as “liveaction,” “easygo,” and “dvp” represent
mobile accessories that become redundant.

To illustrate the changes in word frequencies more clearly, we take six words (i.e,
“Samsung”, “Galaxy”, “Power”, “Droid”, “Evo” and * Motorola”) as examples and
present the trend of the count of their appearance in the documents of each month.
Figure 6 shows the corresponding results. It is obvious that, the words “Samsung”,
“Galaxy,” and “Power” have increasing appearance count trends, even after the moment
of the topic change point. This is because, the phone brand Samsung with its star prod-
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Fig.5 The top fifteen words with highest frequencies in the appearing vocabulary and disappearing vocab-
ulary after the change point in the Amazon review dataset

uct Galaxy become more famous after the moment of change point. In addition, with
the increasing phone usage, the power of phones has been placed more attentions.
Typical example reviews after the topic change point include: “This charger woks
wonderfully on the Samsung Galaxy S4”, “They both have Samsung Galaxy phones”
and “battery of my Samsung Galaxy S2” . On the contrary, the words “Droid”, “Evo,”
and “ Motorola” have decreasing appearance count trends after the moment of the topic
change point. Take “Motorola” as an example. Its decreasing appearance counts indi-
cate the decline of this phone brand. Typical review examples include: “The Motorola
T505 doesn’t come with an AC charger”, and “Motorola only includes a car charger”.

Finally, we investigate the topics extracted before and after the change point.
These include brands, earphones, battery, USB adapters, phone cases, and auto-
motive devices. However, as stated above, the topics after the change point are more
diverse. Therefore, some new topics appear after the change point, such as rablet and
power bank. In addition, even for topics that have the same meaning before and after
the change point, the associated high-frequency words under the topics have changed.

Table 2 presents some example topics extracted before and after the change point.
As shown in Table 2, Topics 1 and 2 before and after the change point are all related
to phone brands. However, the high-frequency words before the change point include
“blackberry,” “motorola,” and “virgin,” whereas those after the change point include
other cellphone names, such as “samsung” and “galaxy.” For Topic 3, the meaning
changed from handset to power bank given the high-frequency words under each
topic.
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Fig. 6 The appearance count trend (in logarithm) of six example words in each month in the Amazon

dataset. The dark vertical line indicates the topic change point moment (i.e., t = 15)

Table 2 Comparison of some example topics extracted before and after the change point for the Amazon
dataset

Period Topic Words with high probabilities
Aug. 2011-Oct. 2012 1 Blackberry, like, bold, screen, device, stylus, keyboard,
camera, rim...
2 Virgin, motorola, device, great, price, mobile, optimus,
service...
3 Handset, iphone, device, base, cell, like, design, hold,

hand, button...
Nov. 2012-Jul. 2014 1 Galaxy, samsung, screen, battery, android, camera, card,
apps, storage...
2 Samsung, quality, galaxy, price, black, good, design,
box, packaging, cover, packaging...
3 Power, battery, charge, mah, bank, usb, capacity, led,
charger, cable, pack, small, external,...

5.3 Change point detection in the journal dataset

Papers published in top journals often discuss cutting-edge topics in statistics. There-
fore, detecting the change points in the stream of papers can reflect the development
and changing trend in the discipline of statistics. To this end, we apply the Topic-CD
model to the journal dataset. Specifically, we organize the journal dataset in a yearly
format, which leads to 20 years in total. The number of documents in each year is
shown in Fig. 7a, which presents a relatively stable pattern. To apply the Topic-CD
model, we set the number of topics as K = 15. Other settings of hyperparameters

@ Springer



166 X.Luetal.

0.10

200
0.09

0.08

docnum
estimated beta

120

0.07

80

5 10 15 0 5 10 15
period period

(a) Document number (b) Estimated 3

o

Fig.7 The left panel is the trend of the number of documents in each year for the Journal dataset from from
2000 to 2019. The right panel is the estimated values of § in each year are also reported. As shown, there
exists two change points at t = 3 (year 2003) and ¢ = 8 (year 2008)

|

estimating _ treatment: _ process _
sample _ bayesian: _ simulation _
simulation _ information: _ random _
random _ simulation- _ linear _
linear: _ random- _ sample _
error _ survival: _ selection _
° survival _ @ selection: _ P information _
5] tests _ G response: _ S  observed _
= treatment _ = sample: _ = procedure _
covariates _ well: _ spatial _
applied _ covariates: _ estimating _
standard _ inference! _ methodology _
variables _ often- _ variable _
bayesian _ estimating _ asymptotic _
information _ longitudinal: missing _
0 20 40 60 0 20 40 0 10 20 30 40
Frequency Frequency Frequency
(a) 2000-2002 (b) 2003-2007 (c) 2008-2019

Fig.8 The top fifteen words with highest frequencies in the 2000-2002, 2003-2007, and 2008-2019 periods
for the journal dataset

are similar with the Amazon dataset. As a result, the Topic-CD model detected two
change points at ¢t = 3 (year 2003) and ¢+ = 8 (year 2008). The estimated § in each
year is also shown in Fig. 7b. Specifically, the estimated Bs before and after each
detected change point are 0.065, 0.086, and 0.099. As we mentioned before, a larger 8
value implies more diversified topics. Therefore, the topics discussed in the statistical
papers become more diversified as time goes by.

To illustrate the content changes before and after each change point, we first explore
the high-frequency words in the three partitions split by the two change points. Figure 8
presents the top fifteen words with the highest frequencies in the periods 2000-2002,
2003-2007, and 2008-2019. As one can see, there are some words shared by all

EEINT EEINT 9

three time periods, such as “estimating,” “sample,” “simulation,” “treatment,” and
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Table 3 Comparison of the first four topics extracted in the three time periods split by the two estimated
change points at 2003 and 2008 for the journal dataset

Period Topic Words with high probabilities
2000-2002 1 Survival, inference, edition, ROC, sample, editors, statistics, population,...
2 Test, procedure, conditional, group, estimating, asymptotic, censoring, sim-
ulation,...

Process, generalized, test, linear, responses, count, multivariate,...

Sample, size, local, population, sampling, design, first, bias,...

2003-2007 1 Bayesian, variable, size, treatment, sample, outcome, response, expres-
sion,...
2 Population, inference, treatment, series, disease, cancer, individual,
species,...
3 Tests, subjects, exact, design, latent, treatment, expression, response,...

Work, tests, prior, genes, Bayesian, measures, treatment, estimating,...

2008-2019 1 Treatment, longitudinal, outcome, random, exposure, patient, simulation,
first,...
2 Selection, variable, information, simulation, prior, gene, Bayesian, sam-
ple....
3 Spatial, Bayesian, random, selection, well, important, applied, methodol-
0gy....
4 High, sparse, dimensional, real, algorithm, linear, properties,...

“Bayesian.” These words reflect the themes that have always been valued by statistical
researchers. By contrast, we also find big changes in the top words in the three periods.
For example, the 2000-2002 period also discusses “tests,” “error,” and “linear models,”
which are basic issues in statistics. In the 2003—-2007 period, researchers begin to
discuss “variable selection” and “longitudinal data”. In the last period (2008-2019),
the top words include “spatial,” “methodology,” “asymptotic,” and “missing,” which
indicate new themes of concern in the last decade.

Finally, we investigate the content differences before and after each change point
from the perspective of topics. For illustration purpose, we focus on the first four topics
estimated by the Topic-CD model. Then we present the top words with the highest
probabilities under each topic in the three partitions split by the two estimated change
points. The corresponding results are shown in Table 3. By summarizing the meanings
of the top words under each topic, we can characterize the meaning of the topic. As
shown, the meanings of the first four topics in the three periods are quite different.
Specifically, the topics during the 2000-2002 period discuss survival analysis, gen-
eralized linear models, sampling methods, and experimental design. These topics are
classical problems in statistics and have been well studied in the early development
of statistics. During the 2003—2007 period, the first four topics all discuss Bayesian
analysis, causal inference, and developing methods for medicine and epidemiology.
As for the last period (2008-2019), the topics become more diverse. Except for the
topic of causal inference, more topics such as variable selection, spatial analysis, and
high-dimensional analysis have appeared, which are still the focus of current statis-
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Fig. 9 The left panel is the trend of the number of documents in each year for the UN debate dataset from
from 1970 to 2016. The right panel is the estimated values of B in each year are also reported. As shown,
there exists two change points at r = 3 (year 1973) and t = 13 (year 1983)

tical research. All the above findings verify that the Topic-CD model displays good
detection performance.

5.4 Change point detection in the UN debate dataset

The representatives of UN member states gather at the annual sessions of the United
Nations General Assembly. The centerpiece of each session is the General Debate.
The statements of representatives are akin to the annual legislative state-of-the-union
addresses in domestic politics. Detecting the change point in the stream of statements
can reflect the changes of worldwide political concerns and focuses. To investigate
the changes of statements, we apply the Topic-CD model to the UN debate dataset.
Specifically, we organize this dataset in a yearly format, which leads to 46 years in
total. The number of documents in each year is shown in Fig. 9a, which presents an
obvious increasing trend from 1970 to 2016. We apply the same experimental settings
as those used in the journal dataset and then estimate the Topic-CD model. As a result,
the Topic-CD model detected two change points at ¢+ = 3 (year 1973) and t = 13
(year 1983). The estimated B in each year is also shown in Fig. 9b. Specifically, the
estimated Bs before and after each detected change point are 0.051, 0.064, and 0.071.
The increase of estimated B indicates that, the topics discussed in the UN debate
become more diversified as time goes by.

First, to illustrate the content changes, we explore the high-frequency words in
the three partitions split by the two change points. Figure 10 presents the top fif-
teen words with the highest frequencies in the periods 1970-1972, 1972-1982, and
1983-2016, respectively. It is notable that, some words such as “people”, “develop-
ment”, “economic” and “security” appear in all three time periods. These words reflect
the common goals and pursuits of human beings. By contrast, there also exist word
changes in the three periods. For example, the word “war” has high frequency in
1970-1972. The representatives also discuss a lot about “rights” and “principles”. In
1972-1982, “cooperation” and “relations” become important topics. As time goes by,
with the enhanced national cooperations, common development become the goal of all
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Fig. 10 The top fifteen words with highest frequencies in the 1970-1972, 1973-1982, and 1983-2016
periods in UN debate dataset

countries. Then the words “efforts”, “cooperation” and “community”” have appeared
in the period 1983-2016.

Finally, we discuss the content differences before and after each change point from
the perspective of topics. For illustration purpose, we focus on three topics estimated
by the Topic-CD model. We also present the top words with the highest probabilities
in Table 4. We can see that the meanings of the three topics in the three periods
are quite different. Specifically, the topics during the 1970-1972 period discuss war,
aggression and resolution. These topics reflect that the world is not stable during this
period. During the 1973-1982 period, the topics all discuss economic development.
All countries are concerned about economic development and resources in this period.
As for the last period in 1983-2016, the topics become more diverse, such as climate
change, country cooperation and human right. With the development of economy, more
and more problems need to be paid attentions and solved by the whole world. The
above findings verify that the Topic-CD model has good applications in real practice.

6 Conclusion

In this study, we focus on the identification of topic change points during dynamic
text streams. We define the problem of topic change point detection from the new
perspective of hyperparameters B, which facilitates the detection of change points
from the whole topic picture. Then, we propose a Topic-CD model to address the
problem of topic change point detection. The strengths of Topic-CD model are reflected
in two aspects. First, the Topic-CD model combines topic models and change point
detection in a unified framework. Specifically, the LDA model is applied to extract
topics underlying the dynamic text documents; whereas the LDA hyperparameters are
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Table4 Comparison of the three topics extracted in the three time periods split by the two estimated change
points at 1972 and 1982 for the UN debate dataset

Period Topic Words with high probabilities
1970-1972 1 Peoples, republic, Soviet, struggle, Vietnam, aggression, security, inde-
pendence,...
2 Peace, republic, Arab, security, aggression,war, charter, forces,...
3 Israel, peace, security, resolution, council, Arab, east, agreement...
1973-1982 1 Human, rights, political, peace, social, American, economic, Latin,...
2 Economic, developing, development, south, conference, system, devel-
oped, resources,...
3 Economic, Africa, development, delegation, peace, African, develop-
ing,community,...
1983-2016 1 Development, climate, change, global, small, developing, pacific, island,...
2 Security, human, cooperation, peace, council, development, rights,
efforts,...
3 Political, economic, peace, human,democracy, social, development,
today,...

modeled by the DPHMM model to identify topic diversity changes. The LDA model
and the DPHMM model are combined together and then estimated simultaneously.
By using this way, the Topic-CD model can improve the quality of topic learning as
well as the change point detection performance, when compared with previous two-
stage methods. Second, the Topic-CD model does not require the number of change
points be set in advance, which makes it more convenient for practical use. For model
estimation, we propose an MCMC algorithm. The finite sample performance of the
Topic-CD model is numerically investigated using both synthetic data and three real
datasets. Compared with the models in the past literature, the Topic-CD model is more
suitable for integral analysis of all topics. It can be considered as the first step to test the
existence of topic change points underlying a large collection of dynamic documents.
Given the existence of topic change points discovered by the Topic-CD model, the
researchers can further apply other change point detection methods to find the change
point for each single topic or each single document.

However, the Topic-CD model also has some limitations, which can inspire further
improvements in the future. First, in the Topic-CD model, the number of topics needs
to be pre-specified and fixed. However, for dynamic text documents, the number of
topics may also change over time. Therefore, a hierarchical Dirichlet process model
can be further considered and combined with the Topic-CD model, to make the number
of topics more flexible. Second, we define the topic change point from the perspective
of the hyperparameter 8, which controls topic meanings and topic diversity. In fact,
the pattern of topic representations in each document can also change over time.
Therefore, more hyperparameters (e.g., &) can also be modeled by Bayesian change
point methods to help detect more accurate topic change points. Third, the Topic-CD
model assumes that each topic has a probability distribution over the entire vocabulary.
In fact, the used vocabulary for dynamic documents can be changed. Therefore, to make
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the dynamic topics more focused on the time-specific vocabulary, a sparsity extension
of Topic-CD model can be considered in future studies. Finally, the Topic-CD model
uses the basic LDA model as its model foundation. In fact, more variants of topic
models can be applied to handle more complex situations. For example, combing the
topic segmentation method (Lan et al. 2013) with the Topic-CD model can help find
topic change points for each single document.
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