
Vol.:(0123456789)

Design Automation for Embedded Systems (2021) 25:237–263
https://doi.org/10.1007/s10617-021-09249-7

1 3

Candidate architectures for emerging IoV: a survey 
and comparative study

Yamina Hichri1  · Soumaya Dahi2 · Habib Fathallah3

Received: 13 May 2020 / Accepted: 20 April 2021 / Published online: 12 August 2021 
© The Author(s), under exclusive licence to Springer Science+Business Media, LLC, part of Springer Nature 2021

Abstract
Intelligent Transportation System (ITS) is observing significant evolution in terms of tech-
nology and investment worldwide. This has given birth to the new concept of Internet of 
vehicles (IoV) as one of the leading applications of the Internet of Things. IoV aims to 
offer a better sharing of information and communication between vehicles, enabling higher 
cooperation for common interests. IoV is increasingly attracting the interest of a significant 
body of research. The e ort was mostly focused on solving various problems encountered 
in traditional VANETs, such as lack of coordination between vehicles, insufficient informa-
tion, scalability, etc. Rapidly, IoV observed, particularly interesting advances taking advan-
tage of exponential growth in communication and data analysis technologies. This includes 
cloud and/or fog computing, large data analytics, machine learning, and artificial intelli-
gence. In this paper, we make a survey of the existing and recently proposed architecture 
solutions for IoV systems. Moreover, we define a list of criteria, features, and properties 
associated to the various architectures in order of making critical and insightful compari-
sons and assessments. Finally, we outline the key future research perspectives on the topic 
and define the key technical aspects that will help drive the future of IoV architectures.
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1 Introduction

1.1  Context and motivations

The Internet of Things (IoT) is used to be defined as connected smart objects that can 
interact and communicate with each other and with other devices [1, 2]. This concept is 
stimulating the evolution of vehicular ad hoc networks (VANET) towards the Internet of 
Vehicles (IoV) paradigm [3]. The basic idea of VANETs considers vehicles as mobile 
nodes that can communicate to create a network [4]. It is a typical mobile ad hoc net-
work (MANET) in which vehicles are considered as wireless/mobile hotspots, dispers-
ing messages and providing wireless connectivity to other vehicles and humans nearby.

No one can deny VANET’s role in traffic management, congestion monitoring/avoid-
ance, and control, through communication between vehicles and road units. However, 
the vehicle and ITS industry, in addition to the research community, push to extend 
towards new possibilities, including new services and applications, hence increasing the 
market potential and footprint. The latter requires establishing communication channels 
between vehicles, vehicles and people, vehicles and infrastructure, or simply a vehi-
cle and everything. IoV is conceptualized to address some of the weaknesses of the 
VANETs through providing Internet connectivity. Such connectivity offers the system 
better information exchange capabilities to facilitate driving, address warnings, share 
awareness and information about parking, etc. It also offers the socialization of system 
objects, such as vehicles, infrastructure, passengers, etc. In IoV systems, four types (or 
models) of communications links are encountered, see Fig.  1. Each of these commu-
nication links may have its own characteristics/challenges, whether this involves only 
vehicles at its ends, or pedestrians, infrastructure, or network nodes/terminals.

A vehicle is regarded the most significant node in an IoV system on which all ser-
vices are based. It serves simultaneously as a transmitter, receiver, and relay of infor-
mation. Nevertheless, the dynamicity and the mobility of a vehicle may frequently 
disrupt its communication channels, preventing it to share/receive information to/from 
pedestrians, vehicles, and/or infrastructure. Therefore, providing continuous access and 
exchanging reliable data in real-time are challenging issues when designing an IoV 
architecture. Moreover, IoV system architectures need to consider several aspects, in 
order to provide drivers, the information and services they need for safe and comfort-
able driving.

Fig. 1  Inter-networking in IoV: V2V is the wireless transmission of data between vehicles, V2I is the wire-
less exchange of data between vehicles and road infrastructure, V2P allows direct and exible communica-
tion among vehicles and roadside passengers and I2I is the exchange of data between infrastructures
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In this work, we surveyed and analyzed most proposed IoV architectures in order to 
develop an insightful understanding of the core functionalities and the main trends in this 
specific research topic. We establish a comparative analysis of the various recently pro-
posed architectures and highlight the open challenges. A list of advantages and limitations 
of the different IoV architectures has also been provided. Multiple criteria of comparison 
are taken into consideration such as the enabling technologies (Cloud Computing, Fog 
Computing, SDN, and Context Awareness), security, the number of layers in addition to 
their key functions and subfunctions. Because of the fast-growing field, this survey work 
could be extremely beneficial for IoV system designers, standard bodies, and researchers 
associated with the field. This comparative simulated study might lead to formulate robust 
and comprehensive judgements about the performance of IoV systems.

1.2  Related work

Despite the importance of the architecture in IoV, a quite limited number of works have 
been published considering the analysis of the features, the functionalities, and the capa-
bilities with a comparative perspective. In fact, each of the existing works has defined and/
or adopted specific architectures by hypothesis and focused on developing other aspects of 
features in IoV systems. In [5], the authors introduced few-layered IoV architectures and 
particularly focused on SDN and Fog computing capabilities. In [6], the authors propose 
an architecture for real-time ITS in IoV system. They particularly focused on real-time Big 
Data processing requirements. The authors in [4], discussed some proposed architectures 
for IoV, by evaluating them from a functional point of view, thus showing the efficiency 
of their proposed architecture. A number of weaknesses in various architectures have been 
identified. These weaknesses include security issue (authentication, authorization, account-
ing, and trust relations), integration of the communication intelligence (selection of best 
network for data transmission/dissemination or service access). The authors have all criti-
cized the interaction with drivers and passengers, which is restricted to, providing notifica-
tions through the different car devices.

A Survey taking into consideration a comparative study of VANETs and IoV based on 
numerous parameters has been investigated in [7]. The study explored the potential appli-
cations of IoV in different areas and studied the research challenges as well as security 
aspects including security attacks and the existing security solutions. IoV Security issues 
have been also surveyed by Shen et al. [8]. The survey provides an overview of IoV-related 
technologies and solutions, which address the current challenges, and reveals the potential 
Advanced IoV Applications. The work of Ji et  al. [9] explores a literature review of the 
basic information and technical background of IoV, including fundamental VANET tech-
nology, several network architectures, concepts, models, and typical application of IoV. 
The development status of network architectures in IoV has been summarized and followed 
by suggesting a new car-road-cloud collaborative network architecture.

In [10], Kaiwartya et  al. discuss the design of the layered architecture of a universal 
network, including heterogeneous networks. The authors assume that the optimization of 
the number of layers, the improvement of differentiability among layers, and various net-
work characteristics of the heterogeneous architecture (i.e. interoperability, scalability, reli-
ability, modularity) are the main priorities of the layered architecture design. They admit 
as well that an open and flexible layered architecture in terms of technology adaptation is 
more suitable.
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The studies mentioned above did not perform a comparative analysis based on a number 
of key criteria. The authors limited their comparison to only a few aspects that are directly 
associated with their respective proposals. Various important issues related to security, 
context awareness, and others, have not been examined. Therefore, in this paper, we pro-
vide a comprehensive survey on different technologies utilized for the conception of IoV 
architectures, along with a list of advantages and limitations of several recently proposed 
architectures. The study was conducted on the basis of various key aspects and enabling 
technologies for IoV systems conception such as security, context awareness, real-time pro-
cessing, Cloud/fog Computing, Content-Centric Networking, etc. Then, the studied litera-
ture architectures were analyzed by classifying them according to their number of layers, 
and evaluated considering the mentioned performance metrics. Moreover, as it is of critical 
importance in modelling effective IoV systems, we highlight the benefits and identify the 
pitfalls of numerous IoV architectures. One of the benefits of this survey is to develop a 
common ground for the various architectures, based on which, the candidate approaches 
could be evaluated and compared to each other.

1.3  Organization of the paper

The remainder of this paper is organized as follows. Section II illustrates a short overview 
of Internet of Vehicles (IoV). Section III presents several enabling technologies that will be 
part of the comparison criteria between candidate architectures. Section IV is dedicated to 
identifying and detailing a set of key features in existing and recently proposed IoV archi-
tectures. In Section V, we illustrate our comparative study between the candidates, identify 
the critical issues that continue to be open topics for research. The work is concluded in 
Section VI.

2  Internet of vehicles

2.1  Intelligent transportation system (ITS)

The recent evolutionary trend in both, technology and market, show that Internet of vehi-
cles (IoV) [11] is one of the leading applications of the Internet of Things (IoT) technology. 
Worldwide, the number of vehicles is expected to be 2 billion by 2030 [12]. Researchers 
predict that IoV components will produce big data in high speeds. For instance, video data 
are considered as the biggest big data, which can easily make the IoV data grow to a TB/
PB level in seconds [13]. In contrast to VANET, IoV is based on a large scale network that 
supports services for big cities and a whole country [14]. An IoV is defined as a platform 
that realizes, in depth, the integration and the data exchange between humans, vehicles, 
things, and the environment [15]. In fact, IoV is quickly becoming one of the key ena-
bling technology for future intelligent transportation system (ITS) [16]. Industry experts 
predict that the number of connected cars will increase by 35% by 2021 to reach nearly 
280 million vehicles connected on the road [17]. Vehicles are able to intercommunicate 
independently thanks to a set of external sensors such as the Global Positioning System 
(GPS), cameras, sensors, and internal automotive actuators (brakes, accelerator, etc.) which 
collect a wide range of information and transform vehicles into data sources [18]. IoV not 
only provides wireless communication between a vehicle and other vehicles, roads, pedes-
trians, and the Internet, but also delivers intelligent traffic management, traffic congestion 
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detection, infotainment, collision warning, etc. Besides, the US Department of Transporta-
tion estimates that connected vehicles can improve safety and eliminate or at least reduce 
the severity of nearly 80% of road accidents [19].

2.2  Vehicle‑to‑vehicle (V2V) communication

The main goal of V2V communication is to allow vehicles to communicate and coordi-
nate with each other. Over an ad-hoc mesh network, V2V prevents accidents, makes driv-
ing safer and more comfortable, and enables real-time warnings. The shared data include 
information about vehicle mobility (direction of travel, location, speed, acceleration, etc.), 
vehicle status (break, CO2 emission, engine, etc.) information about the road (historical 
accident information, road indication) information about the road weather (ice, fog, snow, 
rain-slicked road patches, etc.).

2.2.1  Vehicle‑to‑infrastructure (V2I) communication

It is based on the connection between onboard services and the roadside infrastructure 
(traffic lights, cameras, streetlights, antennas, sensors, etc.). This is intended to allow driv-
ers to be aware of traffic difficulties, avoid accidents, indicate prone routes and improve 
safety. A vehicle should be able to exchange the same type of information as in the case of 
V2V communication, but through fixed communication infrastructure [20].

2.2.2  Vehicle‑to‑network (V2N) communication

Facilitated by LTE Broadcast, V2N provides over-the-top cloud services, traffic updates, 
routing, and media streaming. Recently, a widely deployed LTE network has been envi-
sioned to support V2X communication in 3GPP release 14 [21]. V2N applications are sup-
ported by a UE and a serving entity, communicating with each other via an LTE network 
[22].

2.2.3  Vehicle‑to‑roadside pedestrian (V2P) communication

Despite the fact that the number of road deaths in recent years has been steadily declining, 
the number of pedestrian and bicycle fatalities has remained relatively constant and repre-
sents a significant proportion of the total number of road deaths and injuries [23].

The protection of pedestrians, cyclists, people using wheelchairs and other mobility 
devices is part of the ongoing e orts of many governments worldwide [24].

IoV was intended primarily to enhance ITS by absorbing environmental information 
using sensors, to process them using computing units, to store and share them through mul-
tiple communication technologies. New technologies such as Vehicular Cloud Computing 
(VCC), Software defined Networking (SDN), Fog computing, Mobile Edge Computing, 
Big Data, etc., are seen as mean to provide new, innovative and improved services. In fact, 
this contributes to the development of more reliable system that meet the needs of drivers 
to properly manage traffic, provide secure and comfortable driving, avoid congestion, in 
addition to reduce fuel consumption, carbon emission, and accident frequency. In Table 1, 
we summarize and compare the characteristics of VANET and IoV.
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2.3  Future 5G for IoV

The significant increase in the number of connected vehicles requires a high-speed network 
and minimal latency. The need to deal with large volumes of high-speed and real-time con-
tinuous streams of data has been raised by the dynamic nature of IoV [25]. The next gen-
eration of mobile broadband, the Fifth Generation (5G) is expected to provide a significant 
improvement over current 4G LTE standards. This enhancement includes speeds ranging 
from 300 MB to 10 GB and less than millisecond latency, which is almost in real-time (4G 
LTE takes 10–30 ms for round-trip communication). The 5G cellular network emerges as a 
new strong alternative to allow such connections, in a reliable, secure, and fast way, provid-
ing the IoV, as well as the V2X scenarios integration, where X could be vehicles, pedes-
trians, etc. [26]. It is expected that the 5G network can be able to attend the requirements 
for future IoV applications and to offer Intelligent Transport Systems (ITS) in several sce-
narios involving high mobility, dynamic network topology, and high data volume [27].

The 5G can connect more devices to the Internet without the interference that can occur 
with 4G since it uses different frequencies of the radio spectrum. Moreover, 5G offers 
enough bandwidth for connected vehicles to communicate. Compared to 4G, 5G signifi-
cantly increases uplink and downlink sustainable bandwidth (the maximum bandwidth of 
the downlink will be around 20 Gbps and the maximum bandwidth of the uplink can be 
in the order of 100 Mbps). Autonomous vehicles (driverless vehicles) are merely one of 
the technologies that will be unlocked by 5G. The need for 5G technology will be further 
increased with autonomous vehicles. The low latency of the 5G and the efficiency of inter-
net throughput are vital features for safety in autonomous vehicles.

3  IoV enabling technologies

In designing IoV architectures, it is paramount to consider a number of key enabling tech-
nologies and characteristics, including mobility, real-time processing, dynamic nature, con-
text awareness, security, etc. In the following, we define the most important IoV technolo-
gies that will be considered as comparable criteria between literature architectures.

3.1  Software defined networking

Software-defined networking (SDN) as an emerging networking paradigm, is one of the 
most popular research fields in the IT industry [28]. SDN is a network architecture that 
centralizes and facilitates network management by the abstraction of functionalities. 
The SDN architecture is illustrated in Fig.  2. A key aspect of SDN is the decoupling 
of the control plane and the data plane. A unified interface to configure network equip-
ment makes a large-scale customizable network possible and accelerates new service 
deployment in IoV [29]. The control plane is responsible for providing the policy rules 
and makes the packet transmission decisions. The data plane transmits the requests to 
the control plane and processes the packet transmission decisions. The SDN controller 
is considered a logically centralized control center. In addition to its role of data plane 
control and the deduction of the actions to exercise, the controller is in charge of the 
load balancing. Thus, the network functions of Roadside units (RSUs) and Base Stations 
(BSs) of the IoV will be virtualized and controlled centrally. SDN serves to simplify the 
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complexity of the network and offers a unique view of the devices and their protocols 
through the virtualization of the control layer. This can help solve many problems in 
traditional vehicular networks, including dynamic topology, network heterogeneity, and 
configuration. This also helps to foster the efficiency of V2V and V2I communications. 
Recently, several works [16, 30–32] addressed the SDN-based VANETs issue and con-
sidered it as an alternative to solve the problems encountered in conventional VANET 
networks to increase the quality of service (QoS) and save hardware costs.SDN is based 
on a standardized protocol in charge of the configuration commands and communica-
tion between the data plane and the control plane, thus simplifying the operations of the 
network system. There are several protocols such as Netconf, LISP, Open Flow, etc. The 
OpenFlow proposed by McKeown et al. in [33] is the most used typical protocol. This 
protocol allows the SDN controller to manage (add, modify, delete) rules of the flow 
table, thus facilitating the automatic configuration of the network.

In [34] the authors present a study on scheduling for cooperative data dissemination 
in a hybrid I2V and V2V communication environment. The proposed model and solu-
tion represents a VANET implementation of SDN concept. First, all the vehicles turn 
into V2V mode, find their neighbors and informs the RSU the list of its current neigh-
boring vehicles (Vehicle-to-Roadside (V2R) mode). The RSU then selects sender and 

Fig. 2  SDN Architecture: SDN Applications communicate their network requirements to the SDN Control-
ler via a Northbound API. The SDN Control software receives requirements from the Application Plane and 
relays them to the networking components. It also extracts information about the network from the Network 
devices via a Southbound API and communicates back to the SDN Applications. The Network devices, 
control the forwarding and data processing capabilities of the network
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receiver vehicles and corresponding data for V2V communication. Depending on its 
decision, each vehicle stays in either V2R or V2V mode to complete data transmission.

3.2  Cloud computing

Basically, the Cloud Computing has been defined in [35] as an infrastructure in which IT 
services (computing power, storage, databases, network management, software, analysis 
tools, etc.) are managed via the Internet by remote servers to which users connect. As one 
of the most significant improvements in modern data storage and computation technolo-
gies, cloud computing provides a powerful platform to perform complex and large scale 
computing [6]. Due to its rich set of infrastructures, storage, and computation services, 
Cloud computing provides an interesting environment for scientific experiments, data anal-
ysis and research [36].

Cloud computing has been one of the key technologies in the IoV [16]. The advance-
ment in smart vehicles and information technologies motivate researchers and industries to 
pay attention to the combination of vehicular network with cloud computing in recent [37]. 
Cloud computing provides the idea of boundless storage, compute or network resources in 
the form of IaaS, PaaS and SaaS, which are extended to the inter-networked cars and infra-
structure provided by VANETs [38]. In [39] the Cloud layer components allows collecting 
these results, storing them in a Big Data database for a high-level analysis and provide 
real-time visualization of the traffic situation. A cloud-based mutual authentication proto-
col aiming at ensuring efficient privacy preserving in IoV system is proposed in [40]. The 
protocol enables people the efficiently and intelligently travel mode while protecting their 
privacy from divulging and prevents the malicious tracking from outside attackers due to 
the anonymity of tag.

3.3  Fog computing

Sending all the collected data to the cloud has a serious disadvantage, when the latency 
is critical. To support the needs of data-intensive applications, research e orts have been 
investigating how to better exploit capabilities of the whole network aiming to extend the 
cloud computing functionality its edge [6]. In fact, the concept of edge computing could 
be considered to solve some of the cloud computing critical problems [41]. Fog computing 
[42] is part of the edge computing technology concept just as Mobile Edge Computing [43] 
and cloudlet [44]. Fog Computing [Fig. 3] is a virtualized platform initiated by Cisco in 
2012 [45] addressing the need to extend Cloud Computing to manage the growing number 
of sensors, IoT devices, and real-time low-latency applications.

Rather than exchanging data with remote servers in the cloud, Fog computing provides 
data, computing, storage, and network services, to end users, from devices that are closer 
than traditional Cloud Computing data centers. Compared to Cloud computing, this com-
puting layer is highly distributed and introduces additional services to end-devices [46]. It 
offers new types of applications and services by extending the paradigm of cloud comput-
ing to the edge of the network. This enables the distribution of the data processing at the 
edge of the network, which provides faster responses to ITS application queries and saves 
the network resources [6, 47]. Fog Computing has been applied to IoV services and appli-
cations, wireless sensor networks, smart cities, and more. It has been introduced into the 
cloud-based architecture to satisfy low latency requirement since the cloud center servers 
are far from the vehicles, which make the latency extremely high [16].
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In addition to the low latency, the fog computing layer is characterized by the use of 
wireless networks and mobile equipment, wide geographical distribution, and heterogene-
ity. These features make it an appropriate platform to provide services for connected vehi-
cles such as data processing and real-time analysis and infotainment. The fog computing 
layer takes advantage of its proximity to the vehicle sensor layer and provides services that 
are extensions of the cloud layer such as Computing, Storage, and Network services [48]. 
In [48], the creation of several instances of Fog layer according to geographical distribu-
tion of connected objects is proposed. The fog computing architecture proposed in [14] 
is based on a publish/subscribe model where IoV knowledge is semantically represented, 
published and subscribed. A traffic congestion control scenario operating on top of the pro-
posed architecture is presented as well. In a different approach, in [49] the authors pro-
posed a vehicular fog computing (VFC) where they introduced the idea of exploiting vehi-
cles as resource infrastructure for computation and communication.

3.4  Content‑centric networking (CCN)

TCP-IP is a stateful connection that needs to be maintained if connected, therefore, IP 
address based connection is suffering from high mobility and extremely dynamic environ-
ment since high mobility will cause connection disruptions [29]. Information Centric Net-
works (ICN) is considered as a replacement of IP based network where the user does not 
care about the exact location of the source but the content itself. It is able to sustain packet 
delivery in unreliable and extreme environment, including the highly dynamic connectiv-
ity of mobile and ubiquitous computing [50]. These facts support Jacobson et al. Idea [50] 
of referring object with names as content centric on the network in place of IP. This has 
driven the ubiquitous to the new ICN paradigm: Content Centric Networking (CCN).

In CCN [54, 55], the user or an object can access data by name instead of an address, 
thus, the vehicles in the network do not need to be IP-addressable [56]. Unlike IP-based 
Internet architecture, which has many disadvantages such as reduced mobility and low 

Fig. 3  Hierarchical structure of fog based system
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scalability, CCN architecture focuses on content rather than its source to convey the infor-
mation to the interested parties.

In other words, it resolves the inquiry "what" and no longer, "where" which offers more 
flexibility. The study envisaged by Jacobson et  al. in [57] allows users to broadcast and 
receive content from different devices and various networks and allows users to express 
their interests (the request from the content consumer). This serves to anticipate and 
deduce user needs and send only relevant information.

A deep learning-based CCN data dissemination approach for IoV was designed in [53] 
by taking into account the mobility of vehicles and types of content shared between vehi-
cles. In this scheme, optimal V2V pairs are identified on the basis of trust, connection 
probability, energy available, and social score.

The authors in [55] propose an IP-based vehicular CCN framework, which focuses on 
acquiring contents related to a given position. When a requester acquires contents in the 
address-centric unicast way, the contents can be returned to the requester without depend-
ing on reverse paths. To reduce the content acquisition cost, contents in a given position are 
obtained from the nearest provider. The communication process proposed in [56] is shown 
in Fig. 4: the network layer of IoV based on CCN exchanges Interest and Data to com-
municate according to names. Vehicle A packs name into Interest and broadcasts it toward 
potential producers.

Using the Interest path in reverse, the Data will be returned to vehicle A when a middle 
node receives and has data matching the broadcasted interest. Otherwise, vehicle A needs 
to get a response from the server of CCN-IoV.

4  Candidate architectures for IoV

Several open and flexible architectural designs are recently proposed in the literature for 
IoV systems [4, 16, 29, 30, 58]. These architectures are divided mainly into two groups: 
architectures supporting emerging technologies like cloud computing, fog computing, 

Fig. 4  The communication of CCN-IoV [56]: Vehicle A packs name into Interest and broadcasts it toward 
potential producers. The Data will be returned to vehicle A when a middle node has data matching the 
broadcasted interest
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mobile edge computing, SDN, etc., and those which do not support these technologies. In 
this section, we examine and analyze different architectures by classifying them according 
to their number of layers.

4.1  Three‑layered architecture

In a three-layered system, the bottom layer encompasses the physical structures (devices, 
access points, vehicles, sensors, on-board equipment (OBE), etc.). It communicates with 
the rest of the components to transmit the information collected during driving such as traf-
fic conditions, location, vehicle condition, speed, etc. The middle layer is the one that ena-
bles communication and control of data flows. The top layer presents services and applica-
tions. In [58], the authors proposed a contextual architecture with mobile cloud support, 
divided into three layers according to the hierarchical spatial regions: vehicle, location, 
and cloud. Road Side Equipment (RSE) (at location calculation layer) and the neighbor-
ing OBE (at vehicle Layer) are interconnected and share contextual traffic information and 
entertainment resources. The latter consist of a network of vehicles and infrastructures that 
can generate accurate real-time traffic information.

From a network perspective, Nanjie [59] considered an IoV system as a three-tier sys-
tem namely Client, Connection and Cloud. The client layer represents a communication 
terminal offering intra-vehicular and inter-vehicular communication and brings together 
the intelligence of the vehicle. The connection layer addresses the V2V, V2R, V2P and V2I 
interconnects for communication between VANETs and other heterogeneous networks. 
Cloud-based features such as virtualization, authentication, real-time interaction, and stor-
age are handled by the cloud layer.

In [29], the physical layer includes vehicles communicating with the server, the access 
points that allow this communication, and the roadside devices (surveillance cameras, etc.). 
This layer collects the road conditions and sends data to servers or vehicles, switches, and 
servers that provide vehicle information services. The control layer is based on OpenFlow, 
which controls all data flows in the IoV. The controller handles the installation of Open-
Flow rules in particular switches from application policies (path selection or access con-
trol). The strategy of each application is defined in the application layer. These strategies 
indicate how to provide services to vehicles (query service, location service and informa-
tion about routes, etc.).

In [39] Nahri et al. introduce an architecture based on three layers: IoV, Fog Comput-
ing, and Cloud Computing. For the purpose of collecting and processing real-time events 
generated by vehicles and visualizing the traffic status on each section of road, they focused 
on the Fog Computing Layer. This layer is responsible for collecting and processing the 
massive event flows periodically generated at the IoV layer and for making these results 
available to the Cloud Computing layer.

In order to simplify the functionality of various components and to provide fewer 
control stations, the architecture presented in [60] follows a three-layered approach that 
separate planes for client, connection, and cloud layers. Intravehicular and intervehicular 
communications are handled by the client layer. It is as well responsible for enabling IoV 
addressing and maintaining a trustworthy identity in cyberspace. The connection layer pro-
cesses the interconnectivity of various network components within a network and the inte-
gration of other available networks within a vehicular environment. The cloud layer ena-
bles the IoV services and applications and offers several cloud-based services such as mass 
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storage, virtualization, and real-time interactions among different network entities. These 
aforementioned architectures are summarized in Table 2.

4.2  Four‑layered architecture

In [61], the authors suggest a functional architecture that integrates the key technologies 
for the realization of IoV in a single platform. A bidirectional security authentication 
framework has been introduced to encapsulate the dedicated short-range communication 
protocol (DSRC), on-board unit and road-side unit technologies, integrated object logic 
and internet-based information infrastructure. The functional architecture has been divided 
into four layers:

• First layer (bottom): the detection layer composed of intermediate components and core 
components,

• Second layer: the network layer,
• Third layer: the data layer for data processing
• Fourth (top) layer: the application layer, which includes all functional application soft-

ware (traffic information publication and vehicle owner service, etc.)

In addition, in this work, a system security architecture has been proposed. It implies 
that the data between RSU and OBU must be encrypted. RSU must provide the correct 
credentials to access a specific OBU. In [16], He et al. propose a four-layered architecture, 
integrating the fog computing and SDN to the IoV. In fact, fog computing could signifi-
cantly reduce latency and enable mobility support and localization awareness. Moreover, 
the SDN provides the network with flexible centralized control. The infrastructure layer 
consists of vehicles with OBUs including processing units, sensors, location systems and 
radio transceivers. The fog computing layer consists of BS and RSU with computing and 
storage capabilities. This allows to obtain data and service required from cloud servers, 
status information traffic and store the relevant information transmitted. They also run the 
OpenFlow protocol to communicate with existing SDN controllers in the SDN control 
layer. These controllers handle cloud/fog network control centrally through the OpenFlow 
protocol. Storage and analysis of huge amounts of data collected from the devices are han-
dled at the cloud computing layer through server clusters. To reduce the latency of task 
processing, the authors proposed an SDN-based modified constrained optimization particle 
swarm optimization (MPSO-CO) centralized load balancing algorithm. It allows the bal-
ancing of the workload between the cloud/fog devices. This has been proved by the results 
of numerical simulations. In addition, this algorithm improves the quality of service (QoS) 
in the proposed architecture.

In [62], a new layer coordination computing control layer is separated from the appli-
cation layer. It is deployed to solve coordination and control computer problems such as 
data processing, resource allocation and computer swarm. This article constructs a Virtual 
Vehicle (VV), which represents an integrated image of the driver and vehicle in cyberspace 
and describes the nature and the architecture of a VV.

CISCO [42] has proposed an IoV architecture based on four layers, namely the end 
points layer, the infrastructure layer, the operation layer, and the service layer to enable 
the Vehicle-to-Business (V2B) communication. The first layer includes vehicles, soft-
ware and V2V communication via 802.11p protocol. The technologies allowing the con-
nection between all IoV actors (Wi-Fi Hotspots, 802.11u, 3G/4G, etc.) are defined at the 
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level of the infrastructure layer. The operation layer monitors policy enforcement and 
ow-based management. The last layer handles different types of cloud (public cloud, 
private cloud and enterprise cloud) and the services they offer to drivers. Liu et al. [63] 
envisaged a four-layered architecture, slightly different from the above-mentioned archi-
tectures. Comprising the application layer, the control layer, the virtualization layer, and 
the data layer and integrating both the SDN and fog computing paradigms, the proposed 
work enables logically centralized control via the separation of the control plane and 
the data plane. In the control layer of the hierarchical architecture, the SDN controller 
resides in the backbone network, which connects to cloud data centers and the Internet 
via the core network. The virtualization layer is responsible for the abstraction of net-
working, computation, communication, and storage resources in IoV. It also allow the 
service scheduling at the controller. The data layer consists of nodes with heterogeneous 
wireless communication interfaces such as LTE base stations, RSUs, WiFi access points 
(APs), 5G small cells, and vehicles. Among these nodes, a huge amount of data is gen-
erated, sensed, and shared.

The work by Ji et  al. [9] also proposed a four-layered architecture. It consists of a 
Security Authentication layer that ensures the legitimacy of a vehicle and an RSU, a 
Data Acquisition layer that collects, classifies various types of data, and ensures that it is 
safely transmitted to the edge layer, an Edge layer that performs preliminary filtering, pub-
lishes data analysis results for local traffic events, and formulates a local decision-making 
scheme, a Cloud Platform layer in which the analysis of the collected traffic data and other 
tasks such as connection management, path planning, intelligent navigation, etc., are han-
dled. The main features characterizing these architectures are shown in Table 3.

4.3  Five‑layered architecture

In [56], the authors propose an IoV architecture based on Content-Centric Networking, 
divided into five parts: physical layer, data link layer, network layer, perception layer and 
application layer. The network layer is the neural center and the brain of the IoV, it uses 
fragments of CCN content to transmit and manage the information collected from the per-
ception layer. A vehicle communicates its interest to potential producers. When an interme-
diate node of the road receives interest from this vehicle, it sends the corresponding data to 
the vehicle using the path of interest in the opposite direction. This data will be cached in 
the nodes to be able to respond to the following interests that require the same data.

Jiacheng et  al. highlights in [30] the concept of SD-IoV (Software Defined IoV) 
that improves resource utilization, quality of service and network optimization in harsh 
vehicle network environments. The control plane provides APIs to perform the services 
hosted by the application plane and translate them into rules. Both the application plane 
and the control plane reside in cloud data centers and localized servers. The Upper Data 
Plane matches the switches and SDN-enabled wireless access infrastructures. The lower 
data plane includes the end users, which are the SDN compliant vehicles. Finally, the 
Knowledge layer represents an abstraction of the network state feedback functionalities.

The optimization of the number of layers and the improvement of the differentiability 
between the layers in Kaiwartya et al. [10] are the main priorities of the design of the 
five-layered architecture. In addition, a protocol stack has been designed with three lay-
ers: management, operation, and security to organize existing protocols based on archi-
tecture. The key features of the Five-Layered architectures are listed in Table 4.
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4.4  Seven‑layered architecture

Even though the number seems high, researchers admit that increasing the number of lay-
ers can be beneficial for seamless interconnection of all components in an IoV environ-
ment. In [4], the authors propose a seven-layer architecture. The defining features of this 
architecture are summarized in Table 5. The bottom layer focuses on the direct interaction 
with the driver and serves to reduce his distractions through a management interface. The 
data acquisition layer deals with the collection of data from internal and external sensors, 
traffic lights, inter-vehicular communications, etc.

The analysis of this information is the role of the data filtering and pre-processing layer. 
Based on selection parameters (congestion, and quality of service level in the different 
available networks, privacy and security, etc.), the communication layer selects the best 
network to send the information. The responsible layer for managing service providers is 
the control and management layer. A processing layer is provided to handle large amounts 
of information using cloud computing infrastructures locally and remotely. Security func-
tions (authentication, integrity, non-repudiation and confidentiality, access control, avail-
ability, etc.) are handled by the last (top) layer that communicates directly with the rest of 
the layers.

Another group of researchers [64] proposed a seven-layered IoV model architecture, 
namely vehicle identification layer, object layer, inter-intra devices layer, communication 
layer, cloud services layer, big data and multimedia computation layer, and application 
layer. The main role of the Identification layer is to detect vehicles and non-vehicle devices. 
The physical objects layer gathers all the data of all objects (vehicle and non-vehicle) and 
transmits the collected data to the intra-inter devices layer for further processing. The intra-
inter devices layer together with the communication layer enables the system to support 
all types of interaction models including V2V, V2R, V2I, V2B, V2H, V2X, V2G, V2P, 
V2D, V2S, and D2D interactions and connect the different and heterogeneous objects and 
networks. The cloud service layer provides infrastructure, hardware, computing platforms, 
as well as software services for IoV systems. The Multimedia and Big data layer consists 
of three sublayers responsible for data pre-processing, Big data computation and analytics, 
and intelligent transportation. Smart applications and services such as traffic safety and 
efficiency, multimedia-based infotainment, traffic signal control systems, container man-
agement systems, etc., are covered by the Application layer.

5  Discussion

The architecture issue is one of the core issues associated with the design and develop-
ment of an IoV system. Consequently, it is important to select the proper technologies and 
provide the security that an IoV system requires. Balancing the workload between layers to 
reduce the process complexity and provide a transparent view, can also improve the QoS. 
In Tables 2, 3, 4 and 5 we present a comparison of various architectures and carry out a 
brief critical overview in this section. The comparison was conducted according to a num-
ber of criteria such as the number of layers, the employed technologies and security. In 
these tables, we expose the advantages and disadvantages of each mentioned architecture.

In [27], a global view of the network and high scalability were proposed by separat-
ing the data plane from the control plane, which gives different views for each layer and 
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simplifies their tasks. Thanks to the SDIV architecture, the real-time query service in IoV 
is developed. A similar service assimilated to a high-level analysis of events and real-time 
visualization of the traffic situation is proposed by Nahri et  al. [39], which offers better 
traceability. Similar to [27], the work in [63] integrated the paradigms of SDN to separate 
the data plane from the control plane to best exploit their synergistic effects on information 
services in IoV. Besides, the SDN controller present in the control layer has access to a 
uniform view of virtual resources based on the abstraction of resources at the virtualization 
layer. This could facilitate service scheduling instead of directly managing heterogeneous 
physical resources, facilitate adaptive resource allocation and QoS oriented services.

The IoV architecture illustrated in [44] allows vehicles and drivers to access a broad 
range of service providers, and to promote the integration of commercial business services 
with vehicles. Likewise, in the architecture proposed by [60], enabling all the IoV services 
and applications is handled by the cloud layer. A broad range of cloudbased services, such 
as mass storage, virtualization and real-time interactions between different network entities 
are provided. Some potential commonalities are shared in [58] and [59] such as the func-
tionality of certain layers and the services offered by the cloud.

The architecture model in [10] considers the concept of heterogeneous networks in 
the IoV by processing the different structure of information received from heterogeneous 
networks by the Artificial intelligence layer. The same concept has been considered by L. 
Minn et al. [64] by integrating and connecting heterogeneous network objects, including 
multimedia devices, to provide specific services. This was established through the combi-
nation of the Inter-Intra Devices Layer and the Communication Layer.

On the other hand, this architecture addressed the problem of processing and analyz-
ing Big Data, whereas most of the proposed architectures do not meet the requirements 
of processing and analyzing Big Data in real time, which can lead to serious issues. Big 
data processing and analysis was considered as smart heterogeneous multimedia objects 
that can interact and cooperate with each other and with other internet-connected things 
to facilitate the multimedia services and applications. The Big data computation layers 
were designed to take into account, process, and analyze Big data, multimedia data, along 
with other sophisticated objects. The third layer of the architecture in [10] responsible for 
the storage, processing and analysis of information received from the lower layer has two 
major operational components, namely Vehicular Cloud and Big analytics Data which ena-
bles the processing and analysis of Big Data in real time.

As a crucial role in the design and deployment of IoV systems, a few works focused on 
the security and privacy issues. In [58], the security and privacy issues are reflected in dif-
ferent layers, however in [62] authentication is offered as a service through the cloud. An 
effective communication process through the discussion of interest is as well proposed in 
[59]. It should be noted that this architecture is capable of supporting network caching and 
multicasting without additional protocols or mechanisms. Whereas authors in [10] consider 
that security protocols for IoV as an open research challenge due to the unavailability of 
clear definitions of layer wise security protocols, they put forward some protocols that may 
be employed in their architecture such as IEEE 1609.2, Security Information Connector 
(S-IC), Security Management Information Base (S-MIB) and Hardware Security Module 
(HSM). The security issue in [9] was considered in the security authentication layer, which 
aims to ensure the legitimacy of the identity of the vehicle and the RSU requesting to con-
nect to the network. With the help of a unique factory serial number assigned to a legal 
vehicle or RSU, the falsification of legitimate vehicle’s or RSU’s data from an illegal vehi-
cle or an illegally installed RSU could be revealed. The consideration of security (authenti-
cation, authorization, etc.) must be paramount, which is not the case for some architectures 
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[16, 30, 39, 56, 62]. As balancing high security along with good performance, ensuring 
security, and preventing privacy breaches remain a major challenge [7], the application 
requirement for real-time responses becomes an enhanced need. In this context, in [41] 
authors extracted real time traffic situation in each road network section and analyzed the 
events generated by connected vehicles in real-time.

Some researchers believe that increasing the number of layers provides more seamless-
ness and reduces the processing complexity of each layer. Nonetheless, the greater is the 
number of communicating agents in the IoV, the more there will be a network overhead in 
addition to increased latency. Even though the proposed architecture in [4], allows seam-
less and transparent interconnection of all network components and data dissemination 
in an IoV environment, however, data processing using the cloud may take a long time. 
Therefore, a real-time analysis of large amounts of information seems to be impossible. In 
this context, the work introduced by Li-Minn et al. [64] has developed seven main elements 
in the Universal IoV architecture and seven corresponding core layers.

Despite the fact that the proposed architecture considered a new layer enabling the inte-
gration and cooperation among heterogeneous objects and networks, including multimedia 
devices, none of the QoS aspect, such as efficiency, flexibility, performance, and latency 
was taken into consideration, whereas some authors have focused on the QoS as a crucial 
feature of deploying an IoV architecture. Based on this, the architecture of Liu et al. [63] 
for IoV aimed to enhance the scalability and reliability of information services and improve 
agility and flexibility of application management. Similarly, selection parameters, in par-
ticular, QoS level over the different available networks, information relevance, privacy and 
security among others, were taken into consideration in [64] by the communication layer, 
which aims to select the most suitable network to send the information. The authors in [9] 
believe their network architecture is designed with lower latency, greater data throughput, 
higher security, and massive connectivity. In the SDCFN architecture proposed in [16], the 
simulation results indicate that the SDN-based architecture could effectively decrease the 
latency and enhances the QoS, which could apply to the IoV to process latency-sensitive 
tasks more efficiently.

Several previously mentioned architectures are convenient for supporting various types 
of IoV applications with high QoS requirements as they perform a large number of com-
putations in limited time due to the deployed technologies such as cloud computing, fog 
computing, SDN, etc., capable to realize such computation offloading.

We believe that this study illustrates the importance of the architectural design, 
addresses new challenges to computation and storage resources management, security, 
deployment, etc., and can build a solid base not only to design a satisfactory architecture 
for IoV but also an unavoidable step towards a more appropriate future in which issues 
such as the huge amounts of data generated by vehicles, resources management, and a lot 
of others would be encountered.

6  Conclusion

IoV systems have emerged as part of Intelligent Transportation Systems to provide addi-
tional Internet connectivity functionalities to traditional VANETs. This emerging concept 
poses several challenges that need to be addressed such as security, routing, scalability, 
mobility, etc. Architectural design is considered as one of the most important challenges 
of IoV systems. In this paper, we have presented a comparative study of several IoV 
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architectures proposed in the literature. We classified these architectures according to the 
number of layers and compared them according to several criteria such as security, sup-
ported communication models, deployed technologies, etc. This survey work consists of an 
exhaustive study of existing IoV architectures. It is intended to provide a base of analysis 
for future works dealing with architecture design improvement.
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