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Abstract Network on chip (NoC) has been proposed as an appropriate solution for today’s
on-chip communication challenges. Power dissipation has become a key factor in the NoCs
because of their shrinking sizes. In this paper, we propose a new encoding approach aimed at
power reduction by decreasing the number of switching activities on the buses. This approach
assigns the symbols to data word in such a way that the more frequent words are sent by less
power consumption. This algorithm dedicates the symbols with less ones to high probability
data and uses transition signaling to transmit data. The proposed method, unlike the existing
low power encoding, does not rely on spatial redundancy and keeps the width of the bus
constant. Experimental evaluations show that our approach reduces the power dissipation up
to 46 % with 2.70, 0.51, and 15.43 % power, critical path and area overhead in the NoCs,
respectively.

Keywords Low power encoding - Network on Chip - Switching activity -
Power consumption - Data compression

1 Introduction

The progress of VLSI technology allows researchers to design a complete system on a
chip called system on chip (SoC). However, SoC has some drawbacks, such as lack of
scalability and reusability. The network on chips (NoCs) have been proposed to alleviate
today’s communication problem of SoCs [1]. The NoCs are reusable and scalable and are
able to tackle many disadvantages of SoCs [2].
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The technological trend in portable and battery-powered devices introduces the power as a
new aspect of VLSI design [3—6]. The increased power consumption causes a lot of problems
such as decreasing the life time, and increasing the cost of packaging [7]. A great deal of
research has been conducted to reduce the power consumption of interconnections in SoCs.
Decreasing the swing voltage of power supply [8], using dual threshold voltage [9], voltage-
frequency island (VFI) [10], activity postponement [11], Dynamic Voltage Scaling (DVS)
[12], Dynamic Power Management (DPM) [13], statistical compression [14] and elimination
of dispensable buffer slots [15] are some power reduction methods that have been presented
in the literature.

One of the solutions to decrease the power consumption in chip interconnections is low
power encoding [16]. This method tries to decrease the number of switching activities and
consequently the dynamic power. On the other hand, the power consumption of coder and
decoder are the overhead of this method which must be considered to evaluate its efficiency.

In this paper, we propose a novel low power encoding approach to decrease the number
of switching activities through decreasing the number of ones included in code words and
sending the code words with transition signaling. Apparently in transition signaling, the
number of total switching activities is equal to the number of ones in the code words [17].
This paper introduces a new algorithm to assign code words to symbols in such a way
that the more frequent symbols to be sent consume less power. To approach this goal, the
proposed most frequent least power (MFLP) encoding uses a tree based infrastructure. The
tree structure provides a set of symbols which assigns the less ones words to high probability
data and vice versa. Based on the proposed algorithm the most frequent symbols are allocated
to the least number of ones which results in the least power consumption.

Most of the low power encoding algorithms increase the width of the transmission bus
to send the data [17-20], whereas the proposed method does not rely on spatial redundancy.
It is also worth mentioning that even though in most of the traditional low power encoding
algorithms the effect of coupling capacitors is ignored, our results show that these capacitors
have an increasing contribution in power consumption in the NoCs as the VLSI technology
advances and the size of the transistor shrinks. In this paper, all evaluation results consider
capacitors, coupling and self, to calculate the power consumption of links. The experimental
results show that by applying the proposed approach, power dissipation up to 46 % is improved
and with, on an average, 14.4 % area overhead.

2 Literature review

Several methods have been proposed in the previous works to reduce the power consumption
by encoding techniques. These include the algorithms that have been designed for data line
[18], irredundant encoding [21], correlated data, like address buses [22,23], parallel and
serial which are used for the parallel and serial buses, respectively [24], redundant encoding
method that raise either the number of transmission bus or clock pulses to send data [25],
and adaptability [26-28].

One of the most well-known low power encoding is the Bus Invert coding [18]. This
coding is appropriate for the uniform distribution data and the parallel bus which have spatial
redundancy. Another scheme which tries to decrease the number of transitions is limited
weight coding (LWC) [17]. In this algorithm, W is defined as a weight of each code word;
that is, W is equal to the number of ones included in the code words. LWC applies transition
signaling after assigning the code words and can be exploited in both the parallel that have
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spatial redundancy and serial buses with time redundancy. Beach coding [20] is suggested
when the correlation of data pattern is computable. In this approach, the method of encoding
is selected based on the pattern of data; therefore, it is strongly application dependent.

Since the power of links in NoCs is an important portion of power consumption, low power
encoding also is applicable for this infrastructure. Researchers in [21] present an irredundant
encoding and in [16,29] a set of data encoding methods are proposed to decrease the link
power consumption in the NoCs. In [30], a reliable data communication method to decrease
the energy dissipation in NoCs is introduced. Authors in [16,21,29,30] considered the effect
of both self and coupling capacitances in link power dissipation. This point is worth mention-
ing that redundant encoding algorithm could not decrease the power consumption in NoCs
because this redundancy may cause redundancy in each router which is not compensated by
power reduction in links. Moreover, due to the fact that in the advanced technology the links
are too close to each other the low power encoding used in the NoCs should consider the
transition on coupling capacitance as well.

3 Proposed method

The main idea of the proposed method is to reduce the number of ones in code words. In
fact, due to the transition signaling, the number of total switching activities is equal to the
number of ones in code words [17]. The proposed method is a tree-based algorithm. This
tree encompasses root, a number of nodes and leaves. In this tree, code words are represented
according to the location of the nodes referring to the data words.

3.1 MFLP encoding approach

Our approach uses the tree-based structure to assign the code word with less ones to most
frequent words; hence, we called it Most Frequent Least Power (MFLP) consumption coding.
The objective is to minimize expectation of ‘1’ and in turn, decrease the switching activities
as well as the power consumption by using transition signaling. The tree-based structure
also allows us to assign the shortest code words to more frequent symbols. Hence, this
coding algorithm not only decreases the power consumption but also compresses the amount
of transmitted data. In this algorithm, required statistical knowledge about frequencies of
symbols are collected in previous time sliding windows; in other word, while data is passing,
the frequency of data can be counted and this knowledge can be used to encode the data for
next time sliding windows; evidently, the current data is being coded based on the statistical
information gathered in previous time sliding window. In the other word, the encoder does
not need to have any priori knowledge of data because MFLP are collecting this information
while data is passing and because the sliding windows is small enough, the characteristic of
data is likely be same in consecutive period of data. At first, we need to choose a parameter
called division factor. According to this factor, we divide the words into two parts. This factor
indicates that we are going either to decrease the power or compress data. The tree is made
of nodes, where each node has a label indicating the sum of labels of its children. In the
case of leaf, this label refers to the frequency of words represented by this node. This tree
structure can be created reversely; after dividing the words of data in two portions according
to division factor, we assign the sum of these nodes as a label of the root. The root’s label
represents the sum of label of its children. We continue the procedure until the leaf of the
tree which refers to each word of the data. This function is implemented in hardware and
inserted in coder and decoder. Figure 1 presents pseudocode of the proposed algorithm.
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Given sorted frequencies of symbols as

{Aj1<isn| Vij,A < A - f;< f; // symbol A; has frequency f;

; chosen division factor =y

function MFLP-tree (§= {(Aj,fj),...,(Ak,fk)}) // j is first index and k is last one
Ty « Xifi // root of tree whose label is sum of all frequencies in S

if (j=10)

insert a node labeled T

else

{

divide S into two subsets, §; = {(Aj,fj),...,(Ayk,fyk)},52= {(Aykﬂ,fykﬂ),...,(Ak,fk)} // two sub
sets are generated to create children of root

MFLP-tree (S;); // function is called recursively for children named S; and S,
MFLP-tree (S;)}

end

Fig. 1 Pseudocode of the proposed algorithm

In this algorithm, A; is the word of the data whose frequency is f; and S is a set of data
words. 7; is the MFLP tree node labeled by the sum of its children’s frequency.

With reference to Fig. 1, the tree construction can be further explained with the following
steps:

— We sort the frequencies of symbols in descending order from higher frequencies to lower
ones.

— We choose division factor (y) according to the goal, either to decrease the power con-
sumption or to compress the amount of data.

— MFLP function constructs the tree reversely. We have to provide the frequency of data
words as input of this function. It divides the data words based on y in two portions as
upper and lower groups. Sum of the upper and lower group frequencies is allocated to the
left and right nodes, respectively. After that, it invokes itself reversely to construct interior
nodes. This algorithm continues till the leaf nodes are generated.

— The labels “0” and “1” are assigned to the edge of upper and lower group, respectively.

— To figure out the code words we follow the labels of the edges. The code word is the
sequence of the edge labels from root to the frequencies of the symbol.

The procedure of encoding in MFLP is composed of two steps: Counting and Coding. While
data is passing from encoder the frequency of transmitted symbols can be counted in a time
sliding window; this knowledge let encoder generate the tree structure and assign new code
words to the symbols. These new codes are going to be used in the next sliding window. It
is clear that meanwhile data is coding based on knowledge of previous window (coding),
the frequencies of symbols in current window can be counted to be used in the next window
(counting). It is obvious that these two steps can take place at the same time. According to the
proposed algorithm, data stream should be divided into the sections with same time period
namely sliding window. The frequency of data is counted in current window and will be used in
the next sliding window to provide the final code words. Due to temporal locality the frequen-
cies generated in the previous window can be used in the current window. The same procedure
is applied to the decoder to figure out the frequency of received data before decoding.
In the following example, we clarify the steps of the algorithm.

e First step: the symbols should be arranged according to their frequency of occurrence
in descending order. For instance, there are 13 symbols which are given to be coded. At
first we organize them in alphabetical order: A,B,C,D,E,F,G,H,N,P,Q,R,S.

e Second step: This step depends on the division factor. This value should be multiplied
by the number of symbols. The selection of the symbols is based on the result of the last
multiplication. Top symbols should be located on the left and the others on the right. This
strategy is shown in Fig. 2.
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Children ——¢ A4,B,C,D,E,F,G

Fig. 2 Root and its children

Fig. 3 Generation of symbols

It is required to repeat the second step for the symbols which are included in the left hand
side. Figure 3 shows the steps to reach to the symbols.

This trend must be continued for each node either in the left hand side or in the right hand
side till we get to one symbol in every set. The expected value of one is evaluated by Eq. 1.

symbol

E(x) = Z F; % N; )

i=0

where F; is the frequency of the symbols and N; is the number of ones for each symbol in
the tree.

The tree structure assigns a code word with less ones to the more frequent data words.
According to Eq. 1, the expectation of ones can be minimized by this strategy.

When time duration remains constant decreasing the power consumption can lead to
decrease the energy dissipation. In the case of compression, the energy can be reduced due to
decrease in the duration of time provided that either switching activity does notrise or its incre-
ment can be compensated by time reduction. Hence, there is a trade-off between the number
of switching activities and compression ratio which depends on the division factor. The effect
of division factor on compression and power consumption can be evaluated on these bases:

1- As the division factor is increased, we assign the symbols with less ones to more frequent
data words resulting in less switching activities thereby reducing the power consumption.

2- By reducing the division factor, we can improve the compression ratio. Tree structure
allocates less length symbols to more frequent data words at the expense of increasing
the number of ones and consequently power dissipation.
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To examine how the proposed method reduces the number of switching activities and power
consumption, we evaluate the bit average by Eq. 2.

symbol

Bag= D, FixLi 2
i=0

where F; is the frequency of symbol whose length is L;.

3.2 Optimality of MFLP

In this subsection, we present the mathematical proof to show that MFLP, which aims to
reduce the power consumption by decreasing the number of ones in the code word, is able to
reduce the expectation of ones. Therefore, the MFLP code is optimal if the expected value
of ones is minimal. The frequency of symbols are ordered, so that F| > F, > ... > F;. To
prove that the £ (x) in MFLP code is minimal, we show that with any changes in MFLP’s tree
and code word the value of expected value is increased. We consider that C,, is an optimal
code word which is the result of MFLP encoding. If F; > Fy then Ny > N; . We then swap
MFLP code words. Supposing that C/, is the code words j and k of C,, interchanged, the
expected value of C}, is shown in Eq. 3.

symbol
E(C,)= > F=N| 3)
i=0
N/ is the number of ones for symbol after interchanging jth and kth code words.
symbol
E(C,)= > FixN/ =FjxNc+ FixN;
i=0
symbol symbol

E(C,)—E(Cw) = D, Fi*N/— > FixN
i=0 i=0

= Fj* N+ Fgx Nj — (Fj % Nj 4+ Fy * Ni)

= (Fj — F) (N« — Ny)
Based on MFLP, if F; > Fy then Ny > N;, which means that E (C},) — E (Cy,) should be
greater than zero (E (Cl’u) > E (Cy)). It can be concluded that after changing the code word

of MFLP, the value of expected value is increased. Hence, the minimum amount of expected
value, the minimum number of ones, is related to MFLP code words and C,, is optimal.

4 Effective criteria in the efficiency of the proposed method

By adding coding algorithm to the system, the power consumption of coder and decoder
are considered as overhead and is needed to be compensated. The power consumptions of
transmission line without (5) and with (6) using encoding algorithm are calculated by:

Piink = Pseir + Peoupling @

Piing =5 Cyelf VI f+ o Ceoupling Vi f ©)

Pafter = Peod. + Pace+ Xas Cseif Vg f + Xac Ceoupling Vg f (6)
Clink = Csetf + Ceoupling @)
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Pyink is power dissipation before using encoding algorithm and P,y is the power after
inserting MFLP. Pj;,x is composed of power of self capacitance (Pye;r) and coupling capac-
itance (Peoupling)- As shown in (5), s and o, are switching activity of the self and coupling
capacitance, respectively.

P f1er is power consumption after using encoding approach. Peyq. and Py, are the power
dissipation of coder and decoder, respectively,o s and o, are switching activity on self and
coupling capacitances after applying data coding approach.

Clink is the total capacitance which is the summation of the self (Cser) and coupling
(Cecoupling) capacitance, f is the clock frequency and V4 is the power supply of the system.

;s and ox,s which are the self-switching activity before and after using encoding method
are evaluated based on the number of transition (high to low and vice versa) on the link.
The coupling switching activity before and after using MFLP (o, and o) are calculated
according to the direction of switching activities happening on the consecutive wires which
is shown in Table 1.

The evaluation of self and coupling capacitance is based on the type of the switching
activity. In Table 1 the number of self and coupling transition for different type of switching
activities are depicted.

The coding algorithm can decrease the power consumption, provided that Py, is less
than the power consumed before applying MFLP. The more the number of switching activities
decreased, the more effective our method is. Efficiency factor (8) is introduced in order to
evaluate MFLP. Let us suppose that

Pafter = Peodect Xas Cself dedf+ Kac Ccaupling ded f (8)

where P, 4. 1s sum of the power consumption of coder and decoder. As a result, the efficiency
factor can be expressed as

B = (o — Kas) Cself dedf + (X¢ — Xac) Ccvupling Vdef )

Peodec

MFLP can reduce the power dissipation if the value of efficiency factor () is more than one.
Assessment of some of the parameters’ effectiveness of our approach is presented below:

Distance: One of the most important criterion that affects the efficiency factor is the distance
between the transmitter and receiver nodes. Distance has an important role on the
amount of capacitance of the link and consequently on the power consumption
of the NoC when the switching activity occurs. In other words, by increasing
the distance between the transmitter and receiver, the value of the capacitance
of links increases. This shows that reduction of the number of transitions on the
link plays a more effective role in the improvement of power consumption of the
NoC. It is evident that according to Eq. 8, the value of the efficiency factor (f)
increases due to the increased value of C. Thus, our approach is more effective
in longer distances.

Family: With the growth of advanced VLSI technology, the transistors shrink and the
length of the wire remains constant or even increases. Eventually, the capacitance
of the wire gets more dominant. Therefore, based on Eq. 8, the efficiency factor
increases and consequently MFLP becomes much more effective.
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Table 1 Number of self and coupling capacitances for different type of switching activities

Number Nul;lfber
Type T of S?l.f Coupling
ransition ..
Transition
0 0
1 1
0 0
0 1
o 1 0 0
2 0
I 2 4

5 Evaluation

The power of the NoC is consumed in two parts, the routers and the links. It should be
mentioned that the power of Network Interface (NI) is included in the power of router. In our
experiment, the baseline network contains 16 nodes which are connected in a mesh topology
whose router algorithm is XY; each router has two virtual channels. Packet length is 32 flits.
We use power compiler tool from Synopsys! to calculate the power of the routers. Power
compiler considers the static and dynamic power consumptions. The number of transitions is
the major factor indicating dynamic power consumption in data transmission. Despite the fact
that the growth of VLSI technology and shrinking the transistor size make the static power
dominant part of the power consumption, the research has shown that in the NoC infrastructure

! Synopsys and Modelsim are registered trademarks.
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the dynamic power still remains the prevalent portion of the power consumption due to its
architecture [31-33].

The power of the links is determined by Eq. 4. We used 65nm technology for the sim-
ulations of the proposed method. According to the International Technology Roadmap for
Semiconductors [34], for this technology V44 is defined as 1 Volt and the clock frequency
is set to 500 MHz based on the critical path of the system. The length of the metal wires is
selected as 2 mm for the mesh topology. The self capacitance of the wire links and coupling
capacitance are selected as 0.2 and 0.6 pF/mm, respectively. The transitions of wires are
calculated by Modelsim'.

In this section the coder and decoder are implemented in the hardware layer and they
are inserted in the local link, between the routers and process elements. In another words,
this service is delivered in the transport layer of the NoC which is offered in transmitter and
receiver. Hence, the data encoding is done end to end. The coding methods and the NoC
infrastructure are implemented in VHDL.

5.1 Evaluation of the proposed algorithm

It does not matter which infrastructure the designers have chosen, either the traditional bus or
the novel NoCs, this coding can be useful for all. To show the effectiveness of our algorithm,
we examine its effect in decreasing the power consumption or the amount of data by using
some real-life streams. We assess MFLP in the following cases: using buses as a traditional
infrastructure and the NoC as a new one.

5.1.1 On the bus

To evaluate our approach we consider a system including a transmitter, a communica-
tion bus and a receiver. The power can be calculated in two cases: original data and
coded version. The power of the link consists of power consumed in the coupling and self
capacitances.

On the serial bus, length of the metal wires is assumed as 2 mm and the self capac-
itance of the wire links is selected as 0.2 pF/mm [34]. It is worth mentioning that on
the serial bus we do not have any significant coupling capacitance. The designer needs
to decide whether power reduction or decreasing the amount of data is the final goal.
According to this decision we need to change the division factor. The more we increase
the division factor, the more the bit average goes up. That is, we have gained more power
reduction in expense of increasing the amount of data. We evaluate our approach in vari-
ous division factors for the serial bus using MFLP encoding and the results are shown in
Figs. 4 and 5.

In the serial system, the energy is calculated by multiplying the power consumption and
time duration. It is apparent that the time duration can be estimated by:

T = Bayg % S % Clk (10)

Where T is time duration, B,y is bit average, S indicates the number of transmitted symbols,
and Clk is the period of clock in the transmission system. Consequently, the bit average is able
to represent the time duration because other parameters are constant with different division
factors.
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The energy dissipation before applying encoding algorithm and after using MFLP are
evaluated based on the following formula:

EBAC. = ERouter + ELink (11)
Ea.c. = ERouter + Ecodec + EcLink (12)

where E g . is energy consumption before using coding method, E goyzer 1S energy dissipation
of router and NI and E7;, is energy which is consumed in the physical links while E 4 c. is
energy that is consumed after coding which contains E gy, €nergy consumed in routers,
Ecodec, enery dissipation in coder and decoder, and E ¢ inx Which is consumed in links after
using coding algorithm.

The evaluation of different encoding algorithms on various media formats such as text,
PDF, color image and so on is reported in [16]. We also assess MFLP and other data encoding
approaches on the following data streams which belong to the several media formats like the
previous works, namely: TXT: the text file in the .txt format, GIF, JPEG, BMP and PNG: the
image files in .gif, .jpg, .bmp and .png format, respectively, WAV: the sound files in the .wav
format, HTML: the MHTML Document file in the .mht format, PDF: a PDF format file, and
DOCX: Microsoft Word Document in .docx format.

Figure 4 is normalized to the energy consumption of without coding for each benchmark.
According to the results given in Figs. 4 and 5, it can be deduced that by increasing the
percentage of division factor, the energy dissipation decreases, but in the extreme points
of 10 and 90 %, the value of the bit average is high and is not appropriate. By increasing
the percentage from 10 to 20 % and up to 50 %, the bit average decreases. This trend can
be seen from 90 to 50 % as well. Hence, the optimum point for an appropriate energy
consumption and bit average is 50 %, but there is flexibility in encoding to reach a tradeoff
between energy dissipation and bit average. In introduced encoding algorithm, according
to tree based structure used in this coding, to decrease the number of “1” in each symbol,
necessarily the length of each symbol increases and as a result, the bit average goes up. In
another word, in this encoding although the total number of “1” declines which means the
energy consumption of link gets improved, the total length of data increases, meaning the
efficiency of compressor decreases and the bit average goes down as well.

45
4
2 35
E&? 3 HW.C
E )5  MFLP 10%
=  MFLP 20%
g 2
2 15 ® MFLP 30%
o1  MFLP 40%
5  MFLP 50%
. @ MFLP 90%
< A
& C§ R\ Q@“\V §o Q‘Xe %QQ ro%

Fig. 4 Comparison of energy consumption with various division factors and without coding (W.C.) on the
serial bus
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Fig. 5 Bit average with various division factors on the serial bus

Using this conclusion, we use a division factor of 50 % for the rest of the implementation.
In the transition signaling approach the number of ones included in the code word is the
same as the number of the transition activity [17]. Therefore, decreasing the number of ones
induces the switching activity reduction. In our assessment, the switching activity reduction
ratio can be defined as follows:

SA — S.Nye — S.NmrLp
S.Nye

where S.Ny,, is the number of switching activity without coding algorithm and S.Nyrrp is
the number of switching activity with applying MFLP approach. The link power dissipation
is evaluated based on the number of switching activity.

We have examined our approach on the parallel bus as well. In this case, we assume an
eight bit bus between the transmitter and receiver whose length is 2mm; similarly, the self
and coupling capacitances are considered as 2pF/mm and 6pF/mm, respectively [34]. The
power of the system before coding is represented by the power of the link where the original
data is passing; while the power of the encoder and decoder plus the power of links where
the coded data is passing can be considered as the total power of the system after coding.
The results shown in Fig. 6 illustrate that the power of the link after coding decreases so
that it can compensate the power of overhead of coding. As depicted in Fig. 6, link power
dissipation can be saved up to 35 %. It is obvious that the power consumption of MFLP coder
and decoder is the overhead of our design.

* 100 13)

5.1.2 In the network on chip (NoC)

The power consumption is one of the most important factors in the NoCs. Therefore, we assess
the proposed method in this infrastructure to decrease the power consumed. The impact of
MFLP is assessed on the parallel bus of the NoC. The simulation is carried out based on
the specific characteristics which are explained in detail on the experimental results section.
Nowadays, the link power dissipation of the NoCs is a significant portion of the total power
consumption [29]. In Table 2 comparison of power consumption between proposed method
and baseline is presented. In the second column of Table 2, the link power dissipation in both
cases, baseline and MFLP is shown. The router’s power consumption before and after using
MFLP are demonstrated in third column. As mentioned, the power of coder and decoder as
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3

& @ Link W.C.

g ® Link MFLP

A M Total W.C.
H Total MFLP

Fig. 6 Link and total power consumption on the parallel bus

Table 2 Comparison of power consumption between MFLP and without coding

Power Link (mW) Router (mW) Coder & Decoder (mW) Total (mW)

File name w.C MFLP w.C MFLP MFLP Ww.C MFLP
TXT 27.15 19.51 53.42 53.45 0.03 80.57 72.96
.GIF 31.08 20.88 53.85 54.44 0.59 84.93 75.32
WAV 30.15 16.22 53.87 53.88 0.01 84.02 70.1
.HTML 28.25 22.78 53.51 54.09 0.58 81.76 76.87
JPG 33.00 20.37 54.12 54.53 0.41 87.12 74.90
.BMP 15.86 12.53 52.51 52.56 0.05 68.37 65.09
PNG 22.19 15.29 52.12 53.53 1.41 74.31 68.82
.PDF 31.83 20.35 54.06 54.58 0.52 85.89 74.93
.DOCX 28.40 18.00 53.57 54.08 0.51 81.97 72.08

overhead of the proposed approach is presented in forth column. In the last columns the total
power consumption for baseline and MFLP are depicted. As shown in Table 2, by applying
MFLP, the link power dissipation can be decreased up to 46 %.

5.1.3 Experimental results

In this subsection, we study the effectiveness of the proposed algorithm. Figure 7, gives a
comparison between the MFLP and the previous state of the art coding approaches. Regarding
Fig. 7, itis obvious that LWC [17], BI[18], CDBI [19] and CABI [21] are not able to decrease
the power consumption due to the one additional bit which is in the coded data. That is, these
algorithms have spatial redundancy to encode data and this redundancy leads to increase the
power consumption. Although, both LWC and BI cannot decrease the power consumption,
the latter is better because of the simplicity of coder and decoder. That is, the overhead
of Bl is lower than LWC. The Beach coding [20], one of the well-known adaptive coding
approaches, is application dependent and can be an appropriate solution for the application
specific systems. In this case, the type of coding can be changed dynamically according to
the relationship between the current data and the previous one.
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Fig. 7 Comparison of MFLP with state of the art encoding algorithms
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Fig. 8 Percentage of power saving compared to without coding with different topologies

5.2 Evaluation of sensitivity to network parameters

We assess the impact of the network parameters such as topology, routing algorithm, num-
ber of nodes, packet length and the number of virtual channels on effectiveness of our
method. In this assessment, the default routing algorithm and topology is XY and mesh,
respectively.

5.2.1 Topology

In this subsection, we investigate the effect of different topologies on the efficiency of our
method. Two of the most prevalent topologies, mesh and torus are suitable to be implemented
on the NoC with 16 nodes (4 x 4) due to their two dimensional structure. Figure § shows the
percentage of power saving acquired with the mesh and torus topology for several benchmarks
as compared to the scheme with no data encoding in the NoC.

In Table 3, link, router, coder & decoder and total power consumption for Mesh and Torus
topologies before applying encoding approach (W.C.) and after using MFLP algorithm are
presented separately.
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Table 3 Comparison of power

consumption between Mesh and Power (mW) Mesh Torus
Torus W.C. MFLP W.C. MFLP
Link 22.19 15.29 21.54 15.71
Router 52.12 53.53 53.42 53.65
Coder & Decoder 0 1.41 0 0.22
Total 74.31 68.82 74.96 69.36
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Fig. 9 Percentage of power saving compared to without coding with different routing algorithms

As shown, the mesh topology is more suitable in the case of link’s power consumption
compared to the torus topology. In other words, the impact of our approach in the mesh
topology is better. The reason is due to the extra link on each node in torus topology. The
extra link looses the consecutiveness in the data. Hence, the power of link is increased. In
terms of the total power dissipation the effect of both topologies is approximately the same.

5.2.2 Routing algorithm

Routing algorithms can be classified into deterministic, partially adaptive and fully adaptive
categories. We examine various routing algorithms, namely, XY, OE and Duato to analyze
the efficacy of MFLP in power reduction. XY is a deterministic routing algorithm, OE is
known as partially adaptive and Duato is fully adaptive routing algorithm. Figure 9 shows
the percentage of power reduction with different routing algorithms as compared to the
scheme that no data encoding algorithm is used.

To implement the Duato algorithm, we need two virtual channels to prevent deadlock.
Thus, we assign two virtual channels for the other algorithms to have a fair compression.
According to the results, it can be concluded, from the switching activity point of view, the
Duato algorithm in average is the best and OE is the worst one. Similarly, from the link power
dissipation perspective, Duato and XY can outweigh OE. With the increased consumption
of the network power on the link, our approach is shown to be substantially better. On the
other hand, when a routing algorithm is distributed uniformly, the power consumption of
the link goes up because the more traffic is distributed smoothly, the more performance
we have and, in turn, the more power is consumed. However, the results also show that
OE, as a partially adaptive algorithm, cannot distribute traffic more smoothly than XY as a
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Table 4 Comparison of power consumption between XY, Duato and OE

Power (mW) XY Duato OE
W.C. MFLP W.C. MFLP W.C. MFLP
Link 22.19 15.29 23.73 16.50 15.09 11.01
Router 52.12 53.53 45.37 52.21 49.44 50.03
Coder & Decoder 0 1.41 0 6.84 0 0.59
Total 74.31 68.82 69.10 68.71 64.53 61.04
55
50
45
$ 40
£ 35
g
g 30 H2%2
z I
; 25 4%
g 20 M 8*8
15
10
5

& & & @”\V £ & Qo‘j~

Fig. 10 Percentage of power saving compared to without coding with different number of nodes

deterministic algorithm. Therefore, for the efficiency of MFLP, Duato and XY outperform
the OE algorithm.

Eventually, it can be concluded that using fully adaptive routing algorithm can pass packets
more smoothly which leads link power increase. The more power links consume, the more
effective of coding algorithm is.

In Table 4, comparison of link, router and coder &decoder power dissipation between
different routing algorithms such as XY, Duato and OE without encoding algorithm (W.C.)
and after using the proposed method (MFLP) are shown.

5.2.3 Number of nodes

We study our method with different number of nodes. The NoCs are considered with 4, 16
and 64 nodes. Figure 10 depicts the improvement in power reduction with various numbers
of nodes, compared to the case that MFLP is not used.

In Table 5, the components of the power consumption with different number of nodes in
baseline and MFLP are depicted.

In this case, one criterion is effective; the consecutiveness of the data. It is evident that
when the distance between the transmitter and receiver increases the chance of interference
among the flits of packet goes up; therefore, the effectiveness of our approach decreases.
Based on this remark, with increasing number of nodes in the NoC, the consecutiveness of
the data collapses as well as the effectiveness of our approach is diminished and consequently,
power dissipation increased.
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Table 5 Comparison of power consumption between 2#2, 4*4 and 8*8

Power (mW) 2%2 4%4 8*8

W.C. MFLP W.C. MFLP W.C. MFLP
Link 3.49 2.19 22.19 15.29 101.84 80.32
Router 13.40 14.60 52.12 53.53 216.90 237.24
Coder & Decoder 0 1.20 0 1.41 0 20.34
Total 16.90 16.80 74.31 68.82 318.74 317.56
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Fig. 11 Percentage of power saving compared to without coding with different packet lengths

Table 6 Comparison of power consumption between different sizes of packet length

Power (mW) 16 32 64

W.C. MFLP Ww.C. MFLP W.C. MFLP
Link 23.80 16.31 22.19 15.29 22.64 14.81
Router 53.35 54.42 52.12 53.53 51.44 52.83
Coder & Decoder 0 1.06 0 1.41 0 1.38
Total 77.15 70.73 7431 68.82 74.08 67.64

5.2.4 Size of the packet length

The proposed method is tested with different size of packet length. The topology and routing
in NoC are mesh and XY, respectively. The number of nodes is 16. In Fig. 11 the amount of
power reduction by applying MFLP for different number of nodes is shown.

Table 6 depicts the power dissipation of link, router and overhead of introduced algorithm
with various size of packet length.

By comparing the above results, it is worth mentioning that by increasing the packet length
in the NoC, the effect of MFLP goes up. We have implemented our approach in the transport
layer. It means that only the data part of the flits, not header and footer, is coded only in the
transmitter and receiver node. Whenever we change the size of the packet, we change the
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Table 7 Comparison of power consumption between different number of virtual channels

Power (mW) 1 2 3

W.C. MFLP W.C. MFLP W.C. MFLP
Link 12.74 7.26 22.19 15.29 23.30 15.45
Router 22.29 25.29 52.12 53.53 90.25 93.30
Coder & Decoder 0 3.00 0 1.41 0 3.04
Total 35.03 32.56 74.31 68.82 113.56 108.75

number of data. In contrast, the number of header and footer remains constant. Hence, by
increasing the packet size the data increase and more data are coded. On the other hand, by
decreasing the packet size, only the data section goes down and the other parts remain the
same as before. In this case, the numbers of the data that are coded are less. Thus, the effect
of our contribution is not much as before and the impact of our proposed method decreases.

5.2.5 Number of virtual channels

The number of virtual channels is effective on the throughput of the interconnection network.
The significant portion of the power consumption in routers is consumed in the virtual chan-
nels. In this section we study the effect of our proposed method with different number of
virtual channels. Our approach is implemented in the mesh based with XY routing algorithm.
The network has 16 nodes and the packet length is 32. The result shown in Fig. 12, which
is the comparison of MFLP and no coding approach, is obtained by changing the number of
virtual channels.

Table 7 shows the effect of different number of virtual channels on the power consumption
of link, router and coder & decoder with using the proposed algorithm.

The impact of virtual channels on the effectiveness of coding depends on two criteria.
Firstly, how much order of flits in the network will remain constant while passing through
network, secondly, utilization of the bus. As shown above, by increasing the number of
virtual channels, sequence of data would be more subject to change and, in turn, the impact
of our coding decreases. On the other hand, the growth of number of virtual channels leads to
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Fig. 13 The impact of link length on efficiency of MFLP

have less congested links and consequently, the utilization of bus goes up. The results show
that power consumption of links increases and consequently, the influence of the proposed
method rises.

5.2.6 Link length

In this subsection the impact of link length on efficiency of proposed method is studied.
As depicted in Fig. 13, the link power consumption of MFLP encoding and baseline are
compared in various link lengths. In Fig. 13 the vertical axis is link power dissipation and
horizontal axis is link length. As shown in Fig. 13, by increasing the link length, improve-
ment of the proposed method increases as well. The reason of this improvement is because
the longer wires have the bigger capacitance and under this circumstance when the cod-
ing algorithm decreases the number of switching activities, more power improvement is
possible.

6 Overhead

In this section the overhead of the proposed method on power consumption, critical path
and area of routers is considered. The overhead is created by two extra modules, coder
and the decoder of MFLP, which are inserted in routers. Entire system including encoding
and decoding algorithms is implemented in VHDL and synthesized with Synopsys design
compiler in 65 nm technology. According to the ITRS [34], in this technology Vy is defined
as 1 Volt and the clock frequency is S00MHz based on the critical path of the system.
The topology is mesh with XY routing algorithm and the number of nodes is 16 while the
packet length and number of virtual channels are 32 and 2, respectively. The power and area
consumption of the coder and decoder are considered as the overhead of power and area
which posed by our approach. It is worth mentioning that due to the fact that generating the
coding and decoding trees are being done while the packets are transferring, the throughput
of system remained unchanged. On the other hand, encoder and decoder can pose power,
area and critical path overhead on the routers which are considered in efficiency evaluation
of our method. Table 8 depicts the power, critical path and area overhead of the proposed
method on routers.
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Table 8 Power, critical path and area overhead of MFLP

Power (mW) Critical Path (ns) Area (umz)
W.C. MFLP Overhead (%) W.C. MFLP Overhead (%) W.C. MFLP Overhead (%)
52.12 53,53  2.70 1.96 197 0.51 36108.32 41679.82 1543

7 Conclusion

This paper presents a new encoding approach with main goal of decreasing the number
of switching activities and thereby improving the power consumption. Regarding the fact
that sending the data by transition signaling depends on the number of switching activities,
it can be concluded that reduction in the number of transitions would lead to less power
dissipation. MFLP uses a tree based structure to assign a code word with the less number of
ones to the symbols with high frequency. This algorithm does not rely on spatial redundancy
and therefore, compared to the other encoding algorithms, it can reduce the power dissipation
in the NoCs. The proposed method has demonstrated advantages in both lowering the power
and providing data compression. We have evaluated our technique with some benchmarks
and compared with previous state of the art encoding algorithms in the literature, MFLP is
able to reduce the power consumption in the NoCs by up to 46 %. Power, critical path and
area overhead of the proposed method are 2.70, 0.51 and 15.43 %, respectively.
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