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Abstract
The study aims to analyze and forecast Internet financial risks based on the model
based on deep learning and the Back Propagation Neural Network (BPNN). First,
the theory of Internet financial risks is introduced and a theoretical framework for
analyzing and forecasting internet financial risks is established. Second, the theory of
the BPNN and the algorithms based on deep learning are introduced. Then, the model
based on the BPNN and deep learning is implemented to improve the early warning
of Internet financial risks, analyze the data image of China’s Gross Domestic Product
(GDP), currency (M2), non-performing loan records, and the Shanghai Composite
Index from 2006 to 2020, and forecast the risks in 2021. Through the model based
on deep learning and BPNN, it can be found that the trends of the growth rate of
China’s GDP take on the shapes of V and L, and the trend of M2 is opposite to that
of GDP. In the whole year, there is a low at the beginning and the end of the year, and
the monthly non-performing loans and the Shanghai Composite Index decrease. The
forecast made by the model is that there will be many fluctuations in 2021. At present,

B Zixian Liu
ygbjrwd@126.com

Guansan Du
guansan.du@usq.edu.au

Shuai Zhou
zhoushuaitc@163.com

Haifeng Lu
lhf.271@163.com

Han Ji
melinda200788@163.com

1 School of International Economics and International Relations, Liaoning University,
Shenyang 110036, China

2 Operations Office of Shenyang Branch of the People’s Bank of China, Shenyang 110036, China

3 School of Commerce, University of Southern Queensland, Toowoomba, QLD, Australia

4 Shenyang Branch of People’s Bank of China, Shenyang 110001, China

123

http://crossmark.crossref.org/dialog/?doi=10.1007/s10614-021-10229-z&domain=pdf


Z. Liu et al.

China’s economy just enters the era of the new normal, which helps to build a more
scientific and sensitive early warning system for financial risks. The model based on
the BPNN and deep learning greatly improves the timeliness of forecasts and has a
positive impact on the stability of China’s financial environment.

Keywords BP neural network · Deep learning · GDP growth rate · Financial risks ·
Early warning

1 Introduction

With the increasing instability of the international financial environment, the global
financial market becomes turbulent, and the risks in China’s Internet finance also
increase. During 2015, China’s financial market fluctuates greatly, which makes the
Shanghai Composite Index drop by 30%, and the Shenzhen Component Index and
the Growth Enterprise Market Index drop by nearly 40%, resulting in a loss of more
than CNY 20 trillion (Song & Peng, 2019). In this case, Internet finance begins to
illegally raise funds, which makes nearly 30% of the peer-to-peer (P2P) platforms
meet with accidents, resulting in investment failures. During that period, China has
not established the relevant Internet financial supervision mechanism, and the relevant
warnings cannot be made in the face of risks, causing great losses (Wang et al., 2021;
Wu&Wu, 2020). Due to globalization and the increasing frequency of businesses and
trades between countries since the twenty-first century, theweak financial environment
is on the verge of collapse, and how to establish effective mechanisms to deal with the
risks that occur at any time become the main problem that every country should pay
attention to. If a financial crisis happens in a country, it will not only cause the paralysis
of the country’s financial system but also bring huge damage to the national economy.
And it may even bring a crisis to society, national politics, and social security (Li et al.,
2019).

Nowadays, China’s economy gradually tends to be stable, and the financial regu-
latory authorities have taken this opportunity to establish a set of scientific regulatory
mechanisms, which should have the ability to evaluate and analyze the security of
the internet financial system and warn risks. Chen et al. (2020) implemented a model
based on a deep neural network to realize the evacuation simulation in subway sta-
tions. And the accuracy and training speed of the model are verified by combining
with the model based on convolutional neural network (CNN) and the classification
data set pre-training model (Chen et al., 2020). Huang et al. (2020) introduced a
fuzzy c-means algorithm and comprehensive minority oversampling technology by
taking China Securities Index 300 (CSI300) as an example and proposed a hybrid
model of KFCM-KSMOTE-SVM for predicting extreme financial risks with a help
of a support vector machine. The results show that the model is robust in predicting
extreme financial risks (Huang et al., 2020). Cy et al. (2020) improved the adaptive
genetic algorithm (NAGA) by combining it with the back propagation neural network
(BPNN) to optimize the initial weights of the BPNN and overcome its shortcom-
ings, such as easy to fall into a local minimum, slow convergence rate, and sample
dependence. They used the historical automobile insurance claims data of insurance
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companies as samples, and the model based on NAGA-BPNN for simulation and
prediction. Finally, the improved genetic algorithm (GA) is more advanced than the
traditional algorithm in terms of convergence speed and prediction accuracy (Cy et al.,
2020). Pawiak et al. (2020) introduced the Deep Genetic Hierarchical Learner Net-
work Learner (DGHNL) method. The proposed method includes different types of
learners, including the learners supported by the support vector machine (SVM), k-
nearest neighbor (kNN), probabilistic neural network (PNN), and fuzzy systems. The
StatlogGerman (1000 instances) credit approval dataset provided by the University of
California (UCI) in the machine learning repository is used to test the effectiveness
of the model in the field of credit scoring (CS), effectively improving the risk man-
agement ability of banks and other financial institutions (Pawiak et al., 2020). Zhou
et al. (2019) believed that financial credit risk is one of the most significant risks faced
by commercial banks. However, when there are massive financial data from various
sources such as the Internet, mobile networks, or Internet of Things (IoT), the tra-
ditional statistical model and neural network model may not work. Therefore, they
proposed a method based on big data and mining technology under the particle swarm
optimization (PSO) of the BPNN formanaging the financial risks of commercial banks
(Zhou et al., 2019).

The main task of the study is to better predict and supervise the risks of the Internet
finance system, and the model based on deep learning and the BPNN is introduced to
improve the prediction accuracy of the system. The innovation is that all the data are
from China, which makes the results of the study bear the Chinese characteristics and
explores the current situation of its financial security and early warning programs. It
is hoped that this study can provide a reference for the research on China’s Internet
financial security.

2 Theoretical Analysis andModeling

2.1 Theory of the Internet Financial Risk

A very important internal attribute of Internet financial activities is the financial risk.
And the main risks include credit risks, capital liquidity risks, and capital operation
risks. If these risks cannot be reasonably removed, they will be transformed into inter-
nal risks in the Internet financial system (Chi et al., 2019; Qiu, 2021). In addition, there
are also other factors, such as economic cycle changes, national economic policies,
and international trades, which also cause risks to the Internet financial system. And
the interest rates of the national regulatory system will inevitably decline if financial
risks happen. Some risks are caused by uncertainties and the market regulatory system
(Zhu & Liu, 2021). And the causes of financial risks can be explored subjectively and
objectively. From the subjective aspect, the risk is caused by market management and
government operation and it may be due to the change of the commodity tax rate
and currency exchange rate in the market economy from the objective aspect (Liu,
2019; Wang & Wei, 2020). In finance, every action of senior managers may cause
risks, so the implementation of the policies should be reviewed regularly. The Internet
financial industry works with currency and credit. Credit refers to the circulation of
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goods by repaying the principles and interests. In the process of developing the market
economy, commercial credit begins to disappear since the banking industry becomes
increasingly prosperous (Gu, 2021; Su & Jiang, 2020). The Internet financial risks are
complex, and different countries have different regulatory and control policies.

2.2 Model Based on the BPNN for the EarlyWarning of Internet Financial Risks

A. Principle of the BPNN and the model based on the BPNN
The BPNN is frequently used for the study, and its principle is a multi-layer
feedback network based on the error back propagation algorithm. It is also the
mostwidely used neural network (Filippetto et al., 2021; Lu, 2020). Digital signals
should be processed repeatedly to obtain the desired results in the model based
on the BPNN. The process is divided into three layers, namely the input layer, the
hidden layer, and the output layer. In the calculation, the digital signal first receives
the signal from the input layer and then transmits it to the hidden layer. And the
hidden layer processes and calculates the digital signal. Finally, the processed
results are transmitted to the output layer and the results are output. The output
results are compared with the expected values before the experiment. If there
are many differences from the expected values, the results will be returned to be
processed again (Lin et al., 2019). The results are transmitted from the output
layer to the hidden layer, which decomposes the results of the digital signal to
obtain the original digital signal and correct it. Then, the data are imported into
the input layer, and the whole process starts again until the results obtained are
satisfactory (Wang et al., 2020).

B. Equations based on the BPNN
The algorithmbasedon theBPNNis composedof forwardpropagation and reverse
propagation of a signal error. The signal is transferred from the input to the output
and the weight and threshold are obtained (Song et al., 2019). Figure 1 shows the
structure of the BPNN.

Entering the j-th node in the input layer is called xj, and the range of j is [1, M].
In the hidden layer, the weight from node i to node j in the output layer is generally

represented by wij.
In the hidden layer, θi is the threshold of nodes.
In the hidden layer, the incentive function is generally expressed by �(x).
Wki is the weight between the K node of the output layer and the i node of the

hidden layer, and i = 1,…,q.
In the output layer, αk is the value of the K node, and the range of k is [1, L].
In the output layer, the excitation function is generally represented by ψ(x).
In the output layer, Ok is the output of the node.
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Fig. 1 Structure of the BPNN

First: forward propagation process of signals.
The input neti of the i-th node in the hidden layer.

neti =
M∑

j=1

wi j x j + θi (1)
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The output yi of the i-th node in the hidden layer is:

yi = �(neti ) = �

⎛

⎝
M∑

j=1

wi j x j + θi

⎞

⎠ (2)

The input netk of the K-th node in the output layer is:

netk =
q∑

i=1

wi j x j + ak =
q∑

i=1

wi j�

⎛

⎝
M∑

j=1

wi j x j + θi

⎞

⎠ + αk (3)

The output Ok of the K-th node in the output layer is:

Ok = ψ(netk) = ψ

⎛

⎝
M∑

j=1

wi j x j + θk

⎞

⎠ = ψ

⎛

⎝
q∑

i=1

wki�

⎛

⎝
M∑

j=1

wi j x j + θi

⎞

⎠ + αk

⎞

⎠

(4)

Second: the reverse propagation process of errors.
The back propagation of errors is as follows: the output error of neurons in each

layer is calculated from the output layer, and then the weights and thresholds of each
layer are adjusted according to the error gradient descent method so that the final
output of the modified network can be close to the expected value (Chen & Chen,
2020).

For each sample p, the quadratic error criterion function is Ep:

Ep = 1

2

L∑

K=1

(Tk − Ok)
2 (5)

The total error criterion function of the system for P training samples is:

E = 1

2

P∑

P=1

L∑

K=1

(T p
k − Op

k )2 (6)

According to the error gradient descent method, the correction � wki of the output
layer weight value, the correction � ak of the output layer threshold, the correction
� wi j of the hidden layer weight value, and the correction � θi of the hidden layer
threshold are corrected in turn.

� wki = −η
δE

δwki
(7)

� ak = −η
δE

δak
(8)
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� wi j = −η
δE

δwi j
(9)

� θi = −η
δE

δθi
(10)

The weight adjustment equation of the output layer is:

� wki = −η
δE

δwki
= −η

δE

δOK

δOK

δnetk

δnetk
δwki

(11)

The threshold adjustment equation of the output layer is:

� ak = −η
δE

δaki
= −η

δE

δOK

δOK

δnetk

δnetk
δwk

. (12)

The weight adjustment equation of the hidden layer is:

� wi j = −η
δE

δwi j
= −η

δE

δOi

δOi

δneti

δneti
δwi j

(13)

The threshold adjustment equation of the hidden layer is:

� θi = −η
δE

δθi
= −η

δE

δyi

δyi
δneti

δneti
δθi

(14)

and:

δE

δOk
= −

P∑

P=1

L∑

K=1

(T P
K − OP

K ) (15)

δnetk
δwki

= yi ,
δnetk
δak

= 1,
δneti
δwi j

= 1,
δnetk
δθi

= 1, (16)

δE

δyi
= −

P∑

P=1

L∑

K=1

(T P
K − OP

K ) · ψ ′(netk) · wki (17)

2.3 Financial RiskWarning System Based on Deep Learning

A. The basic principle of the model based on deep learning
Deep learning uses the features of the factors to search for nonlinear factors to
realize prediction. The essence of deep learning is to find themathematicalmethod
of mapping relationship functions through observing data (Ghosh et al., 2019; Lu,
2020; Xie et al., 2021). In brief, deep learning is a supervised learning form that
predicts variable Y through the characteristics of variable X. It includes a series
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of L nonlinear transformations acting on X. The output of each L transformation
is called a layer, where the original input is X, and the output of the first transform
is the first layer. Thus, the output Y is the output of the (L + 1) layer (Nayoga
et al., 2021; Zhang & Lou, 2021). Layers 1 to L and the intermediate output layers
are called hidden layers. Layer L is the depth of the model. Specifically, the deep
neural network can be described as follows:
The activation function is a nonlinear transformation of weight data. The com-
monly used activation function is S (Karar et al., 2021). A vector with the same
length is the number of neurons in layer L, so X = , then the structure of the deep
prediction rule is the combination of univariate and semi-affine functions. Tra-
ditionally, researchers estimate factor Ft and learning coefficient are obtained
through the two-step regression. Deep learning can estimate coefficients and
potential factors (Mis et al., 2020).

B. Early warning of internet financial risks
Themodel used for the experiment is collected from the China Securities Network
under the China Capital Market Information Disclosure Platform. The website is
China’s authoritative financial and securities information website, which is the
capital market professional information disclosure platform, covering the Shang-
hai Stock Exchange, Shenzhen Stock Exchange, the New Third Board, funds,
bonds, regulators’ information disclosure. Its advanced query function can obtain
all the valuable data information contained in the originally listed companies. All
the 16 indexes and the composite index are selected from the macroeconomic
environment and financial industry evaluation. The specific indexes include the
GDP growth rate, the M2 growth rate, the growth rate of total assets of banking
and financial institutions, the ratio of non-performing loans of commercial banks,
the monthly standard deviation of the Shanghai Composite Index, the monthly
standard deviation of the Shenzhen Composite Index, and the monthly standard
deviation of the national interbank lending rate (Pu et al., 2020;Weng et al., 2019).

2.3.1 Empirical Steps

The hyper-parameters of the model are set to train and predict the trend of GDP in
2021 according to the actual monthly growth rate of GDP from 2006 to 2020, and
the change of M2 in 2021 is predicted according to the actual monthly growth data of
M2 from 2006 to 2020 to make a judgment on the trend of economic development.
According to the monthly statistical data of non-performing loans from 2006 to 2020,
the non-performing loans in 2021 are predicted. And the actual standard deviation of
the Shanghai Composite Index for 2006–2020 is used to predict themonthly data of the
Shanghai Composite Index for 2021 and analyze the annual distribution of prediction
deviation. The 2021 loan interest rate is predicted based on the standard deviation of
the loan interest rate during 2006–2020. The input layer parameters of the model are
the data of the past 15 years, and the hidden layer trains the output that conforms to
the past trend as the output layer.

Input variables: the four different input variables are reviewed and they have a
growing trend. In the first case, the input variables are 16 variables and the composite
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financial security index. In the second case, it has a square term, with a total of 32
variables (Weng et al., 2019).

Output variables: initial data should be sufficient and available at the beginning for
obtaining a reliable regression estimation period.

Specifications of the training set: the rules of the two periods are explored. The
first uses a fixed moving window to estimate the model and predict that in the next
period. The second uses a cumulative moving window and predicts the next cycle from
December 19 to the current. Thus, there are more data over time that can be used by
the second rule (Qin et al., 2019; Zhao et al., 2020).

3 Results of the Data Analyzed by theModel

3.1 Data Analysis of M2 (Monthly Growth Rate) Based on the BPNN

Figure 2 below shows the monthly GDP growth rate from 2006 to 2020.
The above chart is the monthly growth rate of China’s GDP from 2006 to 2020.

The GDP increases rapidly in 2007, but it decreases significantly due to the influence
of the global economy since 2010, even falling to the bottom in 2012. With more
national financial investment, the value-added of GDP rises rapidly. In this regard,
many researchers and teams have to study the development trend of GDP in China in
the process of economic development (V/L). And they find that the development trend
presents V in the short term and L in the medium and long term of economic change.
This indicates that China’s economy is gradually going stable.

Figure 3 shows the change and prediction of GDP from 2006 to 2021.
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Fig. 2 Monthly GDP growth rate from 2006 to 2020
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Fig. 3 GDP statistics and
prediction from 2005 to 2021
(a GDP forecast, b GDP
statistics)
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According to the data above, it can be found that the overall growth rate of GDP
in 2021 is relatively high, but the growth rate remains less than 6.8. And GDP growth
rate in 2021 is 6.8%, and the average predicted value is close to the real value.

Figure 4 shows the monthly growth rate of GDP.
Figure 4a shows China’s monthly growth rate of GDP. During 2010, China’s

monthly growth rate of GDP reaches the highest. And then it gradually decreases, and
there is a sign to continue. Figure 4b shows that growth rates of GDP have extreme
values at the beginning and end of the year. In the beginning, the growth rate reaches
the maximum, and it shows the minimum at the end of the year.
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Fig. 4 Monthly variation and
annual distribution of GDP from
2006 to 2020 (A: January, B:
March, C: May, D: July, E:
September, F: October, G:
December. a GDP annual
statistics; b monthly change of
GDP)
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3.2 Data Analysis of theMonthly Growth Rate of M2 Based on the BPNN

Figure 5 shows the monthly growth rate of M2 from 2006 to 2020 and the prediction
for 2021.
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Fig. 5 Monthly growth rate of M2 from 2006 to 2020 and the prediction for 2021 (a the monthly growth
rate of M2, b Prediction for 2021)
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Fig. 6 Changes of monthly growth rate and annual distribution of M2 from 2006 to 2020 (a changes of
the monthly growth rate of M2; b annual distribution from January to December; a change of the annual
distribution of M2; b changes of the monthly growth rate of M2)

Figure 5a shows the growth data of M2 from 2006 to 2020. M2 increases rapidly
g in China since 2012, which is stimulated by a large number of funds. In 2014, the
growth rate of M2 increases to 15%, and it slows down in 2016, indicating that there
is only a growth in the first quarter. However, the epidemic, domestic and foreign
capital flows make the monthly growth rate of M2 begin to decline in 2020. Figure 5b
shows that the monthly growth rate of M2 is below 10% during 2018. In 2021, the
monthly growth rate of M2 is stable in the first quarter and maintains at about 8.5%,
which shows that China’s socio-economic development is consistent with the forecast
results.

Figure 6 shows the change in monthly growth rate and the annual distribution of
M2 from 2006 to 2020.

Figure 6a shows that during 2012, themonthly growth rate ofM2 reaches the highest
and slows down, and there is no sign of change. Figure 6b is the annual distribution
map of M2. The data from January to December show that the two lowest points are in
March and August, indicating that March and August are the money shortage months.

Figure 7 shows the monthly statistics of non-performing loans from 2006 to 2020
and the prediction for 2021.

Figure 7a shows that the number of non-performing loans decrease significantly
since 2006. From 2007 to the first half of 2008 and the second half of 2011, there are
three breaks. During this period, the relatively loose currency causes a surge in the
base of loans, and the monthly growth rate of non-performing loans is low. Figure 7b
shows that the trend of the growth rate of non-performing loans in the first half of
2021. The monthly growth rate of non-performing loans in 2021 will fluctuate greatly,
and the maximummay be more than 10%, which is similar to the growth rate in 2008.

Figure 8 shows the monthly changes and annual distribution of M2 from 2006 to
2021.

Figure 8a shows that the monthly growth rate of non-performing loans decreases
since 2006, and there is no sign of reversal. Figure 8b shows the annual distribution of
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Fig. 7 Monthly statistics of non-performing loans from 2006 to 2020 and the prediction for 2021 (amonthly
growth rate of non-performing loans, b prediction of non-performing loans in 2021)
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Fig. 8 Monthly changes and annual distribution of M2 from 2006 to 2021 (a changes of the monthly growth
rate of M2; b annual distribution of M2 from January to December)

non-performing loans.During2006–2020, the growth rate of non-performing loans has
two peaks from January to December, and April and October are the fastest-growing
months in terms of the changing trend.

Figure 9 shows that the data change of the Shanghai Composite Index.
Figure 9 shows that the Shanghai Composite Index has two peaks. The first is in the

first half of 2011, and the other in the second half of 2018, during which the A-share
collapses. Figure 9b shows the prediction of the growth rate of the monthly standard
deviation of the Shanghai Composite Index in 2021. It is found that the growth rate of
the monthly standard deviation of the Shanghai Composite Index changes greatly in
2021. After the extreme value in 2011, it decreases month by month without any sign
of reversal. The data show that the growth rate of the monthly standard deviation of

123



Z. Liu et al.

30

40

50

60

70

80

90

100

110

120

tre
nd

ds
0 2 4 6 8 10 12

-400

-300

-200

-100

0

100

200

300

400

ye
ar

ly

Day of year

0 2 4 6 8 10 12

nu
m

er
ic

al
va

lu
e

ds

Horizontal baseline
Forecast line

2006 2008 2010 2012 2014 2016 2018 2020 2022
0

50

100

150

200

250

300

350

400

450

nu
m

er
ic

al
va

lu
e

date

2006 2008 2010 2012 2014 2016 2018 2020 2022

-300

-200

-100

0

100

200

300

400

(a) (b)

(c) (d)

Fig. 9 Changes of the Shanghai Composite Index (a 2006–2021 Shanghai Composite Index monthly stan-
dard deviation; b prediction of the monthly standard deviation of Shanghai Composite Index in 2021;
c trends in the monthly standard deviation of the Shanghai Composite Index from 2006 to 2021; d annual
distribution of monthly standard deviation of Shanghai Composite Index from 2006 to 2021)

the Shanghai Composite Index begins to increase from 2006 to 2020, which is in line
with the saying in the industry: the annual market or Gold 9 silver 10.

Figure 10 shows the changes in national inter-bank interest rates.
Figure 10 shows that there are two peaks in the growth rate of the monthly standard

deviation of inter-bank lending rates across the country during the second half of 2007
and the end of 2010, which indicates that there is a high demand for funds between
inter-banks. Figure 10b shows the prediction of the monthly standard deviation of
interbank lending rates across the country. The monthly standard deviation index of
the interbank lending rate will increase in 2021 and the interbank lending rate will
fluctuate greatly. Themonthly standard deviation of the inter-bank lending rate reaches
the peak in 2014, indicating that the lending rate fluctuates the most greatly in 2011
and then remains relatively stable. The monthly standard deviation of the inter-bank
lending rate is distributed evenly, and appears a valley at the end of October, indicating
that there is no large fluctuation in this period.
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Fig. 10 Changes of interbank lending rates across the country (a standard deviation of the lending rates from
2006 to 2021); b prediction of the standard deviation of the lending rate in 2021; c the trend of the standard
deviation of the lending rate from 2006 to 2021; d annual distribution of monthly standard deviation of the
lending rates from 2006 to 2021)

3.3 Data Analysis of the Internet Financial Security Based on the BPNN

Figure 11 shows the prediction of financial security under the model based on deep
learning.

Figure 11 shows a one-step forecast of the Internet financial security composite
index from 2006 to 2021 by using the model based on deep learning and the neural
network. The test is the one-step prediction of the next month, so the point is close to
the horizontal line at the end of the image. Figure 12 shows the financial risk prediction
map implemented by the model based on deep learning.

Figure 12 shows the prediction of the Internet financial security composite index
by the model based on deep learning from 2006 to 2021. Black points are the real
values and red points are the prediction values. The model based on deep learning and
the BPNN can predict the change of financial risks timely.

According to the experimental results of the predictionmodel proposed the results of
evaluating the prediction model can be obtained. The root mean square error (RMSE)
of the predicted values is between 0 and 1, themean absolute percentage error (MAPE)
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Fig. 11 Prediction of the
financial security
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of the predicted values is between 1 and 10%, and the mean absolute percentage error
(MASE) of the predicted values is between 5 and 15%.

4 Discussion

The comparison shows that there are some problems in the Chinese Internet financial
risk prediction system. Therefore, an early warning and supervision mechanism of
financial risks in line with the nation’s conditions should be established: (1) A cross-
industry and cross-domain prediction and supervision platform of internet financial
risks should be established. And it can timely predict financial risks for different indus-
tries, which is necessary for the prediction and supervision of Internet financial risks.
In addition, linkages and cooperation between different industries and regions should
be strengthened to regulate financial risks. At the same time, the areas with the ability
to supervise financial risks can stimulate those with lower supervision ability, so that
the financial risk between different industries and regions can be transferred efficiently
and accurately. (2) The early warning of the Internet financial risk mechanism should
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be optimized and improved and a more complete database of financial risks should be
established. Before a risk prediction system is built, the analysis should be conducted
from different perspectives (economic, cultural, social, and political) to select more
appropriate indexes. When a complete risk prediction database is established, the risk
data obtained should be correct, which can help the regulatory authorities to carry
out relevant work timely. Besides, the type and source of financial risks should be
analyzed to make timely responses. (3) Combined with the actual situation of China,
a prediction and supervision model of Internet financial risks is implemented. First,
the scope of the application, the advantages, and the disadvantages of the model are
considered. The latest measurement methods and early warning means are achieved,
and a scientific risk prediction and early warning model is developed according to
the situation of China and the interdisciplinary research results like human intelli-
gence, making the prediction and supervision model more scientific, accurate, and
efficient. (4) The current socio-economic environment should be adjusted, the enthu-
siasm for bank credit should be improved, and financial support should be increased.
First, debts should be resolutely eliminated, legal means should be strengthened to
punish credit offenders, and the law should be used to maintain the normal operation
of financial rights. It is necessary to improve the cooperation mechanism between the
judiciary, financial management departments, and banks. Second, the social credit sys-
tem should be strengthened, the honesty education for the people should be carried out,
entrepreneurs should be encouraged to operate in good faith, market behavior should
be standardized according to legal provisions, a safe and stable financial ecological
environment should be created, and the basic work for China’s socialist economic
construction should be done timely and efficiently.

5 Conclusions

The model for predicting the Internet financial risks in China under deep learning and
the BPNN is analyzed and forecasted. First, the model based on the BPNN algorithm
and deep learning is implemented to predict financial risks according to the relevant
theories of Internet financial risks. Then, the data are obtained through the model, and
relevant analysis and predictions are made. The results show that the financial risks
in China are high, which may influence the growth rate of GDP. Also, the monthly
growth rate of GDP in 2021 will fluctuate greatly, and the GDP growth rate from
2016 to 2020 decreases greatly. The changing trend of M2 is opposite to that of GDP,
showing extremes at the beginning and the end of the year. The monthly change of
non-performing loans also decreases, and the prediction shows that there will be large
fluctuations in 2021. The Shanghai Composite index is also similar with two peaks,
which show that growth rates in 2021 will fluctuate considerably. According to the
prediction of financial risks made by the model based on deep learning and the BPNN,
the safety of the financial system is improved greatly.

However, there are still some limitations in this study, the external environment is
not considered,making the results of the prediction not universal. In future research, the
risk coefficient should be adjusted, and the influencing factors should not be considered
comprehensively.
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