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Abstract This paper examines a predominantly Australian sample of computer crime
offenders involved in fraud and/or unauthorised access. This paper focuses on the
extent to which offenders are involved in organised crime, the nature of the relationship
between co-offending, initiation and knowledge transmission, and how the online
environment facilitates organised crime and co-offending. This qualitative analysis
draws from interviews with self-identified offenders, law enforcement officers who
investigate these offenses, and court documents, providing a unique understanding of
organised crime involving computer systems.

Introduction

Due to the hidden nature of the population who engage in offending involving computer
systems, it is often unclear to what extent such activities are attributable to organised
crime syndicates, sole operators, or other groups [1]. Felson [2] states that criminolo-
gists, along with the mainstream media, tend to overstate the extent that commonplace
crimes are organised. However, research evidence indicates that computer crime of-
fenders do work and collaborate together to some extent [3, 4], both on- and offline [5].
Jordan and Taylor [6] suggest that the hacker community is characterised by a fluid,
informal and loosely structured membership, with a high turnover.

The computer crimes that are considered in this paper are those that compromise
data and financial security. These offences affect the public greatly, including the direct
cost of victimisation, emotional harm, and associated costs, such as banks passing on
losses through higher fees. Many computer crimes are not reported to authorities [7],
and of the small percentage of computer crimes that are reported, less than 20 per cent
are likely to result in criminal charges [8]. Whilst under-reporting and under-
prosecution may be typical of most crime types, computer crimes are notoriously
difficult to bring to prosecution, with problems including inadequate legislation, lack
of evidence, and jurisdictional difficulties [8, 9].
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Nature of unauthorised access and fraud

The application of the verb ‘hacking’ to a variety of actions reflects advances in technology,
the digitisation of data, and how behaviours that have been pursued by computer enthusiasts
have been criminalised. These days, the term is applied to a variety of pursuits that
compromise computer and data security [10, 11]. Both hacking and cracking refer to gaining
unauthorised access to a computer system. The distinction between the terms is that
“cracking” is sometimes used to refer to having another criminal motive once access has
been gained [10, 11], for example, obtaining confidential information, including credit card
details, or “defacing” websites. Here, the term cracking is not to be confused with software
cracking, which refers to the removal of copyright protection from commercially available
software to enable it to be copied and installed without authorisation (“pirated”) [12].
Hacking includes the use of social engineering techniques as well as technical methods to
gain access to computer systems. Misuse of legitimate access to a computer system, or
insider abuse of access, occurswhen hackers abuse the trust they have been given, such as an
employee or contractor accessing or altering an employer’s data [13]. The definition of
hacking for this research is gaining unauthorised access to a computer system with or
without a further criminal motive, or misuse of legitimate access to a computer system.

Computer fraud refers to dishonestly obtaining a benefit, or causing financial loss,
through the use of computer systems. While computer frauds are not necessarily
conducted online, the online environment does provide a forum for a large variety of
computer frauds, such as identity fraud, card-not-present payment fraud, internet
auction fraud, investment fraud, advance fee fraud and phishing. These may be
conducted using a variety of mediums, including e-mail, social networking sites, such
as chat or dating websites, and online trading sites [10, 14].

In addition, there is a relationship between the two types of offences considered in
this study as unauthorised access may facilitate fraud. For example, obtaining
unauthorised access to data held in servers could result in the data obtained being used
to create fabricated credit cards, or for use in card-not-present transactions. Web forums
provide a marketplace for malware (malicious software) and stolen data, as well as
services such as the distribution of spam, web hosting, and proxy services, which may
be used for fraudulent purposes [15–18]. Similarly, compromised computer systems
may be connected to botnets and used to disseminate spam promoting, for example,
fraudulent pharmaceuticals, work from home scams, or various advance fee frauds.
Botnets are networks of ‘zombies’; compromised computers that have been infected
with malware so that they can be controlled remotely for purposes such as orchestrating
denial of service attacks, sending spam, facilitating phishing and click fraud,
conducting brute force attacks, and disseminating malware [19].

Organised computer crime and co-offending

The United Nations Convention Against Transnational Organized Crime (‘the
Convention’) [20] provides the following definition of an ‘organised criminal group’:

“Organized criminal group” shall mean a structured group of three or more
persons, existing for a period of time and acting in concert with the aim of
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committing one or more serious crimes or offences established in accordance
with this Convention, in order to obtain, directly or indirectly, a financial or other
material benefit.

A ‘structured group’ is defined as [20]:

“Structured group” shall mean a group that is not randomly formed for the
immediate commission of an offence and that does not need to have formally
defined roles for its members, continuity of its membership or a developed
structure.

A ‘serious crime’ is defined as an offence that attracts a penalty of at least 4 years
imprisonment [20]. However, the Convention does not define a ‘period of time’, which
could potentially be ambiguous in its application.

There has been much attention on online marketplaces and the underground online
economy, in which organised cybercriminals may trade goods and services, as well as
recruit skills. As, by definition, organised crime offenders are offending with others,
they thus require a communication platform. Analysing these communication channels
provide a rich source of data about offenders and their activities. For example, Holt and
Lampke [17] analysed publicly accessible web forums, while Franklin et al. [16]
analysed the black market activity on Internet Relay Chat (IRC) channels. Unlike
Holt and Lampke [17] and Franklin et al. [16], Motoyama et al. [18] analysed black
market forums that included private, as well as publicly accessible, messages. Holt and
Lampke [17] found that the majority of goods offered for sale were dumps of stolen
credit card data and banking credentials. Franklin et al. [16] found that advertising
goods, such as financial data and harvested email address lists for spamming, and
services, such as money laundering, was the most common type of market activity.
Goods or services were promoted for sale, or as wanted advertisements. All three
studies found that verification of traders’ reputations on such communication channels
distinguished trustworthy sellers from those who do not uphold their end of a deal, who
are generally referred to as ‘rippers’ [16–18].

However, making inferences from these studies about organised crime offenders
may result in an ecological fallacy, as these marketplaces are also frequented and
utilised by sole offenders, as well as those who may actively participate in discussions
but not participate in illegal activities themselves. Furthermore, organised crime groups
may not necessarily operate in online marketplaces.

Meyer [4] conducted what appears to be one of the first qualitative studies relating to
hackers. In 1989 computer networks and BBSs were active, however the world wide
web as we know it had not yet been launched. BBSs, or bulletin board systems, are
personal computers that allow users to dial in using a computer and modem. BBSs are
similar to online forums held on the internet, whereby users can leave messages for
each other, as well as download and upload software [3]. Meyer [4] found that while
offenders committed their crimes by themselves, they associated with others to discuss
matters of common interest, such as performance techniques, news and problem
solving. He therefore concluded that offenders have an extensive online social network.

Choo and Smith [21] differentiate between organised crime groups that engage in
computer crime to facilitate their traditional activities; those that operate solely in the
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online environment; and ‘organised ideologically and politically motivated cyber
groups’ [21]. Organised crime groups that engage in computer crime to facilitate their
traditional activities are primarily motivated by financial gain. Activities that traditional
organised crime groups are reportedly involved in include narcotics and human
trafficking, nuclear smuggling, extortion, prostitution, illegal bookmaking, unlicensed
money lending, identity crimes, frauds and scams, money laundering, extortion, selling
counterfeit drugs, software piracy and credit card fraud [21]. Many of these offences
can easily be carried over to the cyber domain, presumably quite successfully for the
criminal enterprise. For example, extortion of gambling and pornography sites has
reportedly been conducted by threatening distributed denial of service attacks [22],
while scams such as phishing attacks can reach a wide audience for little cost [23].
Denial of service, or DoS, attacks, involve overloading a website or computer system
so that legitimate access is blocked. When using botnets this is known as a distributed
denial of service, or DDoS, attack [23]. In addition to carrying out online offences
themselves, traditional organised crime groups may employ professional hackers for
their specialised skills, or engage money mules to launder funds, with our without their
knowledge of the illegalities involved [22].

Organised crime groups that operate solely in the online environment, or ‘organised
cybercriminal groups’ [21] are usually less structured, smaller, more likely to operate
across borders, and are less hierarchical than traditional syndicates [21]. Members are
also highly technically proficient, and, according to Choo and Smith [21], are likely to
band together only for a limited time so as to carry out their specialised tasks. Members
are also likely to know each other in the online environment only, meeting and planning
with each other using the internet. In common with traditional organised crime groups,
organised cybercrime groups are primarily motivated by financial gain, although
groups dedicated to the dissemination of child exploitation material also fit within this
typology. Compared to organised crime groups that engage in cybercrime to facilitate
their traditional activities, organised cybercrime groups are more likely to be involved
in targeted, rather than opportunistic, attacks.

According to Choo and Smith [21], organised crime groups of ideologically and
politically motivated individuals are broadly defined into two categories depending on
their specific motivation: terrorist organisations and those relating to hactivism. Critical
infrastructure, such as electricity, water, communications, air traffic control and finan-
cial systems are perceived as being the targets for terrorist organisations [23]. However,
while there have reportedly been no terrorist attacks using hacking abilities to target
critical infrastructure to cause widespread damage [24], online crime, such as frauds,
may be committed to fund terrorist organisations [22, 25, 21]. Choo and Smith [21]
also point out that terrorists may use information freely available on the internet to plan
their attacks, such as how to build bombs, as well as the use of legitimate information
such as satellite imagery to map out terrain. Websites maintained by terrorist organisa-
tions may distribute propaganda, solicit funding and recruit members by reaching an
international audience [22, 26, 21]. The internet can also be used for communication
within terrorist organisations, which may extend to ‘psychological warfare’, which
refers to deceptive communication to give the impression that an attack is imminent,
therefore distracting law enforcement and intelligence services from other activities
[23]. Hacktivists are traditionally motivated by ecological, political and ethical activism
[27–30]. Hacktivists typically protest against perceived unfairness by conducting DoS
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attacks against their targets (e.g. Anonymous) or releasing confidential information
(e.g. Wikileaks).

Therefore, Choo and Smith’s [21] typologies can be differentiated by a combination
of factors, including the motivations of the offenders (e.g. profit-driven versus ideo-
logical), the types of behaviours undertaken (and skills required) to achieve these aims,
as well as whether or not the actors are also involved in, or employed by those involved
in, offline organised crime activities.

Research questions

This research examines a sample of computer crime offenders to examine their
involvement in organised crime and co-offending. Therefore, the areas explored in this
study include:

& To what extent are computer crime offenders involved in organised crime?
& How do computer crime offenders become involved in crime?
& What role do co-offenders play in knowledge transmission?
& How does the online environment facilitate organised crime and co-offending?

Method

A qualitative research design was selected for its ability to provide a deep understand-
ing of the offending behaviour. Qualitative research captures nuances and provides
richness to data that may not otherwise be quantifiable. In addition, qualitative research
can be undertaken when the ability to meet the quantitative requirements in relation to
obtaining a large, randomly selected sample size are less than ideal [31].

Computer crime offenders involved in unauthorised access and/or fraud were the
unit of analysis for this research, which involved three studies. The first study was a
qualitative analysis of court documents, in particular sentencing remarks and court
judgments relating to prosecutions and extraditions involving computer fraud and
unauthorised access in Australia, the United Kingdom, the United States, and New
Zealand. A systematic review of legal databases was conducted to identify relevant
cases. Only documents available on public databases were identified and retrieved.
Although this resulted in a selected sample, it provides an illustration to explore the
issues pertinent to this research. Of the 54 cases included in this study, 12 were female
offenders, while the remaining 42 were male. The mean age of the sample for study one
was calculated using either the age at the time of offending, where known (n=21), or
the age at the time of the court appearance, where known (n=15). The mean age was
30.6 years, ranging from 16 to 48 years (SD=8.6). When sorted by type of offence,
44.4 % (n=24) had committed a fraud offence, 27.8 % (n=15) had committed a
hacking offence, and the remaining 27.8 % (n=15) had committed offences that could
be classified as both hacking and fraud.

As well as outlining the facts of the matter, the nature of the harm caused, and details
about the lead up to the offence(s), the documents typically included factors of
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relevance when sentencing offenders, including mitigating and aggravating circum-
stances. Within Australia sentencing statutes are applicable in each jurisdiction that set
out what these factors may be. These typically include the offender’s criminal history,
their level of remorse, their attitude and the level to which they cooperated with the
criminal justice system, the effect that various punishments may have on the offender
and the family, such as the ability to maintain employment [32].

Study two consisted of interviews with law enforcement officers within computer
crime or fraud specialist units from four policing agencies in Australia, namely the
Australian Federal Police, the Queensland Police Service, Western Australia Police, and
Victoria Police. These interviews focused on officers’ experiences with, and percep-
tions of, offenders who have been identified by the criminal justice system. The
interviews were one-on-one, open-ended, and semi-structured.

Participants were asked about their experiences with offenders within the last 5 years.
It was expected that recall would be fairly accurate given the limited number of cases
available. It was considered appropriate to gather information using law enforcement
officers as third parties due to the nature of the offender population, which is generally
considered to be hard to access. Gathering data from third parties is consistent with
prior research relating to offenders, for example, the Cambridge Study in Delinquent
Development, which included interviews with parents and questionnaires completed by
teachers [33]. The 15 law enforcement officers interviewed in study two included 14
males and one female. The interviews ranged from 32 min to one hour and 16 min in
length, with an average time of 51 min.

Study three consisted of face-to-face interviews with active and former offenders.
Participants were recruited within Australia using snowball sampling, a non-random,
purposive method. Initial recruitment used informal networks. Those known to the
researcher who worked and/or studied in the IT industry were encouraged to source
participants. The benefit of such an approach is that such recruiters are able to assure
potential participants that the researcher is legitimate [34]. Participants were also
encouraged to approach additional potential participants. Recruitment consisted of
advising potential participants about the research and what it entailed and providing
the contact details of the researcher. In this way, participants self-identified as being
members of the target population and because the participants had to contact the
researcher, they were in control of the amount of personal information that they
provided. Participants were offered a gift voucher for a national chain of electronic
gaming stores as a thank you for being interviewed.

Studying active offenders has many benefits over studying a prison sample as active
offenders may be characteristically different in their frequency, nature and severity of
offending, as well as their skill levels and abilities. Supporting this, Sutherland and
Cressey [35] state:

Those who have had intimate contacts with criminals “in the open” know that
criminals are not “natural” in police stations, courts, and prisons, and that they
must be studied in their everyday life outside of institutions if they are to be
understood… In this way, [s]he can make observations on attitudes, traits, and
processes which can hardly be made in any other way. Also, [her] observations
are of unapprehended criminals, not the criminals selected by the processes of
arrest and imprisonment.
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Participants were first asked if they had been involved with hacking, computer fraud, or
both, and whether they identified themselves as current or former offenders. The answers to
these questions allowed the remainder of the interview to be tailored to the participant. For
example, former offenders were asked additional questions about why they ceased
offending, as well as what their situation was at the time that they were offending. The
interviews were one-on-one, open-ended, and semi-structured, based on a modified version
of McAdams’ [36] Life Story Interview, with additional questions covering relevant topics.

It is possible that the data obtained are not an accurate depiction, i.e. that the informa-
tion provided is not truthful. This may occur because the participant had trouble with
recollection, misinterpreted the question or preferred not to give an honest answer. It may
be asked how the researcher can believe the accounts of those who, due to the subject
matter, may be untrustworthy. However, Wright and Bennett [37] have examined the
literature relating to the truthfulness of accounts given by offenders during qualitative
interviews. They conclude that much information provided during interviews is consistent
with official records, and that, after agreeing to be interviewed, offenders perceive lying to
be pointless as they may as well not have consented at all. In addition, during the
interviews with active and former offenders, time was spent checking for distortions and
exploring the participants’ responses with them to seek clarification. Some questions were
also asked in more than one way in order to compare the responses.

Ethical clearance was granted for this research, and the studies were conducted in
accordance with the approved protocols. A number of potential ethical considerations
arose out of the research design, including potential harm to participants and the
researcher, researching illegal behaviour, maintaining confidentiality and ano-
nymity, and keeping data secure. As the interviews in study three covered
aspects such as home life, upbringing, friendships, social activities, etc., there
was the potential for some level of psychological harm to participants (for
example, remembering or talking about a bad experience). To minimise this
risk participants were provided with the details of freely available psychological
services that they could contact. Participants were also able to withdraw from
the study at any time. There was also the potential risk of harm to the
researcher while interviewing participants face-to-face. Therefore, interviews
were conducted in a public area, and the researcher’s advisor was informed
when interviews were to take place and when they had been concluded.

The researcher determined an appropriate course of action if faced with information
concerning offences that were in progress, offences that were intended to be committed, or if
court ordered or subpoenaed to provide evidence about participants. While the research
involved people that had engaged in illegal behaviour it did not relate to the specifics of
individual events, nor was it intended to expose criminal behaviour. However, there was the
potential for the researcher to be told about current illegal activities or those that involve
serious harm. While the researcher was not under any contractual, professional or legal
obligation to disclose illegal behaviour, there was a moral question to consider relating to
elective disclosure. To mitigate this risk to participants, they were informed at the beginning
of the interview that they should not divulge any current activities, and they would be
reminded of this if they begin to do so.

There was a possibility that the researcher may be compelled by law enforcement or
a court to disclose information. However, as the data were not collected in an identified
form and remained anonymous the researcher could not disclose any identifiable
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information about any participants if such a circumstance arose. This means that it
would have been difficult for a law enforcement or other agency to identify that data
with an individual. This technique is consistent with other research relating to self-
reported criminal behaviour [38].

Of the seven offenders who participated in study three, five identified as hackers and two
as both hackers and online fraudsters. Five were active offenders and two identified
themselves as former offenders. All participants were male, aged between 18 and 49, with
a mean age of 29.7 years at the time they were interviewed (SD=10.7). The age they
reported that they had started hacking ranged from 11 to 25 years (M=16.6, SD=5.2). The
interviews ranged in length from 45 min to two hours and 18 min, with a mean time of one
hour and 39 min. With the researcher vouched for, the participants were cooperative and
obliging. They appeared to be truthful and forthcoming during the interviews. All the
interviews were conducted in public places chosen by the participant, typically a coffee
shop.

All interviews were transcribed verbatim, with any identifiable information replaced
with pseudonyms. Coding of the data was mainly ‘concept-driven’ [39], in that the
codes used primarily arose from the literature. However, ‘data-driven coding’ or ‘open
coding’ [39] was also utilised when other key themes arose during the analysis. Notes
were made about all the possible meanings of each code to enable a more reliable and
stable coding system and to avoid ‘definitional drift’ [39]. NVivo, a qualitative data
analysis program, was used to classify and sort the data.

Results

Question 1: To what extent are computer crime offenders involved in organised crime?

Of the 54 cases in study one, 11 (20.4 %) operated within a group of at least three
offenders. While the number and role of offenders was not always known, the largest
group included at least 23 offenders in total. One additional case was suspected to have
involved co-offenders, but the number potentially involved and the role that they had
played was unknown (Case #26, male fraudster, age unknown). Co-offenders were not
necessarily locally based, and coordination across jurisdictions was common:

In addition, from time to time, you sent money to people who were not apparently
family in Nigeria and others, including … Benin, … Singapore, … Ivory Coast,
… Ghana, … Malaysia and … Thailand… Clearly, you did not act alone, but
rather in concert with others (Case #18, male fraudster, aged 29 at time of offence).

Of the seven participants interviewed in study three, three (42.9 %) had offended
with others in groups of three or more (Interview #1, male hacker and fraudster, aged
27; Interview #4, male former hacker, aged 49; Interview #5, male hacker and fraudster,
aged 22). For example:

Oh, it was only, there was only about four of us. That I remember particularly. I
mean, there were, yeah, there was a whole group of people that we sort of knew,
but it was pretty, it was pretty loose (Interview #4, male former hacker, aged 49).
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The number of people that offenders worked and communicated with varied from
small groups of one or two others, up to hundreds:

Probably hundreds, two hundred people. Cause I was a member of three different
trading groups… Ah, there’s one that I will see when I’m on a holiday that I’m
going on soon. Or two. None of the rest are close friends… Acquaintances, yeah
(Interview #1, male hacker and fraudster, aged 27).

All of the law enforcement officers in study two advised that they had been involved
in investigations that included aspects of organised crime:

Oh definitely, the big organised ones that come in that run some of the serious
money making schemes are a business. They are a top-down business and, you
know, they’re well, the information that you see, it’s out there in a lot of papers
and stuff as well, they are sort of setup like a business. They have their own
sectors and little areas, they know what they’re doing and have a certain job, and
they outsource certain things, like if one part of it can’t do, you know, x, they will
outsource to another group that can do that (Law Enforcement Officer #14).

More the organised crime aspect. They recruit, recruit people with skills in certain
areas and they sort of use them to commit the crime on their behalf… Um, I really
wouldn’t put it past organised crime to control a few forums themselves just from
a recruitment point of view (Law Enforcement Officer #5).

However, it was noted that when offenders worked together it was not always
considered to be organised crime, particularly with younger, less experienced offenders.
Sometimes it was ‘just dudes hanging out’:

Oh definitely, it’s just dudes hanging out… Um, well, for, just because it’s fun,
it’s something to do, because they get on and they chat and it is, a lot of the time,
it is a social network as well. You know, these other guys, or guys and girls,
whatever it is, that you find online have similar interests to what you do, be it, you
know, hacking websites, stealing credentials, whatever it is, you start talking to
them and you get on there and chat to them as you would to your friends. And as
you chat to them you will, you know, you’ll be chatting about your day as well as
about whatever, you know, websites you’ve found that are vulnerable to whatever
exploits or how many credit cards you’ve got, that sort of stuff. It’s just a social
thing… Um, I’ve never personally seen them in the same location but, it makes
total sense that they would, you know, you go over to your mate’s place to play
video games don’t you, so you probably go to your mate’s place to hack… It is
the same thing, you know, they don’t see it as a criminal activity per se, it’s just
having fun with your mates (Law Enforcement Officer #14).

We see them as young as 13, 14… But they tend to be just inquisitive I suppose,
for want of a better word. They’re involved in gaming sites or social networking
sites talking to people all over the world, other kids, and they share information
and some of that ends up being criminal information. They commit other
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offences, hack each other’s accounts, commit online fraud and also, we even have
kids sharing botnet remote control servers with each other. So, they might attack
the school, attack the school website. So, yeah, it can start quite young. That’s just
the nature of the internet I think, the information sharing’s out there, and if you’re
inquisitive and you’re interested in that sort of thing, it tends to be a bit of a cool
interest and a thing for the kids online to dabble in without ever thinking about
the consequences, that they are actually committing a criminal offence… Yeah,
kids. So in terms of, a lot of kids get involved with keylogging on public
computers, so they can do internet banking rips and stuff like that. They tend
to share stuff offline with mates, you know, physically passing thumbdrives with,
um, details on, either data from keylogs or, you know, information on how to do
certain things online. But, um, we’ve seen instances where kids sort of share that
information. You know, share information on vulnerabilities on websites and
things like that amongst each other (Law Enforcement Officer #2).

Question 2: How do computer crime offenders become involved in crime?

Of the 11 cases in study one that involved an offender that had offended in a group of at
least three or more, all fit within Choo and Smith’s [21] ‘traditional organised criminal
groups’ typology. All of these were motivated by financial gain, and seven did not
necessarily require high-level skills in order to carry out the offence. Not all of the
offences took place solely online, and some offenders were also facing charges for
other crimes, such as drug trafficking (Case #8, male fraudster, age unknown). The
following example describes a case in which property offences escalated into identity
crimes:

She was a member of an organised group who had acquired or stolen items of
identity, manipulated computer records or processes, and represented identity and
acquired, or attempted to acquire, financial advantage through the knowledge and
documentation possessed (Case #39, female hacker and fraudster, aged 28 at time
of offence).

The offender in this case claims to have been pressured by others to commit the
offences:

Most of the crimes, if not all, involved accomplices… She claimed that she had
been stood over by someone. She had only received between $1,500 and $2,000
for her own use, the rest going to the other person… She described herself as “the
button presser”, doing what other people told her to do (Case #39, female hacker
and fraudster, aged 28 at time of offence).

The results for study two were varied, with three law enforcement officers
describing matters that fit within the ‘traditional organised criminal groups’
typology, seven describing matters fitting within the ‘organised cybercriminal
groups’ typology, and one describing both typology one and two. Just one
participant described organised crime that would fit within the typology
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‘organised ideologically and politically motivated cyber groups’. The three re-
maining law enforcement officers did not provide enough detail to classify the
organised crime that they were aware of.

It was identified that organised crime groups that operated solely in the online
environment used online portals in order to recruit the services of other offenders for
specific tasks, and that the players did not necessarily know who else is involved:

In fact, you can go to some of these channels where they share online and trade,
but there’s a genuine sort of underground economy in that they bandy it around. If
I wanted to get involved in, whatever the case may be, if I wanted to get involved
in phishing a bank or something that everybody knows, but I don’t know how to
write the actual page, someone will write it for me online and reasonably cheaply I
can ask them to do it. And if I’m not too sure how to host it, they’ll host it for me
on one of the bots for a part payment. And if I don’t want to get involved in
cashing out and receiving the money because that’s a little bit too risky, there’s
guys doing cash out services all over the world who you can talk to and meet
online. There’s a whole community out there of thousands of people that can solve
any one of the problems online or make up any link of the chain if you don’t want
to get involved […] And it’s when they start working together like that detection’s
much harder. And of course the internet being what it is these guys can score
worldwide. They don’t necessarily need to be local. And in fact, it would be
uncommon, it would be, if not, you’d never seen all the components occurring in
this state (Law Enforcement Officer #1).

Working with others like ‘links in a chain’ not only made the work easier for
offenders, but also assisted offenders in evading detection:

Um, probably because it’s harder to track, you know, money is going all over the
place, if one person puts the ad, another person takes the money and forwards it,
another person receives it, the more links in the chain there are, the harder it is to
get caught. And put it all together, and be held responsible for the entire fraud. So
I think it’s a mitigation, circumstance, and it’s also a spreading of the workload.
Because there is a bit of workload involved in online fraud. You know, you’ve got
to create ads, you’ve got to set up bodgy names, set up bodgy accounts, you’ve
got to set up bank accounts, you’ve got to arrange money mules to transfer
money around, that’s if you don’t want to get caught. There’s a fair bit of
organising involved, so I think many hands make light work, and it’s also it’s a
mitigation of the workload and also a mitigation of getting caught and culpability
(Law Enforcement Officer #8).

Law enforcement officers advised that online organised crime groups that
specialised in fraud also shared victims to perpetuate their activities:

[T]he West Africans and Eastern Europeans […] they tend to be networked to a
fairly high degree in not only sharing information but sharing victims. So
shunting victims on, sharing information that victims might give them, so you
can create further profiles. But just bringing each other into the offence, so you
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might, you might get a victim online, […] and you might work with that victim
up to needing a solicitor in London, then you would contact me and get me
caught into the deal as the solicitor, and we all sort of share the takes from that
[…] And you end up in the situation where victims are being scammed by
multiple networked groups, where they’ve either overplayed or sold them or they
needed someone to come in (Law Enforcement Officer #2).

If you fall for one scheme you’ll fall for another. And they’ll sell it
amongst each other. And there’s people who are specialised in various
parts of the scam. Or, um, people specialise in victims who have run out
of money, and they have a special skill for getting even more money out
of them, so they might buy the victim off another offender who’s taken
the scam so far (Law Enforcement Officer #9).

By crossing jurisdictions offenders were also able to complicate matters for law
enforcement:

But if you want to successfully, be more successful in getting involved in
online fraud or financial crime online, you want to specifically avoid your local
jurisdiction because you can complicate matters considerably (Law Enforce-
ment Officer #1).

Yeah, you know, multiple jurisdictional makes it, unfortunately, police across
the world haven’t caught up, you know, criminals don’t have jurisdictional
boundaries, we do, and we operate within them. And they know that, so,
they know that a way to avoid getting caught is to distribute the network and
distribute the offences across jurisdictional boundaries (Law Enforcement
Officer #8).

One officer indicated that while organised crime groups accounted for the vast
majority of computer crimes, they were not often detected and prosecuted, which could
explain why none of the cases in study one fit the organised crime groups that operate
solely in the online environment typology:

Um, [organised crime] would account for the vast majority of crime, it would not
be as common as the detection and prosecution of them, that’d be far less […]
But they’re still making up the lion’s share of the offending. They’re just not so
well represented on the prosecution. Not that we’re not looking at them, we do
(Law Enforcement Officer #1).

In contrast to study one, all of the participants in study three would be classified as
fitting into Choo and Smith’s [21] typology ‘organised cybercriminal groups’. One
offender described how he had initiated 25 to 40 others by teaching them how to hack,
and that he had communicated with over two hundred others. He advised that he
offended ‘always with different people’ (Interview #1, male hacker and fraudster, aged
27). There was one point of difference with Choo and Smith’s [21] typology, however,
with all three participants advising that they had, at least to a minor extent,
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communicated with co-offenders in person, in addition to online. One participant also
advised that he had worked with others in the physical environment installing hardware
keyloggers on computers located in university computer labs (Interview #5, male
hacker and fraudster, aged 22).

The influence of others was identified as one of the ways offenders became initiated
into computer-related offending:

I know that, um, if you have, um, teenage kids these days, especially
boys, and um, you see a lot of them play online games. And, um, you see
what they get up to, and they’re teaching each other. It starts with fun and
games online, you know, tricking people to give up their identities or to
give you property within the game and run away with it, so it all starts
with fun and games. And then you find a friend who’s, guess what I did
the other night, so they start talking about it, and then gee, that sounds
great, and how did you do that? So they start teaching each other and it
escalates. So what was fun and a game, as they get older they realise
well, what I was doing here, why can’t I use this out here and make a bit
of coin out of it. So, kids are learning. Kids know how to get around
school systems… Or they’ll sit there and they’ll take photos of, um, the
Wi-Fi devices and find out how to monitor the activity on it, and how to,
they’ll go and find out the default access details, try that, see if anyone’s
changed the default access, if they haven’t, well they’re in. So they’re
forever trying and learning and sharing that information (Law Enforce-
ment Officer #10).

Why they get involved. Again, that could be from a number of different reasons.
If you’re talking about the advance fee fraud side of things, from what
I’ve seen, it just tends to be just a, I suppose, a regional sort of thing for
those types of offenders, in that they tend to mix with those people who
are involved in those sorts of offences, so they are exposed to it and
become involved like that. The lower end sort of offenders that we see,
they’re day-to-day sort of stuff. Being exposed to it, someone knows
somebody who’s involved in those sort of offences and, um, yeah, they
gain the knowledge through the hand and then, again, removed from the
consequences so they become involved in it… They seem to be a little
removed from that physical social network. Basically. They make friends
online and then that therefore creates a door into criminal activity (Law
Enforcement Officer #2).

While offenders associated with others online, it did not necessarily lead to co-
offending. The following participant in study three advised that he operated alone,
however became involved in offending through associating with others:

Um, no, I got onto hacking by, I guess it all started, I was just hanging around at
an image board, it is quite seedy area of the Internet, ah, and I guess kind of
started to make acquaintances with people. You start to talk to them a bit and, um,
that’s basically how I learnt, just by talking to other people and them sharing their
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experiences and basically teaching me how to do it (Interview #6, male former
hacker, aged 18).

Question 3: What role do co-offenders play in knowledge transmission?

In addition to initiating others into online crime and communicating with co-offenders,
online portals and communication channels were used to learn and to teach others how
to hack and commit fraud:

Ah, I probably just learnt about it through IRCs, you know. I got on IRC and just
learnt how to do it and ah, because I had a computer and things like that I wanted
to make the most of my time… (Interview #1, male hacker and fraudster, aged
27).

…if I want to get involved in armed robbery and I’m not too sure how to do it, I
can’t walk down the street and, excuse me mate, you done any stickups before
and I was just wondering, what happens if they put the screen up at the bank and
what should I do? You can’t do that, oh, you haven’t done any, oh sorry mate, I’ll
go and ask someone else what he knows about stickups. You haven’t got the
medium to do that. If you go online to an IRC channel and look at online fraud,
there’s a myriad of people you can ask, exchange ideas and information and tools
and, it’s all there for you to get involved. And you start communicating and the
next thing you become, you know, the second, third, fourth time, and the next
thing you’re giving advice and your paypal and your money there’s laundering
going on and you’re into business. Because it’s there. And I think it’s probably
unique in that crime type (Law Enforcement Officer #1).

They can, ah, send you complete instructions. Or, it’s like MSN or instant chat,
you can sit there and talk, you can post a comment. So even if they’re not there,
you can say listen, such and such, I’m having troubles with this, it’s not working.
I’ve done this, any suggestions, and they’ll write back and they’ll just talk them
through on how to set up (Law Enforcement Officer #10).

More the, when you’re talking young you’re taking more script kiddies, who, ah,
just like to sort of play with code and do very basic command-prompt, DDoS
attacks, which really don’t do much damage. But, um, what happens is they get
into these forums and they start speaking with other hackers and, you know, they
start learning, you know, through these international forums and, ah, to a point
some people even purchase code, you know, so they can sort of see, you know,
cause it’s, obviously code for hacking software is a valuable resources, you know,
people actually buy it… Um, and some of them get on it late in life. You know,
there’s forty year olds who’ve never touched a computer before and they discover
Facebook, and then they discover forums and then they start learning, and then
they speak to people, people tell them how to hide IP addresses and different
things like that, and it just escalates, so you’ve got a forty-five, fifty year old with
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some basic knowledge of how to evade the police and to do something which
may be illegal (Law Enforcement Officer #5).

Question 4: How does the online environment facilitate organised crime
and co-offending?

Offenders worked together for a variety of purposes, including the actual commission
of offences:

Yeah, um, uni mates, when we were getting the keylogger together. The
keylogger cost twenty bucks. And we had to get it from Hong Kong. And we
all got together and were like oh, this is a bit much, first year uni, everyone’s
broke, no one’s got any brains, yeah, let’s just try it. So there were a couple of us
that eventually got it… oh, [the university] got slammed. No one paid for internet
that semester. Everyone got it. So, yeah, there were about, a small group, four or
five of us that would actively try and go to the labs together and try and not look
sussed while we’re keylogging people’s stuff, but eventually about thirty people
were probably finding out (Interview #5, male hacker and fraudster, aged 22).

There was a perception among law enforcement officers that offenders worked
together as a way to frustrate police investigations or provide legal defences:

…we’ve seen them working in groups, because it allows for a long list of
defences around the mental element of the offence, i.e. the person taking the
money out, who is closest to the offence, the first step in the chain, then has a
defence of, well, it’s not my money, I was, you know, doing a favour for Bob.
You go to Bob and he says, you know, well Tom owed me money, and I don’t
know where he got the money from. So there’s built in defences straight away
when they’re starting to deal with those proceeds (Law Enforcement Officer #13).

In addition to being places to learn how to offend and share knowledge, portals were
identified as being a marketplace for code used to commit offences and compromised
data arising from hacks that could be used for fraudulent purposes, and as a place to
recruit particular skill sets:

So, they deal in underground portals. So they all know each other. They may not
have ever met each other, but they all know their own tags, and they know who’s
who in the zoo, and there tends to be a camaraderie between them, and there’s
also a, um, a pecking order so to speak. They know who’s in charge. So they go
and meet online at these various portals and they trade in stolen data, they trade in
information, they write their own codes, their own malware, they deal in
malware. Um, and you can buy and sell (Law Enforcement Officer #10).

The last type of offending relates to selling software that had the capability of
doing what you did. You advertised and promoted this software on a particular
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website which is described as an “Internet criminal bazaar dedicated to largely
hacking and information stealing, as well as the online trade in stolen personal
information”. You advertised and offered for sale proscribed data, being mali-
cious software designed to compromise computers and manage or control com-
promised computers (Case #54, male hacker, aged 19 at time of offence).

Oh, anything. Any illegal activity. Whether it be carding, malware, um, buy and
sell… you can buy and sell your own DDoS attacks, like you can, they trade in
malware, so you can go there. It’s like a one stop shop. You can, if you’re
interested in getting into some sort of illegal activity, criminal activity, on the net,
all you’ve got to do is find one of these websites, become a member, and you can
go in and they’ll give you complete how to’s. You can download certain
programs, you can buy other programs, and they’ll give you complete instruc-
tions on how to operate them. If you can’t do it yourself you can get people to
tune it for you, to fix it up. You can, if, and something we have seen a couple of
times, if that if you have a um, ex-employee again, um, left the company and
hired a DoS attack from the Russians. So he’s obviously been to one of these
underground networks and hired a, um, an individual or a group to do a DoS
attack on his ex-employer. And that was sustained, that I’m aware of, for at least
four to six weeks. So, they couldn’t use their systems and they just kept getting
attacked. And generally it starts with, um, you’ve been a naughty, something
along the lines of you’ve been a naughty boy, you’ve upset a friend of mine,
because of that, um, cop this (Law Enforcement Officer #10).

It was apparent that most of the communication with other offenders took place
online rather than face-to-face, which allowed them to remain anonymous:

Yeah, I think maybe that happens, you know, it’s not face-to-face and it’s all
online. Quite often they have never even met these people too. They’ve never met
them for real. Oh, it’s this bloke, you know, [name], this is his handle online.
Never met them. They may have been involved, been in business for a couple of
years together, and swapped a load of money and all the rest, never met (Law
Enforcement Officer #1).

And online forums are probably the primary way, there may be people who go to
school together and so forth, but generally it’s the online forums because you
have got that added anonymity (Law Enforcement Officer #12).

In the study with law enforcement officers it was identified that many online trading
portals took steps to control access so as to minimise law enforcement infiltration and
disrupt investigations:

Particularly, a lot of these forums, you have to be vouched for. You can be police.
You need to get vouched for to by a member of this group. To do so you probably
have to commit crimes to get vouched for by another member… There’s a
number of reasons for credibility of members, but it stops the law enforcement
interaction with them, and all those reasons. So, depending on what group you
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want to go, you know, if you can get involved in the vouched for groups it’s much
better creed (Law Enforcement Officer #1).

Um, but if you don’t commit wholeheartedly, well then they start to be concerned.
Because police work eight hours a day, you’re, you know, there’s certain hours,
they’re not living on it. So they get suspicious of people who aren’t giving as
much um, attention to the portal as what everyone else is… Like, if you buy and
sell and you get a bad reputation, people can post and say, you know, watch out
for such and such, he’s failed to deliver on this, or the product he provided was
crap. They have their own feedback for each other as well. So, it goes up in
rankings (Law Enforcement Officer #10).

There’s hacker groups out there who, as an entrance exam to get into these
forums, you have to produce some code. You know, and it’s, if the code’s good,
then you might get in, you know. And that’s just how it works (Law Enforcement
Officer #5).

Hard to say. Um, when you start sort of breaking them down into charts, it’s
surprising, you have your inner group and your inner groups sprouts off maybe
another group of twenty, and that group can sprout off another group of twenty,
you know. Where do you draw the line, you know, do you just say it’s the first
group of twenty, but then you’ve got, you know, other contacts (Law Enforce-
ment Officer #5).

It was identified that there was a level of control over how people communicated on
the information sharing sites:

And they love to assert their skills over other people, you know. Someone not as
knowledgeable asks a dumb question or if there’s, you know, postings by
somebody who’s off their mark in their knowledge or whatever, they tend to
flame them fairly quick you know (Law Enforcement Officer #2).

Yeah, there was another case I have dealt with, he was on, he was on sites,
discussion sites, but, um, he was, it was quite bizarre, because he was on these
discussion sites, but from what I saw of it, they were actually hanging a lot of
crap on him himself (Law Enforcement Officer #4).

Discussion

This research demonstrates the importance of data triangulation and the impact that
research design can have on outcomes. Study one, which consisted of a sample of
offenders that had been detected and processed by the court system, were more likely to
fit Choo and Smith’s [21] ‘traditional organised crime groups’ typology. In contrast,
offenders that operated with others in study three would be considered ‘organised
cybercriminal group’ members. These more technologically developed offenders were
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seen by law enforcement as having the skills to evade detection, and by operating
across borders, created hurdles that lessened the likelihood that there activities would
be policed. However, the offenders did not necessarily fit the Convention’s definition of
organised crime, particularly in relation to the conceptualisation of ‘a period of time’, as
offenders may only be transiently involved in their part of the offence/s, and different
offenders may be involved at various times for particular tasks.

As the pathways to computer crime offending involve learning from, and commu-
nicating with, others, there is the potential for offenders’ behaviours to be perceived,
and indeed labelled, as organised crime. Whether it is classified as ‘organised crime’ or
‘just dudes hanging out’, these results indicate that computer crime offenders are highly
networked and cooperate with each other to commit offences. This networking and
coordination reflects the ways in which offenders become involved with offending in
the first place; through the influence of others. Other offenders provide the knowledge
and subject matter expertise, taking on specific tasks to commit offences. This takes
place on online marketplaces, which enable and facilitate organised crime through the
sale of code to conduct attacks, the data obtained from hacking and fraud, such as
compromised credentials, and services offered by skilled specialists.

There was little data that fitted the third typology described by Choo and Smith [21],
namely ‘organised ideologically and politically motivated cyber groups’. This paper
does not argue that such offenders do not exist, but rather that the sampling method-
ology was more likely to capture data that related to offenders that were driven by
profit, rather than ideology.

Limitations of the research design

It is noted that a number of limitations may arise due to biases within the research
design. For example, as noted by Smith, Grabosky and Urbas [40], the limitations of
using court documents include the fact that many matters are heard in the lower courts
where judgments may not be published, and that it is difficult to determine which
matters involve computer crime due to the classification of offenses. Another limitation
that is relevant to study one is that cases brought before the courts are unlikely to be
representative of the larger population of hackers and computer fraudsters who are not
apprehended or prosecuted. Interviewing active and former offenders mitigated this
limitation.

However, the sample of active and former offenders was not chosen at
random; therefore it may be argued that the participants are not representative
of the offender population. In addition, those who agree to be interviewed may
differ from the typical offender. However, although this sample is not likely to
include offenders who have worked for, or are part of, for example, a terrorist
organisation, it may include more mainstream offenders who, collectively, may
cause significant damage or fear of victimisation. Again, this limitation was
also minimised by comparing offenders who have been identified by the
criminal justice system and those who have not.
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