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Abstract The present study examined whether the sex

difference in depression could be accounted for within the

framework of the hopelessness theory of depression. Spe-

cifically, we tested whether young adults’ negative infer-

ential styles mediated the sex difference in depressive

symptoms or whether sex moderated the cognitive vul-

nerability-stress effects on depressive symptoms in a multi-

wave longitudinal study. In doing so, we examined the

different forms of negative inferential styles separately

(causes, consequences, self-characteristics, composite,

weakest link). Results did not support the mediation

hypothesis. In terms of the moderation hypothesis, we

found significant sex 9 inferential style 9 stress interac-

tions predicting depressive symptoms across the follow-up,

with the vulnerability-stress effects significant for men but

not women. Among women, negative inferential styles and

life events were independent predictors of depressive

symptoms. In these moderation analyses, each of the

inferential styles exhibited similar predictive validity.

Keywords Depression � Sex differences �
Cognitive vulnerability-stress

Introduction

One of the most consistent findings in depression research is

that women are twice as likely as men to experience

depression (Nolen-Hoeksema 2002). This sex difference

emerges in late adolescence (Hankin et al. 1998) and con-

tinues across the lifespan (Kessler et al. 2003; Weissman

et al. 1996). However, the reasons for this sex difference

remain unclear. Building from cognitive vulnerability-

stress theories of depression, several models have been

proposed to account for the emergence of sex differences in

depression (e.g., Hankin and Abramson 2001; Hyde et al.

2008; Nolen-Hoeksema and Girgus 1994). Common to each

of these models is the hypothesis that cognitive vulnera-

bilities and/or negative life events may mediate and/or

moderate the sex differences in depression.

According to the mediation hypothesis, although the same

factors predict vulnerability to depression in both sexes,

starting in adolescence females exhibit greater levels of these

risk factors than males. Specifically, females may be more

likely to exhibit a cognitive vulnerability, or experience

more negative life events, particularly negative interpersonal

events. According to the meditational hypothesis, therefore,

although cognitive vulnerability and/or negative life events

are equally likely to increase risk for depression in women

and men, women are more likely to exhibit these risk factors.

On the other hand, according to the moderation hypothesis,

cognitive vulnerability-stress effects may be more likely or

more pronounced in females than in males. Therefore,

according to the moderation hypothesis, women exhibiting

cognitive vulnerability may be more likely to develop

depression following negative events than men.

The goal of this study was to test these two hypotheses

to determine whether the vulnerabilities featured in the

hopelessness theory of depression (Abramson et al. 1989)

may help to explain the sex difference in depression. In so

doing, we chose to focus on a young adult sample because

the sex difference in depression has been found to emerge

during adolescence and reach the prototypical 2:1 ratio by

age 18 (Hankin et al. 1998). Therefore, by early adulthood,
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the sex difference in depression, as well as any potential

sex differences in vulnerability factors, should be present.

In the hopelessness theory of depression (Abramson

et al. 1989), cognitive vulnerability is defined as the ten-

dency to attribute negative events to stable, global causes

and to infer negative consequences and negative self-

characteristics following the occurrence of negative life

events. For example, a cognitively vulnerable person may

explain the break-up of a relationship by saying ‘‘I’m

worthless and no one will ever love me’’ (stable, global

causal attribution implying negative consequences and

negative self-characteristics), while a person without this

cognitive vulnerability may think, ‘‘That person just was

not right for me and I’m sure to find a better partner in the

future’’. These three inferential styles (causes, conse-

quences, and self-characteristics) are hypothesized to

contribute vulnerability to depression in the presence, but

not absence, of negative life events. Although the three

inferential styles are described as separate vulnerabilities,

the majority of research has focused on an overall infer-

ential style composite, representing one’s average level of

vulnerability across the three inferential styles (for a

review, see Haeffel et al. 2008). Using this inferential style

composite, studies have provided strong support for the

hopelessness theory’s vulnerability-stress hypothesis in

predicting the development of symptoms and diagnoses of

depression (for reviews see Gibb and Coles 2005; Haeffel

et al. 2008; Hankin and Abela 2005).

However, it remains unclear whether the three inferen-

tial styles may contribute differentially to the sex differ-

ence in depression. Also, more recently, theorists (Abela

and Sarin 2002) have suggested that one’s level of cogni-

tive vulnerability to depression may be best characterized

by the most negative of the three inferential styles (i.e.,

one’s ‘‘weakest link’’) rather than by any single inferential

style or the overall composite. For example, an individual

may have an extremely negative inferential style for self-

characteristics, but positive inferential styles for the causes

and consequences of negative life events. The traditional

composite approach would average the three inferential

styles, implying a relatively neutral (or slightly positive)

inferential style. In contrast, according to the weakest link

hypothesis, the person would be predicted to be as vul-

nerable as his/her most negative inferential style (self-

characteristics) regardless of how positive the other two

inferential styles were. The composite approach would lead

to the prediction that the individual is at low risk for

depression, while the weakest link method would predict

high risk. To more fully evaluate the potential differential

predictive validity of each of these inferential styles, in the

current study, we examined each of the three inferential

styles separately as well the overall inferential style com-

posite and each person’s weakest link.

Returning to sex differences in depression, research to

date has provided mixed support for both the mediation and

moderation models. In the hopelessness theory, a media-

tion account requires females to report more negative life

events or more negative inferential styles, which in turn

mediate the sex difference in depression. Consistent with

this model, there is evidence that adolescent girls report

experiencing more negative life events than boys, partic-

ularly in the interpersonal domain (e.g., Ge et al. 1994;

Hankin et al. 2007; Rose and Rudolph 2006; Schraedley

et al. 1999; Schwartz and Koenig 1996). Further, these

differences in negative life events have been found to

partially mediate the sex difference in adolescents’

depressive symptoms (Hankin et al. 2007; Rudolph 2002;

Rudolph and Hammen 1999). We should note, however,

that similar sex differences in negative events have gen-

erally not been found in adult samples (Davis et al. 1999;

Kendler et al. 2001; for a review, see Hammen 2005).

There is also mixed evidence for sex differences in

inferential styles. For example, although a few studies have

found that females report more negative inferential styles

than males in adolescence and adulthood (Abela 2001,

Hankin 2006; Boggiano and Barrett 1991; Hankin and

Abramson 2002; Schwartz and Koenig 1996; for review

see Mezulis et al. 2004), the majority of studies have failed

to find evidence of significant sex differences in inferential

styles (e.g., Abela 2002; Abela and Seligman 2000; Gibb

et al. 2003; Gladstone et al. 1997; Hankin et al. 2004, 2001;

Haeffel et al. 2007). This said, there is evidence from one

study that inferential styles (for causes and self-character-

istics) do mediate the sex difference in depressive symp-

toms among adolescents (Hankin and Abramson 2002),

suggesting that meditational effects may be stronger for

some inferential styles than others.

Previous research has also provided mixed support for

the moderation hypothesis. For example, whereas, some

studies among adolescents have suggested that inferential

styles are more likely to moderate the relation between

negative life events and depressive symptoms in girls than

boys (Abela 2001; Abela and McGirr 2007), other studies

have found the reverse pattern (Hankin et al. 2001; Morris

et al. 2008). In contrast, the few other studies examining

sex moderation have not yielded significant effects in

adolescents (Abela 2002; Hankin 2008) or college students

(Abela and Seligman 2000). The present study builds upon

prior work by providing a more thorough test of whether

sex moderates the vulnerability-stress component in the

hopelessness theory in young adults. Specifically, the only

study of which we are aware of to have compared the

utility of the three separate inferential styles against the

composite and weakest link measures in an adult sample

did not explore the effects of participants’ sex (Abela et al.

2006). In the proposed, study, therefore, we sought to
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provide a more comprehensive test of mediation and

moderation hypotheses regarding sex differences in

depression within the context of the hopelessness theory by

examining the different forms of negative inferential style

(causes, consequences, self-characteristics, composite,

weakest link) separately in a relatively large sample of

young adults.

The goal of the current study was to determine whether

aspects of the hopelessness theory of depression may help

to explain the sex difference in depression. In so doing, we

tested both mediation and moderation models of risk.

According to the mediation model, the sex difference in

depressive symptoms should be mediated by women’s

higher levels of negative inferential styles and/or negative

events. According to the moderation model, sex should

moderate the cognitive vulnerability-stress effects upon

depressive symptoms such that cognitively vulnerable

women should be more likely than men with similar levels

of cognitive vulnerability to exhibit depressive reactions to

negative events. In each of these analyses, we examined the

different inferential styles separately (causes, conse-

quences, self-characteristics, composite, weakest link) to

determine whether they exhibited similar versus differen-

tial predictive validity.

Method

Participants

Participants were 458 freshmen recruited from the general

student population of a state university. Of the 458 par-

ticipants, 284 (62%) were female, and the mean age at

baseline was 18.14 years (SD = 0.45). In terms of race,

66% were Caucasian, 20% were Asian/Asian–American,

6% were African–American, 4% were Biracial,\1% were

either Native Hawaiian/Pacific Islander or American

Indian/Alaska Native, and 3% failed to report their race.

Further, of those reporting their ethnicity, 10% were His-

panic, and 90% were Non-Hispanic (7% did not report their

ethnicity). There were no exclusion criteria.

Measures

Inferential Styles

The Cognitive Style Questionnaire (CSQ; Haeffel et al.

2008) was used to assess cognitive vulnerability to

depression as defined by the hopelessness theory (Abram-

son et al. 1989). The CSQ contains 24 hypothetical events

(12 positive and 12 negative). In the current study, only the

negative events were used because previous studies have

shown that inferences for negative events are more strongly

related to depressive symptoms than are inferences for

positive events (e.g., Alloy et al. 2000). In response to each

of the hypothetical events (e.g., ‘‘You want to be in an

intimate, romantic relationship, but aren’t.’’), the partici-

pant is asked to indicate what he or she believes would be

the major cause of the event if it happened to him or her. In

addition, the participant is asked to answer a series of

questions about the cause and consequences of each event,

as well as what the occurrence of the event would mean for

his or her self-concept. Composite scores for each infer-

ential style are created by averaging responses to the rel-

evant questions, with higher scores indicating a more

negative inferential style. A number of studies have sup-

ported the reliability and validity of the CSQ (for a review,

see Haeffel et al. 2008). For the current study, we focused

individually on participants’ inferential styles for causes

(average of stability and globality ratings; a = .92), con-

sequences (a = .90), and self-characteristics (a = .92). We

also examined the overall composite, which is created by

averaging participants’ inferences regarding causes, con-

sequences, and self-characteristics (a = .96). Finally, we

calculated each participant’s ‘‘weakest link’’, or most

negative of the three inferential styles. In this study,

inferential styles for the causes of negative events were

weakest for 59% of the sample, inferential styles for con-

sequences were weakest for 16%, inferential styles for self-

characteristics were weakest for 21% of the sample, and

two or more inferential styles were ‘‘weakest’’ for 4% of

the sample.

Depressive Symptoms

The Beck Depression Inventory-II (BDI-II; Beck et al.

1996) was used to assess participants’ levels of depressive

symptoms. The BDI-II consists of 21 self-report items,

each rated on a four point Likert-type scale. Total scores on

the BDI-II range from 0 to 63, with higher scores indicating

more severe levels of depressive symptoms. Studies have

supported the reliability and validity of the BDI-II in both

clinical and nonclinical samples (Beck et al. 1996). In the

current study, BDI-II scores exhibited excellent internal

consistency (a ranged between .90 and .92 across the four

time points).

Negative Life Events

Negative life events were assessed using the Life Experi-

ences Survey (LES; Sarason et al. 1978). The LES is a 60-

item survey that assesses whether adults have experienced

a variety of life events within the previous 6 months.

Individuals note whether each individual event occurred,

then rated the impact of those events on a 7-point Likert

scale ranging from extremely positive (?3) to extremely
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negative (-3). The LES has demonstrated adequate reli-

ability and validity in previous research (e.g., Sarason et al.

1978). To reduce the potential for response bias associated

with depressive symptoms, we focused on the number of

negative events endorsed (i.e., the number of events rated

as having an impact of -1 to -3) rather than the impact

ratings themselves. In addition to the total number of

negative events, we also examined negative interpersonal

events, specifically. Negative interpersonal events within

the LES were identified by having 10 advanced graduate

students categorize each event as either interpersonal or

non-interpersonal. The 37 items categorized by at least

eight of the ten graduate students as being interpersonal or

social in nature were then used to calculate the total

number of negative interpersonal events.

Procedure

Participants completed self-report questionnaires at four

time-points approximately 2 months apart: baseline, 2, 4,

and 6 months, respectively. At baseline, participants

completed surveys on cognitive style, depressive symp-

toms, and life events in addition to other measures not

included in the current study. Measures of depressive

symptoms and negative life events were also administered

at each of the follow-up assessments. The baseline and final

assessments were completed in person, while the 2 and

4 month assessments were completed via a secure project

website. Of the 458 participants, 417 (91%) completed all

four assessments, 435 (95%) completed at least three

assessments, and 444 (97%) completed at least two

assessments. Participants were compensated for their time

with $10 for both the initial and final assessments, and $5

for each of the online follow-ups. Individuals who com-

pleted all four assessments received an additional $10

bonus.

Results

Descriptive statistics and intercorrelations among each of

the study variables are presented in Table 1. Before testing

the mediation and moderation models, confirmatory factor

analyses were conducted using AMOS 7 (Arbuckle 2006)

to determine whether participants’ inferential styles for

causes, consequences, and self-characteristics were indeed

differentiable in this sample. Specifically, we tested two

models in which the three inferential styles were included

as observed variables. In the first, the correlations among

the three inferential styles were allowed to freely vary. In

the second, nested, model, the correlations among the three

inferential styles were constrained to be 1.00. Because the

model with freely varying correlations was fully saturated,

overall fit indices could not be computed. However, we

Table 1 Correlations and descriptive statistics

1 2 3 4 5 6 7 8 9 10 11 12 13 14

1. Sex

2. CSQ-causes .07

3. CSQ-cons .05 .82

4. CSQ-self .05 .76 .82

5. CSQ-comp .06 .91 .94 .93

6. Weakest .06 .93 .86 .87 .95

7. T1 LES .06 .16 .21 .21 .21 .20

8. T2 LES .07 .17 .22 .17 .20 .17 .51

9. T3 LES .00 .20 .23 .25 .25 .22 .40 .54

10. T4 LES .05 .19 .17 .16 .19 .17 .42 .54 .56

11. T1 BDI-II .13 .47 .52 .52 .54 .49 .48 .46 .42 .34

12. T2 BDI-II .18 .41 .46 .43 .47 .49 .40 .52 .43 .37 .76

13. T3 BDI-II .08 .35 .41 .40 .42 .38 .30 .43 .45 .41 .65 .73

14. T4 BDI-II .17 .40 .46 .46 .48 .41 .29 .40 .39 .49 .66 .72 .73

Mean 3.74 3.29 3.29 3.44 3.95 2.78 2.85 1.96 2.45 9.72 9.28 7.86 9.40

SD 1.02 1.20 1.33 1.10 1.09 2.60 2.85 2.31 2.15 7.97 8.50 7.79 8.30

Correlations C.13 significant at P \ .01. Correlations C.16 significant at P \ .001

Note: CSQ-causes = Cognitive Style Questionnaire-inferential style for causes. CSQ-cons = CSQ-inferential style for consequences.

CSQ-self = CSQ-inferential style for self-characteristics. Weakest = Weakest link. LES = Life Events Survey. BDI-II = Beck Depression

Inventory II
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could compare the two models to determine relative fit

using a nested model comparison. In these analyses, if the

constrained model fit significantly worse than the model in

which the correlations were free to vary, it would suggest

that the three inferential styles are differentiable in this

sample. Indeed, the constrained model was found to fit

significantly worse, v2(3) = 40.81, P \ .001, suggesting

that the three inferential styles are better conceptualized as

distinct than as reflecting a single, unitary construct. Nested

model comparisons were also used to determine whether

these results differed for women versus men, and the fit of

the correlated inferential styles model did not differ based

on sex, v2(3) = 2.83, P = .42. Therefore, although highly

correlated (rs = .76–.82; see Table 1), the three inferential

styles are differentiable in this sample for both women and

men.

Tests of the Mediation Hypothesis

Before formally testing the mediational models, we first

tested for potential sex differences in participants’ infer-

ential styles and trajectories in negative life events and

depressive symptoms. There were no sex differences in any

of the inferential style variables (largest reffectsize = .07,

lowest P = .13). Because the meditation hypothesis rests

on the assumption of sex differences in inferential styles,

the hypothesis was not supported. This said, additional

analyses were conducted to test for potential sex differ-

ences in trajectories of negative events or depressive

symptoms across the follow-up using hierarchical linear

modeling (HLM; Raudenbush and Byrk 2002; Raudenbush

et al. 2004). There are a number of benefits of HLM over

more traditional data analytic approaches such as hierar-

chical linear regression including (a) the ability to account

for the nested structure of the data (repeated assessments of

negative events and depressive symptoms for each partic-

ipant), (b) the focus on ideographic relations between

negative events and depressive symptoms for each partic-

ipant rather than the more traditional nomothetic approach

of comparing each participant to the group mean, and (c)

the ability to obtain maximum likelihood estimates of

missing data, thereby allowing us to retain all participants

for the analyses (cf. Schafer and Graham 2002). The Level

1 model for these HLM analyses was:

Outcomeij ¼ p0j þ p1j ðTimeÞ þ eij

where Outcomeij represents the negative events or BDI-II

score (examined in separate analyses) on week i for par-

ticipant j, p0j is the intercept, p1j is the slope of the linear

trajectory in negative events or depressive symptoms

across the follow up for participant j (coded as the number

of weeks since the initial assessment), and eij represents the

error term.

The level 2 model was:

p0j ¼ b00 þ b01 ðSex)þ r0j

p1j ¼ b10 þ b11 ðSexÞ þ r1j

where b01 and b11 are the cross-level interaction terms

representing the effects of sex on the respective level 1

effects. In these equations, b00 and b10 represent the

intercepts of their respective equations and r0j and r1j

represent the error terms. In these analyses, we found no

significant sex differences in initial levels (intercepts),

t(456) = 1.48, P = .14, reffectsize = .07, or trajectories,

t(456) = -0.84, P = .40, reffectsize = .04, of negative life

events over the follow-up. Similar results were obtained

when we focused specifically on negative interpersonal

events (largest reffectsize = .06, lowest P = .24). In con-

trast, there were significant sex differences in depressive

symptom trajectories over time. Specifically, women

reported higher depressive symptom levels at the initial

assessment (significant intercept effect), t(456) = 3.25,

P = .002, reffectsize = .15. In addition, although there was a

nonsignificant trend for depressive symptom levels to

decrease across the follow-up, t(456) = -1.92, P = .06,

reffectsize = .09, sex did not significantly moderate this

trend, t(456) = 0.22, P = .83, reffectsize = .01, indicating

that the sex difference in depressive symptoms observed at

the initial assessment was maintained across the follow-up.

The current results, therefore, provided no support for the

mediation hypothesis. Specifically, although we found sex

differences in depressive symptom trajectories, there were

no significant differences in inferential styles or trajectories

in negative life events.

Tests of the Moderation Hypothesis

Next, we tested the cognitive vulnerability-stress hypoth-

esis for each of the inferential style variables, as well as

whether participant sex moderated any of these relations.

Given the number of tests conducted, the critical alpha

level was adjusted to reduce the likelihood of Type I

errors. To also reduce the likelihood of Type II errors, we

conducted a Bonferonni correction for the number of

families of tests (i.e., the number of inferential style

variables examined; n = 5) rather than the number of

overall tests conducted. This gave us a critical alpha level

of .01 (.05/5).

The level 1 model in these HLM analyses was:

BDI-IIij ¼ p0j þ p1j ðTime)þ p2j ðLES)þ eij

where BDI-IIij represents the BDI-II score on week i for

participant j, p0j is the BDI-II intercept, p1j is the slope of

the linear trajectory in depressive symptoms across the

follow up for participant j, p2j is the slope of the relation
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between LES and BDI-II scores at each assessment, and eij

represents the error term.

The level 2 model was:

p0j ¼b00 þ b01 ðSex)þ b02 ðInferentialÞ
þ b03 ðSex� Inferential styleÞ þ r0j

p1j ¼b10 þ b11 ðSex)þ b12 ðInferentialÞ
þ b13 ðSex� Inferential styleÞ þ r1j

p2j ¼b20 þ b21 ðSex)þ b22 ðInferentialÞ
þ b23 ðSex� Inferential styleÞ þ r2j

The primary effects of interest in these analyses are b22,

which represents the cross-level inferential styles 9 events

interaction predicting depressive symptom levels and b23,

which represents the sex 9 cognitive vulnerability 9

stress interaction.

The results of these analyses are presented in Table 2. As

can be seen in the table, there were significant

sex 9 inferential style interactions for the BDI-II intercept

for each of the measures of inferential style (all Ps \ .001),

reflecting the fact that inferential styles were differentially

related to depressive symptom levels among women versus

men, in the absence of negative life events (LES scores of

zero). Specifically, each of the inferential styles was sig-

nificantly more strongly related to the depressive symptom

intercept among women (reffectsizes = .42 to .47, all

Ps \ .001) than among men (reffectsizes = .14 to .16,

Ps = .08–.04). In terms of the vulnerability-stress hypoth-

esis, there were significant sex 9 inferential style 9 neg-

ative events interactions for each of the inferential styles

except for consequences. We should note, however, that the

3-way interaction for consequences was marginally signif-

icant (P = .02) using our adjusted critical alpha level and

the size of this effect (reffectsize = -.11) was virtually

identical to those observed for the other sex 9 inferential

style 9 negative events interactions.

To explore the forms of these interactions, the inferential

style 9 negative events interactions were examined sepa-

rately in women and men. Although we also explored the

form of the interaction for the consequences dimension, these

analyses should be interpreted with caution given the non-

significant trend noted above. Contrary to expectation, these

analyses revealed significant vulnerability-stress effects for

men, but not women. Specifically, among men, the inferential

styles significantly moderated the slope of the relation

between levels of negative life events and depressive symp-

toms for causes, t(171) = 2.65, P = .009, reffectsize = .20,

consequences, t(171) = 2.64, P = .01, reffectsize = .20, self-

characteristics, t(171) = 2.69, P = .008, reffectsize = .20,

composite scores, t(171) = 3.07, P = .003, reffectsize =.23,

and weakest link, t(171) = 2.74, P = .007, reffectsize = .21.

In contrast, among women, the vulnerability-stress

relation was not significant for any of the inferential styles

(lowest P = .80). The pattern of these results is depicted in

Fig. 1, created by solving the HLM equations substituting

values one standard deviation above and below the mean

for each measure of inferential style (cf. Aiken and West

1991). As can be seen in the figure, among men, each of the

negative inferential styles (causes, consequences, self-

characteristics, composite, and weakest link) were related

Table 2 Summary of analyses examining vulnerability-stress interactions predicting depressive symptoms

Fixed effect Causes Consequences Self Composite Weakest

t reffectsize t reffectsize t reffectsize t reffectsize t reffectsize

BDI-II intercept (p0)

Intercept (b00) 21.48** 0.71 21.50** 0.71 21.59** 0.71 21.89** 0.72 21.47** 0.71

Sex (b01) 3.60** 0.17 3.7 0.17 3.62** 0.17 3.63** 0.17 3.57** 0.17

Inferential style (b02) 7.29** 0.32 8.05 0.35 7.59** 0.34 8.31** 0.36 7.62** 0.34

Sex 9 inferential style (b03) 3.88** 0.18 3.68** 0.17 3.85** 0.18 4.01** 0.19 3.86** 0.18

Time slope (p1)

Intercept (b10) -0.71 -0.03 -0.71 -0.03 -0.66 -0.03 -0.7 -0.03 -0.64 -0.03

Sex (b11) 0.51 0.02 0.3 0.01 0.3 0.01 0.36 0.02 0.36 0.02

Inferential style (b12) -1.63 0.08 -0.62 -0.03 -0.62 -0.03 -0.97 -0.05 -1.25 0.06

Sex 9 inferential style (b13) -0.5 -0.02 -0.5 -0.02 -0.95 -0.05 -0.64 -0.03 -1.03 -0.05

LES slope (p2)

Intercept (b20) 12.72** 0.51 12.49** 0.51 12.60** 0.51 12.63** 0.51 12.59** 0.51

Sex (b21) -1.18 -0.06 -1.1 -0.05 -0.91 -0.04 -1.07 -0.05 -0.89 0.04

Inferential style (b22) 2.41 0.11 2.2 0.1 2.02 0.09 2.60* 0.12 2.21 0.1

Sex 9 inferential style (b23) -2.50* -0.12 -2.33 -0.11 -2.52* -0.12 -2.82* -0.13 -2.60* -0.12

Note: BDI-II = Beck Depression Inventory-II. LES = Life Experiences Survey

* P B .01; ** P \ .001
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to depressive symptom elevations at high, but not low,

levels of negative life events. Among women, inferential

styles and negative life events were independent predictors

of depressive symptom elevations (i.e., the main effects

were significant but the interactions were not). Exploratory

analyses were also conducted to examine the unique pre-

dictive validity of the three individual inferential styles

(causes, consequences, self-characteristics) among men.

Specifically, all three inferential styles were entered

simultaneously in level 2 of the HLM analysis. Statistically

controlling for the overlap among the three inferential

styles, none of the vulnerability-stress relations remained

significant (lowest P = .25).

The cognitive vulnerability-stress hypothesis was retes-

ted with only the interpersonal events from the LES. Using

our adjusted critical alpha level, none of the vulnerability-

stress interactions were significant (lowest P = .02), nor

were any of the sex 9 inferential style 9 negative event

interactions (lowest P = .03).1

Discussion

In this study, we tested mediation and moderation models

of sex differences in depression (Hankin and Abramson

2001; Hyde et al. 2008; Nolen-Hoeksema and Girgus

1994) in the context of the hopelessness theory (Abramson

et al. 1989) using data from a prospective multi-wave

study of young adults. The results did not support the

mediation model. Specifically, although we found sex

differences in depressive symptoms, with women exhibit-

ing higher depressive symptom levels across the follow-up

than men, there were no significant sex differences in any

of the inferential styles (causes, consequences, self-char-

acteristics, composite, or weakest link) nor were there

significant sex differences in trajectories of negative events

over the follow-up. The results were also not consistent

with our moderation hypothesis. Specifically, although we

found significant sex 9 inferential style 9 negative event

interactions predicting depressive symptoms across the

follow-ups, the cognitive vulnerability-stress hypothesis

was supported in men, not women. In contrast, among

women, inferential styles and negative events were inde-

pendent risk factors for depressive symptoms. Therefore,

whereas, among men, negative inferential styles were only

associated with elevated depressive symptoms in the

presence of high levels of negative life events, among

women, negative inferential styles were associated with

depressive symptom elevations even at low levels of

negative events.
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Fig. 1 Vulnerability-stress relations for each of the inferential style

variables for women and men. Top row presents results for inferential

styles for causes (left), consequences (middle), and self-characteristics

(right). Bottom row presents results for the inferential style overall

composite (left) and weakest link (right). BDI-II = Beck depression

inventory-II

1 Although the vulnerability-stress interactions specific to negative

interpersonal events did not reach significance according to our

adjusted critical alpha level (acrit = .01), the pattern is virtually

identical to the sex 9 inferential style 9 events interaction with

overall negative events. Specifically, among the men, negative

inferential styles were related to depressive symptom elevations at

high, but not low, levels of negative interpersonal events. In contrast,

among women, inferential styles and negative interpersonal events

were independent predictors of depressive symptom elevations.
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In addition to replicating the well-established sex dif-

ference in depression (for a review, see Nolen-Hoeksema

2002), the current study adds to a growing body of research

suggesting that there may be no consistent sex difference in

levels of negative inferential styles (e.g., Abela and Se-

ligman 2000; Gibb et al. 2003; Hankin et al. 2004; Haeffel

et al. 2007). Although inferential styles do not appear to

play a mediating role, studies have found consistent evi-

dence for sex differences in other cognitive vulnerabilities

such as rumination and there is evidence that rumination

mediates the sex difference in depression (for a review, see

Nolen-Hoeksema et al. 2008). In combination with the

current results, these findings suggest the potential for

specificity in terms of the mediation hypothesis. That is, a

comparison of the various cognitive vulnerabilities fea-

tured in cognitive models of depression may help tease

apart more likely mechanisms that help explain the sex

difference in depression. Future research would benefit

from the inclusion of measures assessing various forms of

cognitive vulnerability (e.g., rumination, inferential style,

dysfunctional attitudes) to more systematically test this

hypothesis.

In contrast to studies on adolescents (e.g., Ge et al. 1994;

Hankin et al. 2007; Rose and Rudolph 2006; Schraedley

et al. 1999; Schwartz and Koenig 1996), we found no sex

difference in trajectories of negative life events between

young men and women, even when we limited our analyses

to negative interpersonal events. There are several plausi-

ble explanations for the results in the present study. First, it

may be that the LES does not provide a sensitive enough

measure of the types of negative life events young women

in particular may experience (e.g., arguments or difficulties

with peers, sexual abuse). That said, these results are

consistent with prior research suggesting that sex differ-

ences in adults’ experiences with episodic negative events

may be limited to specific types of events (for review see

Hammen 2005) rather than negative (interpersonal) events

more generally. For example, adult women appear more

likely than men to experience housing problems, loss of

confidants, or difficulties with individuals in their social

network (Kendler et al. 2001).

A second possibility is that young women may report

fewer negative events compared to adolescents, although

researchers have not proposed a rationale for why females

would encounter fewer obstacles as adults. Finally, a third

possibility is that young men, particularly college fresh-

men, may experience more negative life events than during

adolescence, making rates comparable to women’s report

as adults. This possibility is supported by research sug-

gesting that the transition to college is a difficult period of

adjustment for both men and women (e.g., Larose and

Boivin 1998; Mounts et al. 2006; White et al. 2006).

Overall results are consistent with prior research suggesting

that adult men and women experience similar rates of acute

negative events. Future work may continue to explore

whether women are more sensitive or reactive to specific

negative events (Hammen 2005).

As noted above, the cognitive vulnerability-stress

hypothesis was supported for men, but not women, in

this study. Specifically, among men, increasing numbers

of negative life events were associated with higher

depressive symptom levels among those exhibiting more

negative inferential styles (causes, self-characteristics,

composite, and weakest link). In contrast, among women,

inferential styles and negative life events appeared to be

independent predictors of depressive symptoms. In fact,

women with negative inferential styles experienced

higher levels of depressive symptoms than men, regard-

less of their level of negative life events. This pattern of

sex moderation in the present study may have been due

to a number of factors. First, it is possible that the

hopelessness theory’s vulnerability-stress hypothesis is

less applicable to women than men. This is consistent

with research among adolescents in which the cognitive

vulnerability-stress hypothesis was significant among

boys, but not girls (Hankin et al. 2001; see also Morris

et al. 2008). However, other studies have found stronger

support for the cognitive vulnerability-stress interaction

in adolescent girls than boys (Abela 2001; Abela and

McGirr 2007). Finally, we are aware of only two studies

to test sex moderation of the cognitive vulnerability-

stress hypothesis among young adults (Abela 2002;

Abela and Seligman 2000). Although these studies failed

to find sex moderation effects, this may have been due

in part, to the relatively small sample sizes (ns = 67–

149), which may have limited statistical power to detect

these effects.

Although conclusions must remain tentative pending

replication in other large samples, the hopelessness the-

ory’s vulnerability-stress hypothesis may be more appli-

cable for men than women. Importantly, we found similar

effects for inferential styles regarding causes, conse-

quences, and self-characteristics, as well as the overall

composite and weakest link suggesting that sex moderation

effects are not limited to any one inferential style in young

adults. Given this, future studies examining cognitive

models of increased rates of depression among women may

wish to focus on other forms of cognitive vulnerability

(e.g., rumination; see Nolen-Hoeksema et al. 2008).

Finally, we should highlight the results of our analyses

comparing the different inferential styles. Specifically, we

compared the predictive validity of the inferential style

composite with each of the three inferential styles indi-

vidually and each person’s ‘‘weakest link’’ or most nega-

tive inferential style. Focusing on the vulnerability-stress

hypothesis, each of the inferential styles yielded the same
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pattern of results.2 On a pragmatic level, this challenges the

necessity of measures of cognitive vulnerability that

require assessing all three inferential styles, such as the

composite score and weakest link approach, and suggests

that assessing any of the three individual inferential styles

may suffice. In this light, the current results replicate other

recent findings with adolescents (Calvete et al. 2008) and

adults (Abela et al. 2006), which suggest that individual

inferential styles perform at least as well as the overall

composite or weakest link. Given the discrepancy between

these results and those obtained in child samples (see Abela

and Hankin 2008, for a review), additional research is

needed to determine more precisely the developmental

differences in the predictive validity of the different

inferential styles, weakest link, and overall composite.

Theorists have hypothesized that the different inferential

styles may develop independently during childhood and

consolidate into a single, higher-order vulnerability by

early adulthood (see Abela and Hankin 2008). Our results

are consistent with this hypothesis in that each of the

measures of inferential style exhibited similar predictive

validity. The ideal test of this developmental hypothesis,

would involve longitudinal research in which the correla-

tions among the inferential styles are compared as children

transition through adolescence.

Strengths of this study included its large sample and

prospective, multi-wave design. However, there were

limitations as well. First, only self-report measures were

utilized and it is possible that shared method variance

inflated the relations among study variables. Also, it is

possible that participants’ reports of negative events were

subject to recall or response biases based on participants’

current depressive symptoms. Although we sought to

minimize the potential for this type of bias by focusing on

event counts rather than subjective severity ratings, future

research would benefit from the inclusion of interviewer-

administered contextual threat interviews to assess nega-

tive events (e.g., Duggal et al. 2000). Further, stress

interviews allow for the assessment of chronic forms of

stress that women may be more prone to encounter (for

review see Hammen 2005). A second limitation was our

focus on college students who, on average, exhibited fairly

low levels of depression. Future research is needed to

determine whether the current results will generalize to

more severe levels of depressive symptoms and to the

prediction of depression episode onset.

In summary, although we found sex differences in levels

of depressive symptoms in this sample of young adults,

none of the components of the hopelessness theory’s cog-

nitive vulnerability-stress model explained this difference.

Specifically, there were no sex differences in any of the

inferential styles, nor were there sex differences in trajec-

tories of negative events across the follow-up. We did find

the predicted sex 9 inferential style 9 negative event

interaction; however, the form of this interaction was such

that the cognitive vulnerability-stress hypothesis was sup-

ported for men, not women. Future studies should seek to

determine whether the hopelessness theory’s cognitive

vulnerability-stress hypothesis is a stronger predictor of

depression in men than women. Future research is also

needed in which multiple forms of cognitive vulnerability

are assessed in the same study (e.g., inferential styles and

rumination) to more definitively determine whether certain

forms of the cognitive vulnerability-stress relations are

more applicable to women versus men. The current results

also indicate the various inferential styles—causes, con-

sequences, self-characteristics, composite, weakest link—

perform similarly in terms of predictive validity for

depressive symptoms in young adults. Given evidence of

differential predictive validity in children (for a review, see

Abela and Hankin 2008), future research is needed to

examine developmental trends in the differential predictive

validity of the individual inferential styles versus the

overall composite and weakest link.
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