Computer Supported Cooperative Work (2006) 15:257-279 © Springer 2006
DOI 10.1007/s10606-006-9027-y

Remote Collaboration Over Video Data:
Towards Real-Time e-Social Science

MIKE FRASER!* JON HINDMARSH?, KATIE BEST?,
CHRISTIAN HEATH!, GREG BIEGEL!, CHRIS GREENHALGH? &
STUART REEVES®

'Department of Computer Science, University of Bristol, Merchant Venturers Building,
Woodland Rd, Bristol, BSS8 1UB, UK (Phone: +44-117-9545144; Fax: +44-117-9545208;
E-mail: fraser@cs.bris.ac.uk); *Work, Interaction and Technology Group, Department of
Management, King’s College London, Franklin-Wilkins Building, London, SEI 9NH, UK; 3The
Mixed Reality Laboratory & Learning Sciences Research Institute, School of Computer Science
& IT, University of Nottingham, Jubilee Campus, Wollaton Road, Nottingham, NG8 1BB, UK

Abstract. The design of distributed systems to support collaboration among groups of sci-
entists raises new networking challenges that grid middleware developers are addressing. This
field of development work, ‘e-Science’, is increasingly recognising the critical need of under-
standing the ordinary day-to-day work of doing research to inform design. We have investi-
gated one particular area of collaborative social scientific work — the analysis of video data.
Based on interviews and observational studies, we discuss current practices of social scientific
work with digital video in three areas: Preparation for collaboration; Control of data and
application; and Annotation configurations and techniques. For each, we describe how these
requirements feature in our design of a distributed video analysis system as part of the MiMeG
project: our security policy and distribution; the design of the control system; and providing
freeform annotation over data. Finally, we review our design in light of initial use of the
software between project partners; and discuss how we might transform the spatial configu-
ration of the system to support annotation behaviour.
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1. Introduction

One of the most impressive developments in CSCW over the past decade or
so has been the substantial corpus of naturalistic studies of work and col-
laboration and the ways in which tools and technologies feature in everyday
practice (Hughes et al., 1992; Heath and Luff, 2000; Luff et al., 2000). The
emergence of these workplace studies has provided, as Barley and Kunda
(2001) describe, a distinctive contrast to certain trends within organisational
analysis and the sociology of work and has helped to drive analytic attention
towards the local and indigenous organisation of workplace activities. This
corpus of research has also begun to address some of the methodological
challenges that arise in undertaking fine grained, naturalistic studies of work
in complex organisational environments, environments where participants
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rely upon and utilise an intricate array of tools and technologies, objects and
resources, in accomplishing their daily activities. Audio-visual recordings
have increasingly provided an important resource for these ethnographies,
augmenting more conventional field work and enabling researchers to
examine, both alone and increasingly in collaboration with others, how
various tools and technologies feature in the work and interaction of the
participants themselves. Indeed, audio-visual recordings coupled with a range
of other material resources, including field notes, official documents and
records, computer logs, transcripts, and the like, play an important part in
CSCW research and collaboration between researchers, research groups and
in some cases practitioners. As yet, however there have been few studies of
these forms of collaboration that have emerged within CSCW and despite a
large literature on communication through video since the inception of the
field (e.g. Fish et al., 1990; Gaver et al., 1992; Bly et al., 1993), relatively little
attention has been paid to the ways in which we can support and enhance
research activities with video data.

Nonetheless, there is increasing interest throughout computer science to
investigate ways in which systems can be developed to support research work
across geographical boundaries. The emergence of ‘e-Science’ in Europe, and
the corresponding ‘cyberinfrastructure’ in the US, draws on primarily tech-
nical developments, such as the advent of Grid Computing (Foster and
Kesselman, 1998) within the high-performance computing community and
distributed resource and service discovery within distributed computing.
These communities have been driven by the desire to see infrastructures
which can support large-scale teams in analysing large-scale datasets across
large numbers of processors. Projects have provided middleware which is
capable of processing a complex range of academic and professional data,
from virtual astrophysics observatories (Lawrence et al., 2002) to emergency
team response modelling (Berry et al., 2005). The social sciences have more
recently become of interest to developers in these areas, and what has been
called ‘e-Social Science’ emerges partly because areas of quantitative social
science also require fairly large-scale data processing, and partly because the
methodological variability of the social sciences offers new challenges for the
development of such infrastructures.

The scale of development in e-Science is impressive, with a quarter of a
million pounds sterling having been spent in the UK programme alone, and
$100 m per annum spent on Cyberinfrastructure in the US thus far, with
substantial budget increases anticipated from this level. Having spent such
large budgets on engineering the technical capability to distribute and share
large volumes of scientific data, inevitably such communities are now facing
‘usability challenges’ in incorporating ‘collaboration support’ into their novel
middleware infrastructures. For this reason, the e-Science community is
turning to the social sciences for design guidance as well as users. Despite
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early work developing ontologies of scientific processes to form workflow
software that structure collaborative work (Bechhofer et al., 1999), research
in the usability of e-Science is starting to uncover more detailed relationships
between e-Science systems and the practices of those within target domains
(Jirotka et al., 2004). Given the sheer scale of development of these systems,
however, there is a pressing need to further investigate everyday practices of
research across the social and physical sciences.

In this paper, we present an investigation into the collaborative analysis of
video data as part of everyday research practice. We draw on these studies to
inform the design of tools to support the real-time analysis of video data by
distributed groups of social scientists.

2. Background

In recent years we have witnessed the emergence of a substantial body of
research in the social and cognitive sciences concerned with the visual,
material and spoken aspects of language, communication and social inter-
action. This body of research has built upon wide-ranging studies of talk,
discourse and language use to address the ways in which objects and arte-
facts, tools and technologies feature in human conduct and social interaction.
We have witnessed the emergence of ‘workplace studies’, naturalistic studies
of complex organisational environments (Luff et al., 2000), of HCI and
CSCW (Bannon, 1992), of research on computer-mediated communication
(Turoff et al., 1982), and research on the ways in which talk and gesture is
embodied within material resources (Hindmarsh and Heath, 2000). These
developments reflect a broad range of methodological commitments and yet,
in various ways are concerned with the fine details of conduct, communica-
tion and interaction. As a result, video is now used in a wide range of
disciplines within the social and cognitive sciences and provides researchers
with opportunities to capture versions of human conduct and subject them to
repeated scrutiny using slow motion facilities and the like.

One of the affordances of video data is that it enables researchers to show
colleagues their raw data in order to assess their analytic observations with
others. It facilitates collaborative analysis in ways that other forms of
(especially qualitative) social science data struggle to support. It should not
be a surprise therefore that video-based research across the social sciences
increasingly involves close collaboration between individual researchers and
research groups. For example, there are number of leading research groups in
the UK, Europe and United States, in various disciplines, who undertake
video-based projects that involve team-based data analysis and collection.
There are also an increasing number of inter-institutional projects, for
example between laboratories across Europe, that involve the collaborative
analysis of shared data corpora. This is exemplified by various projects in the
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fields of HCI, CSCW and ubiquitous computing that involve close collabo-
ration between social and computer scientists undertaking video-based re-
search, and by various EU projects and networks that involve collaboration
between social science teams. Aside from these formal arrangements there are
widespread informal collaborations between video-based researchers, col-
laborations that involve co-present and collaborative data analysis work-
shops, both within the UK and between researchers in the UK and abroad.
Therefore, video-based research often involves distributed teams of
researchers engaged in collaborative analysis of shared data.

Of course, there exists a range of software to support synchronous dis-
tributed collaboration with documents, text, diagrams and other physical or
computational objects which may feature in these research projects.
Groupware for document editing has formed a core thread of CSCW re-
search. Whilst not directly impinging on the use of video, clearly the policies
and procedures introduced by these systems have a direct impact on under-
standing how remote groups might come together to work with articles and
artefacts of interest. So, for example, Sun et al. (1998) discuss how consis-
tency in world view of all participants might be maintained in the face of
network delays and architectures which preclude truly synchronous work.
Equally, Gutwin and Greenberg (1998) demonstrate the trade-off between a
user’s need to perform activities and their need to understand the activities of
remote others. Such research highlights the importance of understanding
difficulties associated with sharing data under the auspices of sharing inter-
action.

More recently, there has emerged a developing body of work on digital
photography and the sharing of images over computer networks. So, for
example, researchers are beginning to tease apart categories of the social use
of digital images (Frohlich et al., 2002; Grinter, 2005; Kindberg et al., 2005),
and draw on these uses to propose new ways of sharing and comparing
images (Van House et al., 2005). Whilst systems to support the sharing of
images between members of the public are developing, system support for
real-time video sharing is less prominent. However, the increasing emphasis
on video-based studies in the social and cognitive sciences has not gone
unnoticed by software developers, and has led to a range of commercial
products and prototype research technologies to support the work of video
analysts. These tools primarily include enhanced forms of software designed
to support general qualitative data analysis in the social sciences (e.g. Atlas-
ti, Nvivo) or software specifically dedicated to the analysis of video in the
social sciences (e.g. Observer, CIAO, DIVER, CEVA). However, the wide-
spread use of text data in the social sciences means that many systems treat
video as an add-on to software primarily concerned with textual materials, so
that the analysis of the video itself is rather cumbersome. Some software,
however, more closely attempts to support the distributed collaborative
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analysis of video data by qualitative researchers. Our initial review of these
programs highlights two particular areas for development.

o Concealing Collaboration. Some programs, such as Transana (Fassnacht
and Woods, 2005), allow multi-user video data sharing at a database
level. The software treats collaboration as an additional feature, being
designed primarily for lone researchers working in isolation, rather than
supporting the specific work of groups of distributed researchers or
collaboratories. Any support for collaboration provided tends to be
rather rudimentary — for example, by providing opportunities to attach
notes to sequences or images from the video, or email comments. Fur-
thermore, some prominent approaches to video-based research prioritise
data sessions as a way of working, emphasising the value of real-time
discussion and analysis of data. Therefore asynchronous support for
collaborative work is insufficient, further tools to facilitate synchronous
collaboration would be beneficial.

o Meeting Facilitation. A clear approach to the development of distributed
systems has been to design for meetings as primarily about face-to-face
talk — the visual channels are simply to provide ‘back channel’ infor-
mation. Programs like Access Grid (Childers et al., 2000), and the more
sophisticated work in the Memetic project (Buckingham Shum et al.,
2006) carry forward this approach. However, the kinds of research
meetings of concern here, namely data analysis sessions, demand that
participants can all see and discuss video sources materials. They also
involve other forms of mixed media, including transcripts, images and
drawings. Existing e-Research tools to support meetings provide clumsy
support for people to share, discuss and gesture over and around video
data and associated materials, an issue that we will return to later. This
encourages consideration of how real-time data control mechanisms
relate to analytic purpose and practice. Given these constraints, we
found no current dedicated tools that can adequately help remote groups
of social scientists discuss and collaborate over shared video data in real-
time. This encourages us to suggest that e-Social Science needs to con-
sider traditional CSCW topics like distributed interaction. That said
supporting real-time, distributed analysis of video materials brings new
issues and challenges to the classic interests of CSCW in mediated col-
laboration. Furthermore, workplace studies may be in a position to offer
shape to the kinds of research technologies that would fit with existing
scientific and social scientific practice. However, despite a surplus of
social science literature discussing method and methodology, there is
very little work describing the everyday practices of doing research in the
social sciences — especially geographically distributed research — which
developers might draw upon. Therefore, to begin, we investigated how
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analysts currently use video data in order to inform our design and
development work.

3. Method

In order to explore current ways in which video analysts collaborate over and
around video materials, we have conducted a series of qualitative interviews
with expert video analysts from a range of disciplines. The interviews took
place over a seven-month period and, in total, we have interviewed 27 indi-
viduals working in seven different countries. The interviews lasted between
one hour and one and a half hours each. They were audio recorded and
subsequently transcribed in full. The interviewees were selected as leading
exponents of various forms of video analysis drawn from the fields of soci-
ology, linguistics, anthropology, psychology and organisational studies. In
addition, we interviewed a small number of video analysts working in
occupations outside of the social sciences in order to draw on their practices
and experiences — these included ergonomists, film editors, communications
experts and performance analysts. The interviews were organised so that
participants were encouraged to tell a story of their data from the point of its
collection, through the process of lone and group analysis, to its inclusion in
papers and presentations. They were designed to gather information about
the entire data process so that the full scope of activities and requirements of
the analysts might be reflected in the study.

However, for the purposes of this paper we focus on one aspect of data
sharing and collaboration around video data and present ways of supporting
such data sharing amongst remote research groups. We focus exclusively on
support for real-time analysis of video materials, in what are commonly
called ‘data sessions’. Data sessions are essentially collaborative video anal-
ysis sessions and are common features of everyday practice and training
especially within the fields of ethnomethodology and conversation analysis.
They do vary in form as we will discuss and are used to support different
kinds of activities, from identifying themes deserving further analysis, refin-
ing transcriptions, focusing on analysis for a paper or more generally for
developing the analytic skills of students and young researchers. Whilst there
are various technological developments aimed at supporting the work of
individual analysts and some concerned with asynchronous support for data
sharing, there are no strong solutions to the problems of managing remote
and synchronous analysis of video materials. To augment our interview
materials concerning the organization of data sessions, we also undertook
participant observation in a number of data sessions.

Building on from these studies, we are engaged in a software development
programme to support the distributed analysis of video over computer net-
works. The MiMeG system has been written in Java, and makes use of the
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Java Media Framework (Sun Microsystems, 1999). Given the possibility of a
group using the system, we have designed the interface to the software to
work on both desktop PCs and projected interfaces. The software provides
synchronisation of multiple media streams, each of which is rendered by a
particular software component supporting a common temporal navigation
interface. Effectively, we want to support a range of data, multiple video
streams (perhaps collected within the same time frame), associated materials,
text transcripts, visual annotations and so on to be presented coherently as
they become relevant to the sequence of events. Our development and use of
software has been a useful method of both testing our designs and allowing
us to reflect on the different interactional properties of conducting analysis
across remote sites.

The following sections introduce our requirements gathering programme
and illustrate how specific designs take these requirements into account.
These investigations describe existing data analysis and data sharing practices
as well as considering designs and limitations of tools that might support
such practices for distributed analyses. There are three key issues arising
through our studies that have informed the design of these tools. These issues
include the work of Preparation for data sessions, through ethics approval,
trust and collating associated materials; Control of data at run time and
management of the application; and Annotation configurations and tech-
niques that organise shared perspectives on, indeed help to constitute,
emerging analytic phenomena.

3.1. PREPARATION WORK

Working together on the analysis of data cannot begin until all the interested
parties have access to all the materials necessary. In this section, we outline
the shareability and variety of materials which video analysis currently relies
upon, and describe ways in which our system is designed to support prepa-
ration work, the beginning of the process of research.

Video can be highly sensitive data with consents and approvals governing
its use and distribution. Ethical issues affect video analysts to differing de-
grees, dependent largely on the nature of their recordings. For example, those
carrying out lab-based experimental research expressed fewer ethical con-
cerns than those recording naturally occurring data. However, the issue is
universally viewed as important. The existing ethical and legal frameworks
regarding the collection and presentation of video are perceived as unclear,
especially regarding video-based research. However, as one participant of-
fered:

‘I’'m unhappy with a lot of the legalisms. I think it’s more my own sense of
having a responsibility to the [participants]’. (Interviewee #2)
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This statement expresses the sentiment of many interviewees. Indeed, such
responsibility extends concerns around sharing video data to the possibility
that other researchers might be able to form different conclusions without
interaction with the participants and first-hand experience of the setting. For
these reasons, researchers are keen not to release control over the data.

These concerns have raised acute difficulties for the development of shared
databases containing raw video data. The major reasons are outlined in the
following interview comments:

‘Some data is really sensitive and you just don’t want to give it away...it
will lead you to define different access, different databases, and security
barriers with a strong difference between data that can be shared and used
and data that has to remain confidential.” (Interviewee #1)

‘It’s not just about managing who’s got the data, but what they will do
with it. My worst nightmare is that I get a call from a school or parent
saying “I saw my little Johnny was on the telly about your project and 1

29 9

didn’t give permission for it”.” (Interviewee #16)

Quite aside from ethics, more personal concerns with allowing others to
access your data were discussed.

‘I might say the biggest issue I think on collaborative data is the question
of whether you trust other people so that you can be open to them with
your ideas and getting credit for your hard work and that’s a big issue.’
(Interviewee #2)

The least ethically demanding situation in which public access to data might
be allowed was via the data session, or a similar forum, in which a discussion
of data is possible whilst the raw data do not leave the control of the owner.
The crucial aspect expressed here was that control was retained and discus-
sion could be moderated by the owner of the data.

Researchers possess a range of existing strategies for controlling who views
and can copy material. In addition to data sharing in data sessions, many of
our respondents were engaged in work with colleagues at institutional, na-
tional and international levels. They are uncomfortable with making video
available in ways that could risk the security of those materials. Thus, they
tend to post hard copies of data to one another (either on DVD or tape). This
can involve significant amounts of copy time if the raw data is to be copied.
Therefore a standard ‘workaround’ is to simply send ‘collection tapes’ (fea-
turing significant clips of data), but this has the effect of narrowing potential
analytic foci. Nonetheless, these data distribution routes are trusted and
used, whereas electronic transmission is generally avoided by our intervie-
wees. In order to discuss materials colleagues would either communicate via
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email or through preliminary drafts of papers or by arranging face-to-face
meetings for data sessions, which are necessarily less common in interna-
tional (or even national) collaborations.

To address these complex practical, personal and ethical demands, it might
be possible to implement equally complex access control, encryption and
security methods to preserve data over a network. Aside from the technical
difficulties in achieving completely secure networking, and the time taken to
work through and adopt additional security mechanisms at each site, the
primary problems with this approach are (a) it takes the control of data
security out of the hands of the researcher and puts it into the hands of the
developer, who has no direct vested interest in keeping particular items of
data safe; and (b) researchers would no longer be able to articulate the details
of security mechanisms to stakeholders, including writing consent forms,
applying to ethics committees and, most importantly, working with those
being recorded.

As a result, our design for the MiMeG system assumes that each user has a
local copy of the digital video corpus for that data session on their machine,
which is distributed via the existing external trusted channels already em-
ployed by the community, rather than over the computer network. Time
indices into the data are instead transmitted over the network, which indicate
at what point the application should currently display that video. The decision
to rely on existing channels of data distribution means that we can rely on
existing ethical, legal and research practice to form part of distributed data
sessions, and on researchers to decide when, how and where video data is
distributed based on their detailed knowledge of the consents and agreements
associated with particular items of data. Effectively, it means that our system is
as secure for video data as the use of the same machines without our system.

Our approach also circumvents a major issue with the real-time trans-
mission of video. High-resolution video transmission would significantly
increase the bandwidth requirements of the infrastructure. Even with con-
tinuous high-quality networking between all sites, it is likely that delivery of
the video data would be unpredictable at best. Such latencies would affect the
causality and/or quality of video playback, and would most likely vary these
between multiple sites. Such problems would disrupt the temporal order and
interactional significance of events and, more importantly, references to those
events conveyed between sites through talk and action (Ruhleder and Jordan,
2001; Gutwin et al., 2004).

Whilst we have suggested that data sessions bring together researchers to
analyse video data, analytic work also involves the juxtaposition and dis-
cussion of a variety of associated data and materials. For example partici-
pants will routinely draw on documents produced to chart, map or transcribe
action unfolding on the video. The most common of these is some sort of
transcript of the talk by participants featured on-screen. Depending on the
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type of research this can range from ‘soundbites’ through to detailed phonetic
transcripts. There may also be: ‘indigenous materials’ relevant to the analysis,
such as documents taken from the scene — log books, record cards, computer
print-outs — or physical artefacts such as instruments or tools; photographs
of elements of the scene — e.g. signs, whiteboards, technologies; documentary
materials that relate to the setting, such as pages from manuals or textbooks
that describe standard procedures or rules for settings such as this one; or
sketches or diagrams produced during the data session to clarify the standard
ecology of the setting or the character of the tools and technologies in use.
Finally, participants often have to hand multiple camera viewpoints. So two,
three, four or even five recordings of a scene may have been taken and
provide different angles and perspectives with which to piece together ade-
quate descriptions of the action.

The range of additional materials at hand will depend upon the research
domain and the analytic interests of the researchers. However, there can be
quite an assembly of items that will be shown and discussed at different
points within the data session. Indeed researchers sometimes even leave the
session to collect these additional forms of data if they become relevant to
emerging analytic discussions. It should be noted that whilst these materials
are physically distributed in different ways in the setting, some (such as the
core materials) are presented on shared displays; others, such as copies of
verbal transcripts, are often given to all those attending the session; and
others still, such as documents or artefacts from the research domain, are
passed around at particularly relevant moments.

Clearly it will be problematic to distribute physical artefacts over a net-
work. For digital or digitised materials, we have provided for the association
and juxtaposition of materials by creating an extensible architecture to allow
the simultaneous viewing of different media types, based on Mime types.
Viewers can be created for any data type (the application currently supports
video, images, text and some log data types) and, using a multi-window
interface, each viewer can be juxtaposed, sequenced and replayed alongside
others. Additionally, instances of data types may be arbitrarily synchronised
with each other. The researcher defines a point of intersection between media
streams (such as two videos with overlapping timeframes) and the application
generates the necessary timeline.

The video viewer renders video data of various formats, allowing the
analyst to control the video stream via a set of simple VCR-like controls and
time-slider provided by the control window. The text viewer component
renders text, typically containing transcriptions, and allows on-screen editing.
As with all viewers text can be synchronised with video, allowing entries to be
added at a particular point in time. Our text-based viewer serves as a public
transcript display, and while it does not impose a transcription alphabet it
provides for the time-stamping of (descriptions of) events. Selecting these



REMOTE COLLABORATION OVER VIDEO DATA 267

descriptions or transcriptions will move the timeline to that point, and
therefore move the video data to that moment. We have also provided an
Axis Web service connected to a relational database over the Web to store
and retrieve transcripts across different data sessions. As transcripts change
and evolve, so we provide the ability to merge multiple transcripts over time
and to build up a time-stamped transcript set of analytic work over multiple
data sessions.

3.2. MATTERS OF CONTROL

Co-present analysis of video requires a researcher to shuttle around the
dataset; usually the researcher who has primary responsibility for that data,
although control can be passed over to others for a variety of specific reasons.
In this section, we look at who controls data in a data session, how control is
managed, when control is transferred and how control events are requested.
During a data session, the nature of the equipment used normally demands
that one participant takes control of the video playback for the duration of
the session. Most frequently, control of the video falls to the owner or
deliverer of the data; that is, the person who brings the data to the session.
This individual’s first hand experience of the data — and most likely the
research setting — is seen as most relevant. They will be responding to most
questions about the data, so they also control the video. On occasion, control
of the video switches to others. However, this is relatively rare and often
relates to emerging problems in communicating which elements to view:

‘When I get domineering and there’s something that I really want to see, [
can control it’ (Interviewee #2)

Controlling the video and requesting parts of the video to be seen again are
not without their problems:

‘I [find] it frustrating that I am the one who controls the data and who
decides exactly when to go back and how far. And that can suit or not suit
the other participants.” (Interviewee #1)

In particular, the ability to locate the right moment on a video becomes a
problem shared by all participants. Rather than requiring a solution, how-
ever, some argue that this problem holds many advantages for data session
practitioners. As one research participant suggested:

‘I feel that there is an advantage in having to ask somebody to do it for
you, because you then have to account for why you want to skip to that
part of the tape...I expect it makes things more explicit, justified, and might
even help the analysis process if you have to explain why you’re about to
move the talk on to something else.” (Interviewee #16)
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So, whilst there are difficulties associated with describing moments on a tape,
this practice can encourage participants to justify their reasoning and their
developing analytic interests and concerns. Having one system, with one
controller, also means that the conversation is organised with regard to a
single individual encouraging a single strand of discussions rather than
multiple segmented conversations.

In order to manage control within our software, we needed to provide
some scalable event-passing communication between applications. We wan-
ted the networking to be robust for people to join and leave data sessions, but
also to give maximum data throughput between clients to minimise the
variation latency between different machines. Our real-time application
events are enabled by Equip, event-based middleware designed to support
distributed interactive systems through the sharing of data among distributed
heterogeneous applications (Greenhalgh, 2002). In contrast to a traditional
synchronous point-to-point style of communication as in a client/server
model, all communication in Equip is performed via publishing and sub-
scribing to event notifications in a conceptual network ‘data space’. In effect,
this means that our software is optimised to transmit control data in syn-
chronous groupware-like latencies (minimising the latency issues mentioned
above), but is also able to allow sites to arbitrarily join and leave online data
sessions without disrupting data flows between the other participant sites.

Using this infrastructure, we wanted to reinforce the notion that typically
data is brought to a data session provided and controlled by a particular
researcher. MiMeG is therefore structured in a single Master, multiple dis-
tributed Slave configuration (Figure 1), with control of the video stream
resting with the Master application, who then leads the analysis session.
Reflecting the fact that another researcher may want to request control or
control events, any Slave site can be selected from the Master application to
take control of the video. The use of voice over IP provides opportunities for
remote participants to talk to one another, negotiate issues of control and the
like.

Control events are one of two major categories of events communicated
between Master and Slave applications, shown in Figure 2 (the second cat-
egory is annotation events which are discussed in the next section). Control
events represent instructions published by the Master application, and sub-
scribed to by Slaves in order to enforce play, pause, rewind and so on across
all applications.

Testing shows that control events are typically of a low frequency and
incur negligible communication overhead. Using this approach, we have
retained the individual’s control over the data in a single Master multiple
Slave configuration. Initially the Master application has control over the
data, and others can request events, retaining the use of articulation found in
co-present analysis. We have also preserved the potential for passing control
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Figure 1. Master and slave interfaces to the MiMeG system.

by enabling the Master to transfer controls to other sites, although the
Master still remains in control of the control.

3.3. ANNOTATION AND PERSPECTIVE

Annotations are the other form of event distributed in MiMeG between
Master and Slave applications (also shown in Figure 2 above). Within the e-
Science community the term ‘annotation’ has become synonymous with
‘metadata’, with the arduous creation of textual descriptive notes to ease the
automated processing of the data they describe. However, work by Goodwin
(1994) considers the ways in which annotation is a key feature of everyday
occupational practice. He describes the various practices that underpin the
development of ‘professional vision’ for practitioners, practices that involve
the use of coding schemes, highlighting practices and graphical representa-
tions for example. Whilst he focuses on these practices in the work of
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Figure 2. Communicated events in a typical MiMeG data session.

archaeology and courtroom interrogation, he also notes how they are equally
evident in work of social science. We start this section by broadly considering
practices of reference and highlighting in data sessions and move on to how
this understanding has informed our use of annotation in MiMeG.

One of the major concerns within data sessions is to organize a shared
seeing or shared perspective on features of the video materials, such that
emerging phenomena can be identified and discussed. The phenomena of
interest might relate to the subtle interplay of talk and the body, maybe the
shape of a gesture during a turn at talk or the glance of one individual during
the utterance of another. Thus the phenomena of interest can be fleeting and
slight, placing significant interactional demands on the data session partici-
pants to highlight them for others. This can lead to difficulties even in
identifying where to start and stop the video so as to best reveal phenomena.

Also participants use various forms of embodied conduct to reference
features on screen. The challenge is greater than two people discussing a
document for example, as there are multiple recipients in the room, the
referrer is often some distance from the screen (although in cases of extreme
difficulty participants will often step up to the screen) and the video is dy-
namic — it is not simply static image — so features of interest are often on-
screen for only a moment or two.

There are a number of broad practices for revealing phenomena in the
video data. The most common resource of this type is clearly pointing out a
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feature on-screen as it appears on-screen. For example, one interviewee ex-
plained how they introduced data by starting with a still image around which
they would provide some background information about the nature of the
scene displayed on screen:

‘If it’s my data, I'll usually give some kind of overview so that everybody
else knows the same thing. So, you know “This is a family, this is a kid of
eight, they’ve just been to the gym...”That’s relevant to this piece, to give
that kind of ethnographic background’. (Interviewee #10)

They would point to different people in the image and in many images would
demarcate regions of the scene or artefacts in the scene to familiarise others
with the context for the video recording. Pointing at features on screen is not
tied to the start of sessions, but occurs to support various activities.

This is most readily available to participants when a relevant static image is
on display. Matters of reference are considerably more complicated when the
phenomena are not available in a static image but rather in a dynamic series
of images. Therefore participants routinely coordinate referential activities
through requests to the video controller to rewind and play and stop at just
the moments most appropriate to illustrate an analytic point. This can be a
cumbersome practice, but as mentioned earlier can also refine an analytic
issue through discussion.

Transcripts can provide an important resource to encourage others to find
relevant moments in the action. By drawing attention to particular parts of a
textual transcript, participants can encourage others to notice action that
occurs around the words or utterances that feature at those moments in the
transcript. Such work can be crucial in reaching a shared perspective and
transcripts often form the basis for coordination of perspectives in the data
session.

Another way in which participants may try to convey a phenomenon is
through mimicking a gesture or movement that features on screen. These
mimicking gestures are in many ways not concerned with providing ‘exact
copies’ of on-screen conduct, but rather are designing to render both the
relevant action visible and the analytic point that is being made about that
action. Thus they tend to exaggerate or transform the on-screen conduct.
These gestures may be later used again to make a further point about that
action.

These various embodied practices of revealing phenomena are critical as
participants progressively highlight conduct of interest and then develop
preliminary characterisations of its organisation. Therefore rather than
treating annotation as an activity to be performed for purposes of managing
data and metadata, they are treated as critical for supporting communicative
practice. Video data in particular requires a more subtle interpretation of
real-time annotation than can be predetermined and structured, for example
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through the use of an ontology of existing practice. There are, however a
number of ways of supporting annotation. For example, systems such as
Vannotea (Schroeter et al., 2003) allow annotations to be shared in real time
whereby regions of interest within the video can be highlighted using pre-
determined shapes and media associated with those regions. The means of
annotation is not sufficiently flexible to convey a trajectory of production.
More interactional detail is required to provide a real-time communicative
resource to help participants to convey their emerging analytic perspectives.
Such difficulties have led us to closely consider ways in which annotations can
be designed to be flexibly constructed and co-constructed in interaction.

To this end, annotation data are represented in our software as a set of
individual points making up each freely drawn line. These represent freeform
annotations made over a video stream by any of the distributed users, who
can all publish and subscribe to annotation events. Communication of these
freeform annotations is via individual event notifications per pixel drawn. We
anticipated the network load of per-pixel events to be significant, so also
created an option for packaged per-stroke transmission. We anticipate here a
balance between the ability to perceive the production of a stroke at remote
sites and the latency in perceiving that stroke at all, whilst losing the ability to
understand and use the way in which strokes are produced in order to em-
body perspective.

There are also some general issues about the spatial organisation of a data
session. As can be seen in Figure 3, participants often form a horseshoe
shape around a television or a projection image. Clearly the geographical
distribution of participants in remote data sessions will transform this
assembly. Indeed we have produced software that works over different
configurations, both public projected displays and privately used desktop

Figure 3. An example data session — the participants assemble around a television,
with one attempting to illustrate a point at a distance.
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systems. An individual could participate in a data session, using a mouse,
headphones and a microphone. However, given many data sessions involve
two or more groups of researchers, we have primarily experimented with
projecting the interface to provide for multiple analysts at each site. The
projected interface incorporates a low-cost ultrasonic pen based input system
(Virtual Ink, 2005), which uses a combination of infrared light and ultra-
sound emitted by a handheld pen to determine the pen’s position relative to a
stationary receiver. MiMeG interprets events representing a pen’s position as
mouse events, allowing an analyst to control the projected display, and also
to make freeform scribbling annotations over a video window with the pen,
as illustrated in Figure 4.

There are interesting challenges in storing and retrieving these freeform
annotations which — contrary to traditional synchronous/asynchronous cat-
egories — are important for using in subsequent sessions to recall to points or
processes that were previously achieved with the data. We have implemented
an axis webservice to store and retrieve annotations in relational database.
The storage of flexible annotations to identifiable and retrievable categories is

Mimio receiver Mimio pen Image projected to screen

Boundary microphone Speaker

Figure 4. MiMeG projected display, showing Mimio receiver placement.
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another area in which previous work in the CSCW field might be brought to
bear (e.g. Dourish et al., 1999), given that the fewer predetermined metadata
the annotation has, the greater the challenges in identifying memorable
categories against which they might be stored. Thus far our interface stores
scribbles according to the log-in used, project identified at start-up, video
data file annotated and time/date. This provides some means to browse for
previous annotations according to occasion as well as project or owner, for
example by retrieving the annotations of the previous data session as a means
to remind the researchers of the process by which they reached previous
interim conclusions. However, such benefits need to be balanced against the
potential difficulties that researchers may encounter accessing additional
ports through institutional firewalls.

4. Early experiences with MiMeG

Over the past year, we have conducted a number of trials with the MiMeG
software between project partners at sites within the UK. Whilst data col-
lected from the use of the system will be the subject of longer-term scrutiny,
here we reflect on issues which arise from our initial use of the system be-
tween Bristol, London and Nottingham.

Technically, we have achieved a reasonably low-cost set-up which func-
tions well across multiple sites. Our trials suggest that annotation data can be
transmitted in per-pixel mode with literally imperceptible latency over a
100 Mbit/s national-scale network. The result is that simultaneous and vir-
tually instantaneous Voice over IP conversation and per-pixel production of
a stroke gesture are possible in conjunction. So, for example, the circling of a
feature of interest over the video data can be sensibly juxtaposed with a
reference in talk to that visual feature. This is partly due to avoiding
streaming of video data in real-time, and indicates this is a sensible and
simple approach in the first instance.

We have encountered well-understood problems of networking systems
and software. For example, we have had to contend with differing use of
firewalls and networking security in place at our respective sites. Here,
however, we note particular issues that relate to our studies of co-located
data session practice: our use of display technologies, and our ability to
convey analytic perspective.

The use of projected interfaces has highlighted the importance of the dis-
play to a group in sharing perspectives on data. We have initially used front-
projection screens to conduct data sessions. The shadows cast on the screen
obscure the area of the application being used, generating difficulties for the
researcher attempting to use the system and the co-located analysts
attempting to view the screen. In addition, the use of a shared projection
means that researchers have to physically approach the screen to convey their
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perspective on the data. Using MiMeG, the screen is a locus for both site-to-
site communication and for analytic data. Annotating the screen significantly
increases the researchers’ physical activity be enforcing contact with and
movement around the display. Data sessions therefore involve high levels of
activity, swapping marker pens and changing places. We anticipate a number
of possible configurations to address this issue.

Firstly, we might move towards flat surface use, such as table-top displays
that may reduce levels of physical activity whilst increasing the potential for
multi-participant access to the application. Secondly, we might consider
annotation methods which do not require direct access to the screen, through
individual analysts’ use of devices which can be used to interact with the
application. For example, we might provide a tablet PC with private/public
regions for interface activity, or we might consider the use of physical arte-
facts such as paper-based transcripts which also provide access to digital
scribbles (e.g. the Anoto pen system). However, there are two further issues
relating to ways of indicating features during video playback that are
noticeable with the use of freeform annotations.

Firstly, the use of strokes over video data alters significantly when anno-
tating a paused frame versus annotating at playback. The annotation of a
single frame allows relatively straightforward reference to features of interest.
However, during this process, participants tend to forget that the annotations
they are producing have a variable persistence value which will result in those
strokes continuing over subsequent frames. On playback, this persistence
becomes noticeable, and as the frames change, the annotation loses its rele-
vance whilst maintaining its presence. We might automatically reduce pause-
frame annotations to very low persistence levels, but then those strokes
would be barely visible during real-time playback of the sequence. Further-
more, annotation during playback introduces its own set of problems. Whilst
persistence levels are more naturally configurable, the production of the
strokes themselves is not, given each stroke has a particular start time and
lifetime. For example, drawing an arrow to point at some feature results in
two strokes being used — one for the line and one for the arrowhead. The line
of the stroke will typically be produced first, and therefore disappear first
before the arrow head. We might address such issues by introducing par-
ticular shapes such as arrows as defined annotation options, but at the cost of
both increasing interface complexity, and potentially reducing freeform
flexibility.

Secondly, we have noticed the difficulty of adequately preparing remote
sites that someone is about to produce an annotation. Despite the use of real-
time per-pixel strokes, there are aspects of annotating data for others which
are lost by only transmitting screen-contact gesture and audio. Particularly,
whilst co-located researchers are able to see the analyst prepare to produce a
stroke in front of the screen, researchers at remote sites are only aware of the
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stroke at the time it is being produced. It turns out that understanding the
ways in which the display is approached, the trajectory of the gesture, is
crucial to the organisation of perspective. As with many CSCW applications,
audio becomes fall-back channel on which researchers begin to rely for the
preparation of a stroke. To alleviate such problems, we plan to start con-
veying some notion of where the annotating devices are with respect to the
display, perhaps through tracking of the annotating pens’ positions around
the intervening space and appropriate visualisation at remote sites. Finally,
and perhaps most importantly, the use of on-screen annotation precludes
much of the imitation and exaggeration of behaviour within data that we
identify in co-located data sessions. It is highly problematic to convey the
very character of how data is seen by an analyst, for example the way in
which a head is moved or a gesture is produced, without the ability to directly
embody that character rather than translate it into strokes. Our future work,
therefore, will start to investigate ways in which we might also configure
sensors to capture the movement of participants and relate those movements
to sequences within the video data.

5. Conclusions and future work

Following previous work on coherently sharing artefacts over distributed
systems (e.g. Hindmarsh et al., 2000; Luff et al., 2003; Kirk et al., 2005), we
have found that corresponding issues exist in distributed analysis. We take
the difficulties described in initial trials with annotating data to be a result of
prioritising data transmission over the relationship between the analysts’
bodily conduct and the data. This step was taken to circumnavigate the
known problems with using only video as a medium of communication when
working with objects (e.g. Gaver et al., 1993), and to shift the attention to
video as a focus for collaboration.

However, our brief presents somewhat different challenges than supporting
individual to individual work with objects. Because groups of researchers will
typically be co-located as well as distributed, such attempts to represent
remote participants will need to be sensitive to the production of artefact-
centred analytic behaviour within the context of both local and remote
groups. Additionally, the data artefacts in question have temporal as well as
spatial properties, and therefore references can be to the development of a
sequence rather than simply a single feature. Such complexities will provide
distinctive challenges for supporting remote collaboration over data.

Importantly, we have started to investigate the relationships between real-
time research support and collaborative work with data. The few frequently
used e-Research systems which provide real-time group-to-group work such
as the Access Grid (Childers et al., 2000) are targeted at meeting support.
Although such systems may also provide distributed visualizations or
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presentations, there is little design consideration of the ways in which par-
ticipants might come together to analyse these representations together.
Real-time collaborative research on unknown problems and answers is an
order of magnitude more complex a situation in which to achieve interac-
tional coherence between sites.

Whilst our work in this area is exploratory, the overwhelming finding from
this process has been that maintaining coherent access to researchers per-
spectives’ on artefacts and data is absolutely critical to analytic interaction.
Where we have seen troubles in analysis, they have not simply derived from
commonly held beliefs about the ability of social scientists to operate tech-
nologies. Although there are clearly training issues (as with all groups), many
social scientists, particularly those within CSCW, have studied difficulties
with operating technologies in depth and well understand their way around
software use. Rather, analytic troubles stem from difficulties with designing
systems that adequately provide the opportunity to establish mutual access to
the technologies, both physical and digital, that provide the loci of analytic
discussion. These issues bear strongly upon concerns within CSCW on the
design of technologies to support real-time remote collaboration, and it is our
conclusion that the challenge of distributed research rests more in supporting
coherent mutual configuration than it lies in difficulties of recruiting social
scientists into technical enterprises.
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