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Abstract The techniques for making decisions, that is, branching, play a central
role in complete methods for solving structured instances of constraint satisfaction
problems (CSPs). In this work we consider branching heuristics in the context
of propositional satisfiability (SAT), where CSPs are expressed as propositional
formulas. In practice, there are cases when SAT solvers based on the Davis-Putnam-
Logemann-Loveland procedure (DPLL) benefit from limiting the set of variables the
solver is allowed to branch on to so called input variables which provide a strong unit
propagation backdoor set to any SAT instance. Theoretically, however, restricting
branching to input variables implies a super-polynomial increase in the length of
the optimal proofs for DPLL (without clause learning), and thus input-restricted
DPLL cannot polynomially simulate DPLL. In this paper we settle the case of DPLL
with clause learning. Surprisingly, even with unlimited restarts, input-restricted
clause learning DPLL cannot simulate DPLL (even without clause learning). The
opposite also holds, and hence DPLL and input-restricted clause learning DPLL are
polynomially incomparable. Additionally, we analyze the effect of input-restricted
branching on clause learning solvers in practice with various structured real-world
benchmarks.
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1 Introduction

Modern complete satisfiability (SAT) solvers (such as [18, 22, 39, 40] among others)
provide an efficient way of solving various real-world problems as propositional sat-
isfiability. Typical SAT solvers aimed at solving such structured problems are based
on the conjunctive normal form (CNF) level Davis-Putnam-Logemann-Loveland
procedure (DPLL) [16, 17] and incorporate techniques such as intelligent branching
heuristics, randomization and restarts [23], and clause learning [39] for boosting
search efficiency.

Branching heuristics, that is, deciding on which variable to next set a value during
search, play an important role in the efficiency of complete SAT methods aimed at
solving typically very large real-world problem instances. Intuitively, the inherent
structure of the problem domain is reflected in individual variables in the SAT
encoding, and making decisions on structurally irrelevant variables may have an
exponential effect on the running times of SAT solvers.

In SAT-based approaches to structured problems such as bounded model check-
ing [10] and automated planning [33], the CNF encoding is often derived from a
transition relation, where the behavior of the underlying system is dependent on the
input—initial state, nondeterministic choices due to external control, et cetera—of
the system. Empirical case studies [14, 19, 20, 45] have shown that, in some cases,
SAT solvers benefit from restricting the variables the solver is allowed to branch
on to so called input (or independent) variables, corresponding to the input of the
underlying system. By noticing that the system behavior is determined by its input, it
is in fact the case that all variables in the SAT encoding of the system can be assigned
through unit propagation once all input variables have been assigned values. In other
words, the set of input variables is a strong unit propagation backdoor set [51]—
although possibly not of minimum cardinality. Hence DPLL remains complete even
if branching is restricted to the set of input variables alone. Intuitively, this drops the
raw search space size from 2N to 2I with I � N , where I and N are the number of
input variables and all variables in the CNF encoding, respectively.

From another point of view to the effects of different techniques for branching,
one can investigate the best-case performance of SAT algorithms through proof
complexity [13], by studying the relative power of their underlying inference systems
(or proof systems) in terms of the shortest existing proofs in the systems. For two
proof systems, S and S′, we say that S′ (polynomially) simulates S if, for all infinite
families {Fn} of unsatisfiable CNF formulas, there is a polynomial that bounds for all
Fn the length of the shortest proofs in S′ w.r.t. the length of the shortest proofs in S. If
S′ simulates S and vice versa, then S and S′ are polynomially equivalent. If S′ cannot
simulate S and vice versa, then S and S′ are incomparable. From the practical point
of view, if S′ cannot simulate S, we know that any implementation of S′ can suffer
a notable decrease in efficiency compared to implementations of S. For example,
through a formal characterization of DPLL with clause learning, called CL, Beame
et al. [9] show that CL can provide superpolynomially shorter proofs than DPLL, and
thus DPLL cannot simulate CL.
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Considering restricting branching in DPLL algorithms to input variables, a natural
question to ask is whether the power of the underlying inference systems of DPLL-
based solvers is affected by the input-restriction. For DPLL without clause learning,
this question is answered in [29]: input-restricted DPLL cannot simulate DPLL.

In this paper we settle the case of input-restricted CL: it turns out that input-
restricted CL cannot simulate CL. This implies that all implementations of clause
learning DPLL, even with optimal heuristics, have the potential of suffering a notable
efficiency decrease if branching is restricted to input variables. In fact, we show
that even with unlimited restarts and the ability to create conflicts at will, input-
restricted CL cannot even simulate the basic DPLL without clause learning. This is
surprising, since the unrestricted version of this variant of CL can efficiently simulate
(general) Resolution [9], being thus very powerful compared to DPLL. Additionally,
we evaluate the effect of input-restricted branching on clause learning with various
structured real-world benchmarks, with possible explanations for the reasons why
input-restricted branching can in fact hinder the efficiency of typical clause learning
solvers.

As preliminaries, in Section 2 we define Boolean circuits, which we use for repre-
senting general propositional formulas, and discuss their relation to CNF formulas.
We then review the Resolution proof system and characterizations of DPLL and CL,
and discuss known results concerning their relative efficiency (Section 3). Section 4
concentrates on the tight correspondence between a constrained Boolean circuit
and its CNF translation from the viewpoint of DPLL and clause learning, which
is of value in presenting the theoretical results of this work. The main theoretical
and experimental contributions of this paper are presented in Sections 5 and 6,
respectively.

2 Propositional satisfiability and constrained Boolean circuits

In this section we review basic concepts related to propositional satisfiability and
define constrained Boolean circuits which we use as the representation form for
structured formulas. We also discuss the relationship between constrained Boolean
circuits and clausal propositional (CNF) formulas, and present the translation from
constrained Boolean circuits to CNF which is applied in this work.

2.1 Propositional satisfiability

Given a Boolean variable x, there are two literals, the positive literal, denoted by
x, and the negative literal, denoted by ¬x, where ¬ is the logical negation (not). As
usual, we identify ¬¬x with x. A clause is a disjunction (∨, or) of distinct literals and a
CNF formula is a conjunction (∧, and) of clauses. When convenient, we view a clause
as a finite set of literals and a CNF formula as a finite set of clauses; e.g. the formula
(a ∨ ¬b) ∧ (¬c) can be written as {{a,¬b}, {¬c}}. The sets of variables appearing
as positive and negative literals in a CNF formula F are denoted by vars+(F) and
vars−(F), respectively, and the set of variables by vars(F); for a clause C, vars+(C),
vars−(C), and vars(C) are defined similarly.

Given a CNF formula F, a (partial) assignment for F is a (partial) function τ :
vars(F) → {t, f}, where t and f stand for true and false, respectively. With a slight
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abuse of notation, if τ(x) = v, then τ(¬x) = ¬v, where ¬t = f and ¬f = t. A clause
is satisfied by τ if it contains at least one literal l such that τ(l) = t. If τ(l) = f for
every literal l in a clause, the clause is falsified by τ . An assignment τ satisfies a CNF
formula it satisfies every clause in the formula. A formula is satisfiable if there is an
assignment that satisfies it, and unsatisfiable otherwise.

2.2 Constrained Boolean circuits

The correspondence between system input of a real-world problem and propositional
variables in a CNF encoding is not evident. However, in SAT-based approaches,
direct CNF encodings of a problem domain are rarely used: the problem at hand is
typically encoded with a general propositional formula φ, which is then translated
into an equi-satisfiable CNF formula by introducing additional variables for the
sub-formulas of φ. Boolean circuits (see e.g. [42]) offer a natural way of presenting
propositional formulas in a compact DAG-like structure with sub-formula sharing,
which helps in lowering the number of additional variables needed. Additionally, the
system input of the original problem is presented by input gates in Boolean circuits.

A Boolean circuit over a finite set G of gates is a set C of equations of form g :=
f (g1, . . . , gn), where g, g1, . . . , gn ∈ G and f : {f, t}n → {f, t} is a Boolean function,
with the additional requirements that (i) each g ∈ G appears at most once as the left
hand side in the equations in C , and (ii) the underlying directed graph

〈
G, E(C ) = {〈g′, g〉 ∈ G × G | g := f (. . . , g′, . . .) ∈ C

}〉

is acyclic. If 〈g′, g〉 ∈ E(C ), then g′ is a child of g and g is a parent of g′. Similarly,
if there is a non-empty path from a gate g′ to a gate g in 〈G, E(C )〉, then g′ is a
descendant of g. If g := f (g1, . . . , gn) is in C , then g is an f -gate (or of type f ),
otherwise it is an input gate. A gate with no parents is an output gate. A (partial)
assignment for C is a (partial) function τ : G → {f, t}. An assignment τ is consistent
with C if τ(g) = f (τ (g1), . . . , τ (gn)) for each g := f (g1, . . . , gn) in C . Note that a
circuit with I input gates has 2I consistent assignments.

A constrained Boolean circuit C τ is a pair 〈C , τ 〉, where C is a Boolean circuit
and τ is a partial assignment for C . With respect to a 〈C , τ 〉, each 〈g, v〉 ∈ τ is a
constraint, and g is constrained to v if 〈g, v〉 ∈ τ . An assignment τ ′ satisfies C τ if (i)
it is consistent with C , and (ii) it respects the constraints in τ , meaning that for each
gate g ∈ G, if τ(g) is defined, then τ ′(g) = τ(g). If some assignment satisfies C τ , then
C τ is satisfiable and otherwise unsatisfiable.

In the following, we will apply the following Boolean functions as gate types.
Notice that this set of is sufficient for representing all Boolean functions, and on
the other hand, enough for describing the constructions applied in this paper in an
intuitive way.

– not(g) evaluates to t if and only if g evaluates to f.
– or(g1, . . . , gn) evaluates to t if and only if at least one of g1, . . . , gn evaluates to t.
– and(g1, . . . , gn) evaluates to t if and only if all g1, . . . , gn evaluate to t.
– xor(g1, g2) evaluates to t if and only if exactly one of g1, g2 evaluates to t.

Example 1 A Boolean circuit C τ and its graphical representation are shown in
Fig. 1. The circuit models a full-adder with the constraint that the carry-out bit
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Fig. 1 A constrained Boolean
circuit C τ and its graphical
representation

c1 is t. A satisfying truth assignment for the circuit is τ ′ = {〈c1, t〉, 〈t1, t〉, 〈o0, f〉, 〈t2, f〉,
〈t3, t〉, 〈a0, t〉, 〈b 0, f〉, 〈c0, t〉}.

For notational convenience, when well-defined, the join of two constrained cir-
cuits, A τ = 〈A , τ 〉 and Bθ = 〈B, θ〉, is A τ ∪ Bθ = 〈A ∪ B, τ ∪ θ〉. When applying
the join, we will always make sure that the result is a well-defined constrained
Boolean circuit. This means that the requirements (i) on unique definition and (ii)
on acyclicity above are met, and that τ ∪ θ is a (possibly partial) function.

2.3 Translating Boolean circuits to CNF

In order to exploit clausal SAT solvers in solving instances of Boolean circuit
satisfiability, the circuit in question has to be translated to CNF. In this work we
apply the standard “Tseitin-style” [47] translation. First, a variable g̃ is introduced
for each gate g. For encoding the functionalities of gates, the idea is to represent the
logical equivalence g ⇔ f (g1, . . . , gn) as clauses; hence for each g := f (g1, . . . , gn)

the corresponding introduced clauses are as shown in Table 1. Similarly, a unit clause
is added for each constraint 〈g, v〉 ∈ τ as shown in Table 1. Given a constrained
Boolean circuit C τ , we will denote its CNF translation by cnf(C τ ).

2.4 CNF formulas as constrained circuits

Any CNF formula F = {C1, . . . , Ck} can naturally be seen as a Boolean circuit.
Basically, F is a Boolean circuit with an and of ors which represent the clauses.
Formally, circuit(F) := 〈C , τ 〉 is defined by associating an input gate x with each

Table 1 CNF translation for constrained Boolean circuits

Gate or constraint Clauses

g := xor(g1, g2)
(¬g̃ ∨ ¬g̃1 ∨ ¬g̃2

)
,
(¬g̃ ∨ g̃1 ∨ g̃2

)
,
(
g̃ ∨ ¬g̃1 ∨ g̃2

)
,
(
g̃ ∨ g̃1 ∨ ¬g̃2

)

g := or(g1, . . . , gn)
(¬g̃ ∨ g̃1 ∨ · · · ∨ g̃n

)
,
(
g̃ ∨ ¬g̃1

)
,. . . ,

(
g̃ ∨ ¬g̃n

)

g := and(g1, . . . , gn)
(¬g̃ ∨ g̃1

)
,. . . ,

(¬g̃ ∨ g̃n
)
,
(
g̃ ∨ ¬g̃1 ∨ · · · ∨ ¬g̃n

)

g := not
(
g1

) (¬g̃ ∨ ¬g̃1
)
, (g̃ ∨ g̃1)

〈g, t〉 ∈ τ
(
g̃
)

〈g, f〉 ∈ τ
(¬g̃

)
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Fig. 2 The constrained
Boolean circuit
circuit({{a, b}, {a,¬b},
{¬a, b}, {¬a,¬b}})

AND

OR OROR

NOT

OR

NOT

t

a b

variable x ∈ vars(F), a not-gate g¬x with each x ∈ vars−(F), an or-gate gCi with each
clause Ci ∈ F, an and-gate gF with F, and by setting τ = {〈gF , t〉} and

C := {
gF := and(gC1 , . . . , gCk)

} ∪ {
g¬x := not(x) | x ∈ vars−(F)

}

∪ {
gCi := or(α(li,1), . . . , α(li,ni)) | Ci = {

li,1, . . . , li,ni

} ∈ F
}

where α(¬x) = g¬x and α(x) = x for each x ∈ vars(F).

Example 2 The constrained Boolean circuit circuit(F) for the unsatisfiable CNF
formula F = {{a, b}, {a,¬b}, {¬a, b}, {¬a, ¬b}} is shown in Fig. 2.

3 Proof systems for CNF formulas

In this section we discuss the propositional proof systems of interest in the context
of this work, with known results on their relative efficiency. First, we formally define
propositional proof systems and the necessary proof complexity theoretic notions.
We then review the well-known Resolution proof system and some of its refinements.
After this, we concentrate on the Davis–Putnam–Logemann–Loveland (or DPLL)
procedure [16, 17] and the additional techniques applied in typical DPLL-based
SAT solvers today—most importantly, clause learning. In doing so, we go through
characterizations of DPLL (with and without clause learning) as proof systems, which
we will apply in the theoretical part of the work.

3.1 Propositional proof systems and complexity

Formally, a propositional proof system [13] is a polynomial-time computable predi-
cate S such that a propositional formula F is unsatisfiable if and only if there is a proof
p for which S(F, p) holds. Thus a proof p of F is a certificate of the unsatisfiability
of F, and a proof system is a polynomial-time procedure for checking the validity of
proofs in a certain format.
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While proof checking is efficient, finding short proofs may be difficult, or, gener-
ally, impossible since short proofs may not exist for too weak a proof system. As a
measure of hardness of proving unsatisfiability of a CNF formula F in a proof system
S, the (proof) complexity CS(F) of F in S is the length of the shortest proof of F
in S. For a family {Fn} of unsatisfiable CNF formulas over an increasing number of
variables, the (asymptotic) complexity of {Fn} is measured with respect to the number
of clauses in Fn.

For two proof systems, S and S′, we say that S′ (polynomially) simulates S if for
all families {Fn} there is a polynomial p such that CS′(Fn) ≤ p(CS(Fn)) for all Fn. If
S simulates S′ and vice versa, then S and S′ are polynomially equivalent. If there
is a family {Fn} for which S′ does not polynomially simulate S, we say that {Fn}
separates S from S′. If S can be separated from S′ and vice versa, then S and S′
are incomparable. Notice that polynomial simulation gives a partial order for proof
systems based on their relative power.

With these definitions, in order to show that a proof system S cannot simulate
another system S′, it suffices to exhibit an infinite family {Fn} of unsatisfiable formulas
over an increasing number of variables, such that the minimum length proofs in S for
{Fn} are asymptotically superpolynomially longer than the minimum length proofs
in S′ with respect to the number of clauses in Fn. It is worth noticing that, from this
basic proof complexity theoretic point of view only unsatisfiable formulas (and hence
proofs of unsatisfiability) are of interest. Although exponential lower bounds for
DPLL on families of satisfiable formulas have been shown in restricted probabilistic
contexts [1, 2, 4, 41], a satisfying truth assignment acts as a polynomial length witness
for the satisfiability of an arbitrary satisfiable formula F.

3.2 Resolution

The well-known Resolution proof system [44] (RES) is based on the resolution rule.
Let C, D be clauses, and x a Boolean variable. The resolution rule is

{x} ∪ C {¬x} ∪ D
C ∪ D

or, in other words, we can directly derive C ∪ D from {x} ∪ C and {¬x} ∪ D by
resolving on x. For a given CNF formula F, a RES derivation of a clause C from
F is a sequence of clauses π = (C1, C2, . . . , Cm = C), where each Ci, 1 ≤ i ≤ m, is
either (i) a clause in F (an initial clause), or (ii) directly derived with the resolution
rule from two clauses C j, Ck where 1 ≤ j, k < i (a derived clause). The length of π is
m, the number of clauses occurring in it. A RES proof (for the unsatisfiability) of a
CNF formula F is any RES derivation of the empty clause ∅ from F.

Any RES derivation π = (C1, C2, . . . , Cm) can be presented as a directed acyclic
graph, in which the leafs are initial clauses and the other nodes represent derived
clauses. The edge relation is defined so that there are edges from Ci and C j to Ck,
if and only if Ck has been directly derived from Ci and C j using the resolution rule.
Many refinements of Resolution, in which the structure of RES proofs is restricted,
have been proposed and studied. Here of particular interest is Tree-like Resolution
(T-RES), with the requirement that proofs are representable as trees. This implies
that a derived clause, if used multiple times in the proof, must be derived anew each
time starting from initial clauses.
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3.2.1 Lower bounds in RES and its refinements

Super-polynomial (and even exponential) lower bounds on proof lengths in RES
have been shown for various families of CNF formulas, see [3, 6, 7, 11, 15, 24, 47, 48]
for examples. Among the most studied such families is the pigeon-hole principle,
which states that there is no injective mapping from an m-element set into an
n-element set if m > n (that is, m pigeons cannot sit in fewer than m holes so that
every pigeon has its own hole). We will consider the case m = n + 1 encoded as the
CNF formula

PHPn+1
n :=

n+1∧

i=1

⎛

⎝
n∨

j=1

pi, j

⎞

⎠ ∧
n∧

j=1

n∧

i=1

n+1∧

i′=i+1

(¬pi, j ∨ ¬pi′, j
)
,

where each pi, j is a Boolean variable with the interpretation “pi, j is t if and only if
the ith pigeon sits in the jth hole”.

Theorem 1 ([24]) There is no polynomial length RES proof of PHPn+1
n .

It is also known that T-RES is a proper refinement ofRES in the sense that T-RES
cannot polynomially simulate RES.

Theorem 2 ([21, 49]) T-RES cannot polynomially simulate RES.

This originates from the facts that regular resolution cannot simulate RES [5, 21],
and T-RES in turn cannot simulate regular resolution [49].

3.3 The Davis–Putnam–Logemann–Loveland procedure

Most modern complete SAT solvers are based on the Davis–Putnam–Logemann–
Loveland (or DPLL) procedure [16, 17]. Given a CNF formula F as input, DPLL is
a depth-first search procedure building a partial assignment τ for the variables in
F through (i) branching and (ii) unit propagation (UP). In branching, the current
assignment τ is extended with the assignment (decision) 〈x, v〉, where v is either f or
t, for some unassigned variable x. Unit propagation refers to applying the unit clause
rule. The unit clause rules states that if there is a clause (l1 ∨ · · · ∨ lk ∨ l) ∈ F such
that τ(li) = f for each 1 ≤ i ≤ k, the current partial assignment τ can be extended
with 〈l, t〉.

An assignment is extended until (i) some variable x would be assigned both f and t
(a conflict is reached, with x as the conflict variable) or (ii) τ satisfies F (in which case
DPLL terminates). In case (i), non-clause learning DPLL solvers backtrack to the last
branching decision which has not been backtracked upon, undoing all assignments
made by UP after the particular decision, and flip the decision. DPLL terminates on
an unsatisfiable CNF formula when there are no untried branches left.

From the proof theoretic point of view, DPLL can be seen as a tableau proof
system with two rules: the branching rule and the unit clause rule. The branching rule,
corresponding to branching on a variable x, extends the branch into two branches,
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one of which is extended with the entry x and the other with ¬x. The unit clause rule,
defined above, is similarly applied by extending the branch with l. As typical, a branch
is (fully) extended until we have both of the entries x and ¬x for some variable,
or no new entries can be generated with the branching and unit clause rules. From
an algorithmic point of view, the choice of in which order branches are extended
is part of the solver strategy, and based on a decision heuristic. The other branch
resulting from the particular application of the branching rule is handled through
backtracking. With this intuition, it is clear that a search tree traversed by a DPLL
algorithm corresponds to a binary tableau proof, having the form of a binary tree,
with all branches fully extended. Hence, a DPLL proof will here be such a tableau
proof. The length of a DPLL proof is defined as the number of applications of the
branching rule in the proof.

One-step lookahead (see, e.g., [37]) is an often implemented technique in (non-
clause learning) DPLL algorithms. In one-step lookahead, if there is an assignment
v to a currently unassigned variable x such that the current assignment τ with the
addition of 〈x, v〉 leads to a conflict using unit propagation, then x is immediately
assigned the value ¬v. This technique does not add to the strength of DPLL, since
the same effect can obviously be accomplished by branching on x.

It is well-known that DPLL and T-RES can polynomially simulate each other
(see [8] for example). One can show that for any unsatisfiable CNF formula, a
minimum length DPLL proof, with applications of the unit clause rule “simulated
by branching”, always corresponds one-to-one with a minimum length T-RES proof,
and vice versa.

Fact 1 DPLL and T-RES are polynomially equivalent.

3.3.1 Implication graphs

Implication graphs capture the ways of deriving values for variables with the unit
clause rule from assignments made by branching. We will apply this concept in
the following for defining clause learning. However, first we need some additional
terminology.

A stage of DPLL on a CNF formula F is characterized by the decision literals in
the branch. Considering an arbitrary branch, the variables assigned by branching are
called decision variables and those assigned values by UP are implied variables, with
analogous definitions for decision literals and implied literals. The decision level of a
decision variable x is one more than the number of decision variables in the branch
before branching on x. The decision level of an implied variable x is the number of
decision variables in the branch when x is assigned a value. The decision level of
DPLL at any stage is the number of decision variables in the branch.

For a given CNF formula F and a set of literals L, we denote by F, L �UP l the
fact that l can be deduced from F and L by iteratively applying the unit clause rule.

Definition 1 For a CNF formula F, the implication graph G = 〈V, E〉 at a given stage
of DPLL with the set of decision literals D is a directed graph. The set of nodes is
defined as

V = {�} ∪ D ∪ {l | F, D �UP l},
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where � is a special conflict node, and the edge relation is

E = {〈¬li, l 〉 | {l1, . . . , lk, l } ∈ F and ¬l1, . . . ,¬lk ∈ V}
∪ {〈x, �〉, 〈¬x, �〉 | x,¬x ∈ V}.

For a given implication graph, a variable x with both x,¬x ∈ V is called a conflict
variable, and x, ¬x are conflict literals. An implication graph contains a conflict if it
contains a conflict variable; DPLL has a conflict at a given stage if the implication
graph at the stage contains a conflict.

3.4 DPLL with clause learning and modern SAT solvers

Clause learning DPLL algorithms differ from non-clause learning algorithms in what
happens when reaching a conflict. If a conflict is reached without any branching,
DPLL (with or without clause learning) determines the formula F unsatisfiable. In
other cases, non-clause learning DPLL algorithm perform simple backtracking as
previously explained. In clause learning DPLL algorithms, however, the conflict is
analyzed, and a learned clause (or conflict clause), which describes the “cause” of the
conflict, is added to F. After this the search is continued typically by applying non-
chronological backtracking (or conflict-driven backjumping) for backtracking to an
earlier decision level that “caused” the conflict. Conflict-driven backjumping results
in the fact that, as opposed to the basic backtracking in DPLL, the other branch
(opposite value) of decision variables is not necessarily forced systematically when
backtracking. In other words, branching in clause learning DPLL is seen simply as
assigning values to unassigned variables, rather than as a branching rule in which by
branching on a variable x the current branch is always extended into two branches,
one with x and the other with ¬x.

3.4.1 Conflict graphs and conflict analysis

Similarly as withDPLL, the stage of a clause learningDPLL algorithm is characterized
by the set of decision literals. At a given stage of a clause learning DPLL algorithm, a
clause is called known if it either appears in the original CNF formula F or has been
learned earlier during the search. Conflict analysis is based on a conflict graph, which
captures one way of reaching the conflict at hand from the decision variables by using
the unit clause rule on known clauses.

Definition 2 Given an implication graph G, a conflict graph H = (V, E) based on G
is any acyclic subgraph of G having the following properties.

1. H contains � and exactly one conflict literal pair x, ¬x.
2. All nodes in H have a path to �.
3. Every node l ∈ V \ {�} either corresponds to a decision literal or has precisely

the nodes ¬l1, ¬l2, . . . ,¬lk as predecessors where {l1, l2, . . . , lk, l} is a known
clause.

A conflict graph describes a single conflict and contains only decision and implied
literals that can be used in reaching the conflict when applying the unit clause rule in
some order. Hence the way of implementing unit propagation in a solver has an effect
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x13@5

Fig. 3 Example of a conflict graph, and two possible conflict cuts

on the choice of the conflict graph. The acyclicity of conflict graphs results from the
fact that unit propagation is not used to rederive already assigned literals.

Conflict clauses are associated with cuts in a conflict graph. Fix a conflict graph
contained in an implication graph with a conflict. A conflict cut is any cut in the
conflict graph with all the decision variables on one side (the reason side) and, in
addition to �, at least one conflict literal on the other side (the conflict side). Those
nodes on the reason side with at least one edge going to the conflict side in a conflict
cut form a cause of the conflict. With the associated literals set to t, UP can arrive at
the conflict at hand. The disjunction of the negations of these literals form the conflict
clause associated with the conflict cut. The strategy for fixing a conflict cut is called the
learning scheme. A learning scheme which always learns a currently unknown clause
is called non-redundant.

Example 3 A hypothetical conflict graph is illustrated in Fig. 3. Decision literals are
represented with filled circles, and implied literals with hollow circles. The decision
level d of each literal l is presented with the label l@d. For example, the conflict
variable x13 is at decision level 5. Notice that since the literals at decision level 4 are
missing from this conflict graph, they are not part of the reason for the particular
conflict. In the figure two possible conflict cuts are shown with the associated conflict
clauses.

3.4.2 Unique implication points, conflict-driven backjumping, and CL proofs

Typically implemented clause learning schemes are based on unique implication
points (UIPs) [39]. A UIP in a conflict graph is a node u on the maximum decision
level d such that all paths from the decision variable x at level d to � go through u.
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Such a u always exists as x satisfies this condition. Intuitively, u is a single reason
for the conflict at level d. Thus one can always choose a conflict cut that results in
a conflict clause with a UIP as the only variable from the maximum decision level.
Such a conflict clause has the property that the UIP variable can be immediately
set to the value opposite to the current assignment using the unit clause rule when
backtracking (the phrase “the UIP is asserted” is sometimes used). Furthermore,
UIP learning schemes enable conflict-driven backtracking (or backjumping), in which
DPLL backtracks to the maximum decision level of the variables other than the UIP
in a conflict clause. A popular version of UIP learning is the 1-UIP scheme, where
a conflict cut is chosen so that the UIP closest to � will be in the associated conflict
clause. Different learning schemes are evaluated in [52], showing the robustness of
the 1-UIP scheme in practice.

Example 4 Recall the conflict graph in Fig. 3. The 1-UIP in this graph is the literal
x4. One conflict cut corresponding to the 1-UIP learning scheme is the cut labeled
“1-UIP cut”. The cut labeled “2-UIP cut/last UIP cut” can result from applying the
second UIP scheme in which a conflict clause with the UIP second closest to � is
chosen. In this example, the “2-UIP cut” is at the same time a cut that can result
from applying the last UIP scheme in which a cut with the decision literal on the
maximum decision level as the UIP is chosen.

For investigating the efficiency of clause learning DPLL in proof complexity
theoretic terms, we need to have a proof system characterization of clause learning
DPLL algorithms. We will use the following characterization, referred to as the CL
proof system. Here we loosely follow the characterization of [9]. A clause learning
proof (or CL proof) induced by a learning scheme S is constructed by applying
branching and the unit clause rule, using S to learn conflict clauses when conflicts
are reached, so that in the end, a conflict can be reached at decision level zero. When
a conflict cut with a UIP is selected, it is possible to apply conflict-driven backjumping
based on the conflict clause. Otherwise, simple backtracking is applied. Notice that
this definition allows even the most general nondeterministic learning scheme [9], in
which the conflict cut is selected nondeterministically from the set of all possible
conflict cuts related to the conflict graph at hand.

Hence, a CL proof can be seen as a tree in which the traversal order is marked in
the nodes. Each leaf node in the tree is labeled with a conflict graph, a conflict cut
in the graph, and the decision level onto which to backjump. Now, the proof system
CL consists of CL proofs under any learning scheme. The length of a CL proof is the
number of branching decisions.

While the practical efficiency gains of implementing clause learning into DPLL-
based algorithms are well-established, the first formal study on the power of clause
learning is [9]: CL can provide exponentially shorter proofs than T-RES even if no
restarts are allowed. Thus we have the following corollary.

Corollary 1 (of Theorem 1 in [9]) DPLL cannot polynomially simulate CL.

3.4.3 Restarts and the CL- - proof system

Restarting is an additional technique often implemented in modern solvers. When a
restart occurs, the decisions and unit propagations made so far are undone, and the
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search continues from decision level zero. The clauses learned so far remain known
after the restart. Intuitively, restarts help in escaping from getting stuck in hard-to-
prove sub-formulas. In practice, the choice of when and how often to restart is part of
the strategy of a solver. When any number of restarts are allowed during search, we
say that CL has unlimited restarts. For a recent investigation into the effect of restarts
on the efficiency of clause learning DPLL algorithms, see [25].

Beame et al. [9] defineCL- - asCLwith branching allowed also on already assigned
values. Although being non-typical in practice, this enables creating immediate
conflicts at will. Although it is not known whether CL can simulate RES, it has been
shown that this is true for CL- - using unlimited restarts.

Theorem 3 ([9]) RES and CL- - with unlimited restarts and any non-redundant
learning scheme are polynomially equivalent.

We note that the proof of this theorem in [9] relies on the fact that unit propa-
gation is seen as applications of the unit clause rule, and hence the rule can also be
left unapplied when convenient. This is non-typical for implementations of clause
learning DPLL; they usually apply unit propagation eagerly whenever possible.

4 Relating CNF proof systems and circuit structure

A key element in this work is the tight correspondence between a constrained
Boolean circuit C τ and its CNF translation cnf(C τ ). In this section we review details
on the correspondence of deduction in the CNF translation of a Boolean circuit
with the original circuit structure, and on how branching in DPLL and CL can be
restricted based on the original circuit structure. These details play an integral role
in the theoretical results presented in the next section.

4.1 Unit propagation on the level of circuits

As there is a one-to-one relationship between the gates in a constrained Boolean
circuit C τ and the variables in the corresponding CNF formula cnf(C τ ), the variables
can be thought to inherit the structural properties of the gates. For example, an input
variable is a variable that corresponds to an input gate in the original Boolean circuit,
and we will take the liberty of using the terms “gate” and “variable” synonymously.
Furthermore, since the CNF translation in Table 1 encodes in a natural way the
semantics of the gates, unit propagation in the CNF formula can be seen as working
on the level of the circuit. A further discussion on this can be found e.g. in [29], using
a unit propagation equivalent characterization of Boolean constraint propagation
as deduction rules for circuits [31]. Basically, such circuit level Boolean constraint
propagation can set a value on a gate if and only if unit clause propagation can set a
value on the corresponding Boolean variable in the CNF translation. For example,
consider the gate g := and(g1, g2) and its CNF translation (¬g̃ ∨ g̃1) ∧ (¬g̃ ∨ g̃2) ∧
(g̃ ∨ ¬g̃1 ∨ ¬g̃2). Now whenever the gate g2 is assigned to f, the gate g can be
propagated to f by the semantics of and. On the CNF level, we can equivalently
propagate the variable g̃ to f by applying the unit clause rule whenever the variable g̃2

is assigned to f through the clause (¬g̃ ∨ g̃2). The same kind of equivalent behaviour
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is noticed in a “top-down” fashion when assigning the gate g to t: on the circuit-level,
the gates g1 and g2 can be propagated to t, and on the CNF level we can equivalently
propagate the variables g̃1 and g̃2 to t through the clauses (¬g̃ ∨ g̃1) and (¬g̃ ∨ g̃2),
respectively, by applying the unit clause rule whenever the variable g̃ is assigned to t.

Hence we will also take the liberty of saying that unit propagation sets a value on a
gate when referring to unit propagation setting a value on the corresponding Boolean
variable in the CNF translation. Similarly, we branch on a gate when referring to
branching on the corresponding Boolean variable. Correspondingly, a DPLL or CL
proof of a constrained circuit C τ means a proof of the translation cnf(C τ ).

Since unit propagation can be also seen as Boolean constraint propagation
on the level of constrained circuits, DPLL can also be implemented as a circuit
level procedure, see, e.g., [31, 35, 38, 46]. Since conflict graphs are based on how
the unit clause rule is applied, clause learning can also be incorporated in such
circuit level DPLL-based solvers [35, 46]. Thus the results in this paper concerning
the relative power of input-restricted clause learning DPLL hold for such circuit
level approaches, too. Finally, we note that for instance [35] does not consider
input-restricted branching but applies a top-down branching based on justification
frontiers. The relative proof complexity theoretic power of the related top-down
branching restrictions is analyzed in [28, 29].

4.2 Restricting branching in DPLL and CL to inputs

In structured application domains of SAT solvers, such as automated planning and
bounded model checking of hardware and software, the problem at hand is based on
a transition relation, where the behavior of the underlying system is dependent solely
on the input of the system. In the Boolean circuit encoding C τ of such a structured
problem, the input is represented by the set of input gates of the circuit, inputs(C ).
Since the values of the other gates in the circuit can be evaluated when all the gates
in inputs(C ) have values, branching in DPLL with unit propagation can be restricted
to the variables associated with inputs(C ) without losing completeness. Intuitively,
the idea is that since the number of input gates |inputs(C )| is often much less than the
total amount |G| of gates in C , the search space size is reduced from 2|G| to 2|inputs(C )|,
where |inputs(C )| � |G|.

By allowing branching in the DPLL and CL proof systems on input gates only,
we arrive at the proof systems DPLLinputs and CLinputs, respectively. From the view
of proof complexity, however, in [29] a formal study on the effect of restricting
branching in DPLL (without clause learning) to inputs(C ) reveals that this weakens
the proof system considerably.

Theorem 4 ([29]) DPLLinputs cannot polynomially simulate DPLL.

In the following section, we investigate the proof complexity theoretic effect
of input-restricted branching in the context of clause learning DPLL-based SAT
solving, which is posed as an open question in [29]. In Section 6 we complement
this theoretical study by providing an experimental evaluation of the effect of input-
restricted branching.
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5 Restricted branching and proof complexity

We will now consider the relative proof complexity theoretic power of input-
restricted and unrestricted branching CL and DPLL. This will result in the refined
relative efficiency hierarchy of DPLL and CL shown in Fig. 4. An arrow without a
slash from system S to S′ means that S can polynomially simulate S′, and with a slash
that S cannot simulate S′. Arrows labeled with a ∗ are due to trivial subsumption.
The new results, detailed in the following, are represented by dashed arrows. The
missing arrows, disregarding those implied by the transitivity of the results, represent
questions which are open to the best of our knowledge.

The main result of this paper is characterized by the following theorem.

Theorem 5 DPLL and CL- -inputs (with or without restarts) are incomparable.

This is a direct corollary of the forthcoming Lemmas 1 and 3. Thus we get the
following as a direct corollary.

Corollary 2 CL- -inputs with unlimited restarts cannot polynomially simulate CL.

We now proceed by proving Theorem 5 in two parts. First we show by a simple
argument why DPLL cannot simulate CLinputs. We then discuss further the difference
between CLinputs and DPLLinputs by exhibiting an example of a family of Boolean
circuits on which CLinputs can simulate CL, while DPLLinputs cannot simulate DPLL.
The motivation here is two-fold. On one hand, this shows the power of clause
learning even when branching is restricted to inputs. On the other hand, the example
gives an intuitive explanation of why the result in [29] on the power of DPLLinputs
with respect to DPLL cannot be directly adapted for proving the analogous result for
CLinputs. Although CLinputs can simulate CL on this particular family of circuits, this is
not the case in general for other families. After the example, we proceed by showing
that in fact, CL- -inputs, even with conflict-driven backjumping and unlimited restarts,
cannot even simulateDPLL. The proof relies on so called redundant gates, and applies
known results on the very powerful Extended Resolution proof system [47].

- -

- -

[29] [9]
[9]

Fact 1

corollary of [21,49]

*

*

*

*

**

*

Fig. 4 A refined relative efficiency hierarchy for the proof systems considered in this work
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5.1 DPLL cannot simulate CLinputs

We now show that DPLL cannot simulate CLinputs. This results from the fact that
DPLL cannot simulateCL by additionally noticing thatCL andCLinputs are equivalent
when considering circuits representing CNF formulas.

Lemma 1 There is an infinite family of constrained Boolean circuits for which DPLL
has superpolynomially longer minimum proofs than CLinputs.

Proof Take any infinite family {Fn} of CNF formulas that is a witness of
Corollary 1 stating that DPLL cannot simulate CL. Define the family of Boolean cir-
cuits {circuit(F) | F ∈ {Fn}}. The simplified CNF formula resulting from applying unit
propagation to cnf(circuit(F)) is effectively the same as the simplified CNF formula
resulting from applying unit propagation to F; especially, the or-gate variables in
cnf(circuit(F)) that represent the clauses in F are all assigned to t. Thus CL will only
branch on the variables in cnf(circuit(F)) that are associated with the input gates of
circuit(F) or their negations. ThusCLinputs can simulateCL on cnf(circuit(F)), and the
claim follows by Corollary 1. ��

As a direct corollary, we have

Corollary 3 Neither DPLL nor DPLLinputs can polynomially simulate CLinputs.

Before considering whether CLinputs can simulate CL or DPLL, we next give
a motivating example which illustrates why the results in [29] on the power of
DPLLinputs with respect toDPLL cannot be directly adapted for proving the analogous
result for CLinputs.

5.2 A further motivating example

To highlight the strength of clause learning even when branching is restricted to
input gates, we now give an example of a family, {UNSAT-2PARn} where n ≥ 3,
of Boolean circuits on which CLinputs can simulate CL applying the 1-UIP learning
scheme, although DPLLinputs cannot simulate DPLL on the family. The circuit

UNSAT-2PARn := UNSAT ∪ 〈
PARa

n ∪ PARb
n , ∅〉

consists of two parts:

– the constant size circuit

UNSAT := circuit ({{a, b}, {a,¬b}, {¬a, b}, {¬a,¬b}}) , and

– two copies (for a and b , ρ ∈ {a, b}) of the circuit structure

PARρ
n := {

ρ := xor
(
yρ

1 , xρ

1

)} ∪
n−3⋃

i=1

{
xρ

i := xor
(
yρ

i+1, xρ

i+1

)}

∪ {
xρ

n−2 := xor
(
yρ

n−1, yρ
n

)}
.
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Fig. 5 The constrained
Boolean circuit
UNSAT-2PARn for n = 4

Basically, PARρ
n computes the parity of the n input gates yρ

1 , . . . , yρ
n , evaluating

to true if and only if an odd number of them are true.

The circuit UNSAT-2PAR4 is shown in Fig. 5. Now, since unit propagation
will result in a conflict in the UNSAT sub-circuit for any value of the gate a,
UNSAT-2PARn yields a trivial (constant length) proof in DPLL. It is also easy to
see that minimum length proofs of UNSAT-2PARn are exponential with respect to
n in DPLLinputs. This is because, due to the structure of PARρ

n , in order to propagate
a value for the gate a or b , DPLLinputs has to branch on all of the inputs in the
corresponding PARρ

n sub-circuit. With the chronological backtracking process of
DPLL this implies that minimum length DPLLinputs proofs of UNSAT-2PARn are
exponential with respect to n.

However, CLinputs can produce linear length proofs on the family. In the following
we will say that CL (or DPLL) branches according to a sequence of assignments (x1 =
v1, x2 = v2, . . .), if it always branches by assigning the value to the variable given
by the next assignment in the sequence, i.e., we would first branch by assigning x1

the value v1, and so forth. Now, let CLinputs branch according to the sequence (ya
1 =

f, . . . , ya
n−1 = f). After this, unit propagation cannot still propagate a value on the

gate a, any of the xa
i gates, or any gate in the UNSAT sub-circuit. Then branch with

ya
n = f. Now unit propagation sets values for all xa

i gates without a conflict. The values
for xa

1 and ya
1 propagate the value f for a, which then propagates a conflict at a gate in

UNSAT. Notice that xa
1 and ya

1 are the only reasons for the value of a. In any conflict
graph associated with the branching sequence (ya

1 = f, . . . , ya
n = f), ¬a is a 1-UIP,

and, furthermore, constitutes a reason for the conflict on its own. Hence CLinputs can
learn as a unit clause the opposite value of a, and backjump to the decision level zero.



342 Constraints (2009) 14:325–356

This opposite value will then propagate a conflict without branching, and CLinputs
terminates.

It is interesting to notice how CLinputs can branch on (ya
1 = f, . . . , ya

n = f) and still
avoid backtracking on these decisions since there is the bottleneck at gate a due
to the construction of UNSAT-2PARn. This shows the strength of clause learning
with conflict-driven backjumping—even with input-restricted branching—due to its
ability to backjump over an exponential size search space by detecting small locally
inconsistent sub-formulas. With this intuition, it is evident that the results in [29] on
the power of DPLLinputs with respect to DPLL cannot be directly adapted for proving
the analogous result for CLinputs.

5.3 CL- -inputs cannot simulate DPLL

Although CLinputs can simulate CL on the {UNSAT-2PARn} family, this is generally
not the case for other families. In fact, it turns out that CL- -inputs cannot even simulate
DPLL, as detailed next.

We will apply the concept of redundant gates in constrained Boolean circuits.

Definition 3 A gate in a constrained Boolean circuit C τ is redundant if it is uncon-
strained and not a descendant of any constrained gate.

We will assume that circuits do not contain redundant input gates; such inputs
can always be assigned an arbitrary truth value without affecting satisfiability. As
shown next, when considering CL- -inputs, redundant gates cannot appear in conflict
graphs. Intuitively, this is because redundant gates can only have a value due to unit
propagation “upwards” (from child to parent) on the circuit structure in CL- -inputs;
as they, or any of their parents, are not constrained by definition, they cannot cause
a conflict or be a part of a unit propagation chain responsible for a conflict. As a
consequence of this, redundant gates can never appear in conflict clauses derived by
CL- -inputs.

Lemma 2 Let C τ be an arbitrary constrained Boolean circuit. Considering CL- -inputs
on input cnf(C τ ), redundant gates do not occur in any conflict graph at any stage of
CL- -inputs. This holds whether or not restarts are allowed.

Proof Take any constrained Boolean circuit C τ . The stages in which CL- -inputs does
not have a conflict are trivial. Now assume that the lemma holds at a stage where
CL- -inputs has made m conflicts. Consider the stage producing the (m + 1)th conflict
and any conflict graph associated with the conflict. We next show that the conflict
graph contains no redundant gates. Take any redundant gate g in C τ . If it is not
assigned, it cannot appear in the conflict graph. Now assume that g is assigned. Since
g is redundant, it cannot be constrained by τ . Furthermore, g is not an input gate (by
the assumption we made above), and thus g is assigned not because it was branched
on. Therefore, g has been assigned by unit propagation. Now there are three cases.

– By the induction hypothesis, there are no known learned clauses containing
redundant gates before the (m + 1)th conflict, and therefore g is not assigned
by unit propagation on a learned clause.
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– The gate g is assigned because some of its children are assigned, i.e., by unit
propagation on one of the clauses in cnf(C τ ) resulting from the equality g ⇔
f (g1, . . . , gn). Once g becomes assigned in this way, all these clauses become
satisfied. Therefore, the value assigned to g by unit propagation could not have
caused any of the children of g to be assigned.

– The gate g is assigned due to an assigned value on a parent g′ of g, i.e., by unit
propagation on one of the clauses in cnf(C τ ) resulting from the equality g′ ⇔
f (. . . , g, . . .). Since g is redundant, g′ is also redundant. By the arguments above,
the only way for g′ to have been assigned in this situation is due to one of its
parents’ assigned value. Inductively, this leads to the fact that a redundant output
gate o should have been assigned by unit propagation because one of o’s parents
has been assigned. This is a contradiction, since output gates have no parents.
Therefore, the redundant gate g cannot be assigned because one of its parents is
assigned.

Hence, the only reason for a redundant gate to be assigned is that some of its
children are assigned. Furthermore, the value of an assigned redundant gate can only
propagate values to its parents (which are also redundant). On the other hand, since
redundant gates are not constrained by τ , g cannot act as the conflict variable in the
conflict graph. Therefore, there cannot be any path from g to the conflict node in the
implication graph which the conflict graph is based on. This proves that a redundant
gate cannot occur in the conflict graph. ��

Although redundant gates can be removed from any constrained Boolean circuit
without affecting its satisfiability, they may have an effect on the length of shortest
proofs. Cook [12] gives a way of introducing a polynomial number of clauses which
can be interpreted as redundant gates to circuit(PHPn+1

n ) so that, contrarily to
circuit(PHPn+1

n ), the extended circuit yields polynomial length proofs in RES. As a
circuit structure, this extension is defined as EXTn := ⋃n+1

l=3 EXTl , where

EXTl :=
l−1⋃

i=1

l−2⋃

j=1

{
ol−1

i, j := and
(

el
i,l−1, el

l, j

)
, el−1

i, j := or
(

el
i, j, ol−1

i, j

)}
,

and each en+1
i, j is the gate pi, j in circuit(PHPn+1

n ). A part of EXTn is illustrated in Fig. 6.
The output gates of EXTn are e2

1,1 and e2
2,1, e3

3,2, . . . , en
n,n−1.

Due to the result in [12], we immediately have a polynomial lengthRES proof π =
(C1, . . . , Cm = ∅) of the extended PHPn+1

n formula cnf(circuit(PHPn+1
n ) ∪ 〈EXTn,∅〉).

Intuitively, EXTl allows reducing PHPl+1
l to PHPl

l−1 with a polynomial number of
resolution steps. However, since in [12] such a proof is not given explicitly, we include
a detailed description of the proof in Appendix. For the following, what is most
important is that such a short proof π exists, not really the actual details of π .1 The
details of π , along with EXTn, are included here for the sake of concreteness and
illustration.

1See Remark 6 in Section 5.4 for more details.
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Fig. 6 Part of Cook’s
extension EXTn to PHPn+1

n
as a circuit

Using the above-described polynomial length RES proof π = (C1, C2, . . . , Cm =
∅) for cnf(circuit(PHPn+1

n ) ∪ 〈EXTn,∅〉), we define the circuit construct

E(π) :=
m−1⋃

i=1

{
gCi := or

(
g1, . . . , g j, ĝ j+1, . . . , ĝk

) | Ci = {
g̃1, . . . , g̃ j, ¬g̃ j+1, . . . ,¬g̃k

}}

∪
m−1⋃

i=1

{
ĝ := not(g) | g̃ ∈ vars−(Ci)

}
.

That is, each clause Ci in the RES proof π is simply represented as a corresponding
or-gate.

This allows a simple polynomial length DPLL proof of

EPHPn+1
n := circuit(PHPn+1

n ) ∪ 〈EXTn,∅〉 ∪ 〈E(π), ∅〉,

while there is no polynomial length proof of EPHPn+1
n in CL- -inputs. Intuitively this is

because E(π) allows DPLL to “verify” the resolution proof of PHPn+1
n extended with

EXTn step-by-step, while CL- -inputs cannot make use of the redundant gates of EXTn

and E(π). For a high-level view of the structure of EPHPn+1
n , see Fig. 7.

Fig. 7 High-level view
of EPHPn+1

n
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Lemma 3 For the infinite family {EPHPn+1
n } of constrained Boolean circuits,CL- -inputs

with unlimited restarts has superpolynomially longer minimum-length proofs than
DPLL.

Proof A polynomial length DPLL proof of EPHPn+1
n is witnessed by the branching

sequence (gC1 = f, gC2 = f, . . . , gCm−1 = f), as detailed next. By induction on i, we will
show that, if gC1 = t, . . . , gCi−1 = t, then branching with gCi = f results in a conflict by
unit propagation, and hence immediately sets gCi = t.

The base case. The gate gC1 represents the first clause C1 in π , and thus C1 must
belong to cnf(circuit(PHPn+1

n ) ∪ 〈EXTn,∅〉). As C1 is a result of applying the cnf
translation to a gate g in circuit(PHPn+1

n ) ∪ 〈EXTn,∅〉 (which is part of EPHPn+1
n ),

setting gC1 = f will result in a conflict after unit propagation because the functional
definition or the constraint of the gate g is violated. For example, if g := or(g1, g2)

and C1 = (g̃ ∨ ¬g̃1), then gC1 := or(g, ĝ1) with ĝ1 := not(g1), and the assignment
gC1 = f will propagate g = f and g1 = t, violating the definition of g and thus resulting
in a conflict.

Now assume as the induction hypothesis that we have gCi′ = t for all 1 ≤ i′ < i.
Next branch with gCi = f. If the ith clause Ci in π belongs to cnf(circuit(PHPn+1

n ) ∪
〈EXTn,∅〉), branching on gCi = f will result in a conflict after unit propagation as in
the base case. Otherwise Ci has been derived from two clauses, C j = C′

j ∪ {g̃} and
Ck = C′

k ∪ {¬g̃}, in π for 1 ≤ j, k < i, by resolving on the variable g̃. By the induction
hypothesis we have gC j = t and gCk = t. On the other hand, as gCi = f, all the
gates corresponding to the literals in C′

j ∪ C′
k are assigned to f by unit propagation,

implying that unit propagation will assign both g = t and g = f as gC j = gCk = t. Thus
a conflict is reached, closing the branch gCi = f, and gCi = t is set by backtracking.

Finally, since Cm = ∅ ∈ π , there are unit clauses C j = {
g̃
}

and Ck = {¬g̃
}

in π ,
where 1 ≤ j, k < m. Without loss of generality, assume that j < k. By induction, at
latest after branching with gCk = f and setting gCk = t by backtracking, we will have
gC j = gCk = t in the branch, and thus both g = t and g = f, a conflict. This closes the
last branch, and we have a linear size DPLL proof of EPHPn+1

n .
Now consider proofs of EPHPn+1

n inCL- -inputs. The non-input gates in 〈EXTn,∅〉 ∪
〈E(π),∅〉 are all redundant in EPHPn+1

n , and they cannot be part of a reason for
any conflict in CL- -inputs (Lemma 2). Thus any CL- -inputs proof of EPHPn+1

n contains
a CL- -inputs proof of PHPn+1

n , which cannot be of polynomial length (Theorems 1
and 3). ��

Theorem 5 now follows directly from Lemmas 1 and 3.

5.4 Additional remarks

Closely related to Lemma 3 and the applied construction EPHPn+1
n , we make the

following additional remarks.

1. Due to the fact that redundant gates do not occur in any conflict graph of
CL- -inputs, Lemma 3 covers all clause learning schemes based on conflict cuts,
including, for example, schemes which learn multiple clauses at each conflict [39].
Additionally, conflict clause forgetting schemes, which are applied in typical
clause learning solvers such as [18], do not affect this result.
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Fig. 8 Local change to the EPHPn+1
n circuit for removing redundancy of gates in E(π) and EXTn

2. We use redundant gates in the EPHPn+1
n construction for simplicity of the proof

of Lemma 3; by a simple modification of EPHPn+1
n one can construct as a witness

for Lemma 3 a constrained circuit with no redundant gates and a single output
as the only constrained gate. The basic idea, illustrated in Fig. 8, is to make a
small local change to the EPHPn+1

n circuit construct. In more detail, introduce the
or-gate o1 over the output gates e2

1,1, e2
2,1, . . . , en

n,n−1 in EXTn. Similarly, introduce
the or-gate o2 over the output gates gC1 , . . . , gCm−1 in E(π). Now, introduce an
or-gate over o1 and o2. Then, introduce a gate z that is the or of this gate and a
new gate not(o1). Finally, constrain the and of this gate and the output gate of
the unconstrained version of circuit(PHPn+1

n ) to t. The resulting circuit family can
be used in proving Lemma 3 as the values propagated to the non-input gates in
EXTn and E(π) cannot be part of any conflict graph in CL- -inputs. This is because
the gate z always evaluates to t; it corresponds to a tautology of form ¬a ∨ (a ∨ b)

and thus effectively makes EXTn and E(π) redundant.
3. Since redundant gates can be removed from constrained Boolean circuits without

affecting the existence of satisfying assignments, such gates are typically removed
in practice before the CNF translation and SAT solving by using the so-called
cone-of-influence reduction [31]. However, applying the cone-of-influence reduc-
tion can have a drastic negative effect on minimum length proofs: if one applies
the cone-of-influence reduction to the circuit family EPHPn+1

n , one obtains the
family PHPn+1

n for which CL- - does not have polynomial length proofs although
the much weaker system DPLL has short proofs for the original family EPHPn+1

n
(as shown in the proof of Lemma 3).

4. It is interesting to notice that DPLL solvers with full one-step lookahead can
detect the small proofs of EPHPn+1

n witnessed by the branching sequence
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(gC1 = f, gC2 = f, . . . , gCm−1 = f). In particular, for each i, lookahead on gCi = f
when having gC j = t for all j < i in the branch will result in an immediate conflict
using unit propagation, as detailed in the proof of Lemma 3.

5. The Cook’s extension (a variant of EXTn) presented in [12] is motivated by
investigations into the power of the Extended Resolution proof system defined by
Tseitin [47]. Extended Resolution is the result of adding an extension rule toRES,
which allows for iteratively adding definitions of the form x ⇔ l1 ∧ l2 (or, as a set
of clauses, {{x,¬l1,¬l2}, {¬x, l1}, {¬x, l2}}) to the CNF formula, where x is a new
variable and l1, l2 are literals in the current formula. This is equivalent to adding
a redundant binary and gate of the literals l1, l2 to a constrained Boolean circuit.
Notably, it is known that Extended Resolution is among the most powerful proof
systems, and can simulate, e.g., Frege systems (see [34] for more details).

6. Instead of the pigeon-hole problem PHPn+1
n , Cook’s extension EXTn to it, and

the resolution proof π of their combination, one could use any CNF formula
F that (i) does not have a polynomial length resolution proof but (ii) has
a polynomial length extended resolution proof to prove a result similar to
Lemma 3. That is, for such formula F, DPLL has a polynomial length proof of
circuit(F) ∪ 〈EXTF ,∅〉 ∪ 〈E(πF),∅〉 while CL- -inputs does not, where EXTF is the
polynomial length extension of F and πF is a polynomial length resolution proof
of cnf(circuit(F) ∪ 〈EXTF ,∅〉).

7. The additional extension E(π) applied above is motivated by a similar construc-
tion which can be used for simulating Frege proofs with their tree-like variants
(see [34, Chapter 4]).

6 Experiments

We evaluate the effect of restricting branching to input variables on the functionality
of modern clause learning solver techniques. The set of benchmarks2 used in
the experiments consists of instances from various application domains, for which
Boolean circuits offer a natural representation form: super-scalar processor verifi-
cation [50], integer factorization based on hardware multipliers [43], equivalence
checking of hardware multipliers [26], bounded model checking (BMC) for dead-
locks in asynchronous parallel systems represented as labelled transition systems
(LTS) [32], and linear temporal logic (LTL) BMC of finite state systems with a
compact encoding [36]. We use standard PCs with 2-GHz AMD 3200+ processors
and two gigabytes of memory running Linux, and apply a timeout of one hour and a
memory limit of one gigabyte to each SAT solver execution.

For solving the Boolean circuit instances, we apply BCMinisat3 (version 0.26),
which we have modified in order to restrict branching to input variables. BCMinisat is

2The set of Boolean circuit benchmarks is available at http://www.tcs.hut.fi/~mjj/benchmarks/.
3Part of the BCTools package, http://www.tcs.hut.fi/~tjunttil/bcsat/.

http://www.tcs.hut.fi/~mjj/benchmarks/
http://www.tcs.hut.fi/~tjunttil/bcsat/
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a Boolean circuit front-end for the successful clause learning SAT solver Minisat [18]
(version 1.14). BCMinisat accepts as input Boolean circuits with various Boolean
functions allowed as gate types, performs circuit-level preprocessing, including
Boolean propagation, substructure sharing, and cone-of-influence reductions to the
circuit, normalizing the circuit into a form which can be translated into CNF applying
a standard translation in the style of cnf defined in Table 1. BCMinisat feeds the
resulting CNF translation and the input-restriction to Minisat, which then solves the
CNF. For each circuit, we obtain 15 CNF instances by permuting the CNF variable
numbering.

Minisat implements 1-UIP clause learning. After each conflict the heuristic value
of each variable on the conflict side and in the conflict clause is incremented by one,
and the values of all variables are decremented by 5%. To avoid hindering efficiency
by learning massive amounts of clauses, the solver also uses a scheme for forgetting
learned clauses that have not occurred on the conflict side in recent conflicts.

6.1 Results

Table 2 gives the minimum, median, and maximum number of decisions for
BCMinisat and input-restricted BCMinisat (BCMinisatinputs) for each benchmark
instance. For the instances based on hardware multiplication designs, for which the
number of unassigned input variables is 2% or less out of all unassigned variables,
BCMinisatinputs shows an advantage over BCMinisat with respect to the number of
decisions. However, for the hardware verification and BMC instances, the overall
performance of BCMinisatinputs is much worse, with timeouts on all verifica-
tion and half of the LTL BMC instances. The possible gains of applying input-
restricted branching seem to correlate with a very low relative number of input
variables. On the equivalence checking instances, we notice that the number of
decision for BCMinisatinputs is more than the brute-force upper bound, e.g., for
eq-test.atree.braun.10 around 1.4 − 1.8 × 106, compared to the brute-force
bound 220 ≈ 1.0 × 106. Considering that we are using a state-of-the-art clause learn-
ing solver, this surprising result is likely due to conflict clause forgetting;4 when
forgetting a conflict clause C, the solver may have to re-examine the search space
characterised as unsatisfiable by C. Figure 9 gives a cumulative plot of the number of
solved instances, showing a drastic decrease in performance for the input-restriction.

The effect of input-restriction varies depending on whether unsatisfiable or sat-
isfiable instances are considered (Fig. 10). For the unsatisfiable instances the plot
correlates well with Corollary 2, with timed out runs on the horizontal line. For
satisfiable instances, there seems to be no clear winner, although when selecting
from the relative small set of input variables, the probability of choosing a satisfying
assignment is intuitively greater.

We also observe that the VSIDS branching heuristics [40] applied in Minisat
might not work as intended with the input-restriction. The number of unbranchable
variables which have better heuristic values than the best branchable variable can be
high per decision (median of averages: ud in Table 2), e.g., for eq-test.atree.

4For more evidence corroborating this claim, see [30].
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Fig. 9 Comparison of
input-restricted branching
and unrestricted Minisat:
cumulative number of
solved instances
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braun.10 on the average there are, per decision, over 100 unbranchable variables
with better heuristic scores than the best branchable one. From another point of view,
the fraction of increments on branchable variables from the number of all increments
to heuristic values during search can be in some cases even as low as 1% (median:
bb in Table 2)—running the risk of VSIDS degenerating into a random heuristic.
These observations imply that in order to incorporate branching restrictions in clause
learning solvers, the restriction itself should be taken into account in developing
suitable heuristics and learning schemes.

As a final remark, we refer to [30] for a more in-depth experimental investigation
into the effects of restricted branching—not limited to the input-restriction and hence
extending the experimental evidence provided here—on the efficiency of clause
learning solvers.
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7 Conclusions

We investigate the effect of restricting branching in clause learning SAT solving on
the efficiency of the underlying inference system from the view of proof complexity.
It is known that the unrestricted version of the considered variant of clause learning
can efficiently simulate general resolution, being thus very powerful compared to
the basic DPLL (with no clause learning). However, we show the surprising result
that input-restricted clause learning cannot even simulate the basic DPLL. This
implies that all implementations of clause learning, even with optimal heuristics, have
the potential of suffering a notable efficiency decrease if branching is restricted to
input variables. The experimental evidence shows that by restricting branching the
robustness of SAT solvers can decrease, and that input-restricted branching does not
go well with clause learning based heuristics of modern solvers.
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Appendix Polynomial length RES proof of EPHPn+1
n

The RES proof consists of four components, out of which the first three will be
applied iteratively in a level-wise fashion from l = n + 1 to l = 3. The intuitive idea is
that at level l we will derive PHPl−1

l−2 from PHPl
l−1 and EXTl in a polynomial number

of resolution steps.

1. Resolve on the gates ol−1
i, j , where i = 1, . . . , l + 1 and j = 1, . . . , l, using the

clauses in the CNF translation of el−1
i, j := or(el

i, j, ol−1
i, j ) and ol−1

i, j := and(el
i,l−1, el

l, j).

2. Derive the long clause {el−1
i,1 , . . . , el−1

i,l−2} from {el
i,1, . . . , el

i,l−1} for each i =
1, . . . , l − 1.

3. Derive the short clauses of the form {¬el−1
i,k ,¬el−1

j,k } for 1 ≤ i, j ≤ l − 1 and 1 ≤
k ≤ l − 2.

4. After iterating steps 1-3 from l = n + 1 down to l = 3, derive the empty clause in
two step from the clauses in PHP2

1.

We will describe these steps now in more detail.

1. For each el−1
i, j := or(el

i, j, ol−1
i, j ) we have the clauses

{
¬el−1

i, j , el
i, j, ol−1

i, j

}
,
{

el−1
i, j ,¬el

i, j

}
,
{

el−1
i, j , ¬ol−1

i, j

}
,

and for each ol−1
i, j := and(el

i,l−1, el
l, j) the clauses

{
ol−1

i, j ,¬el
i,l−1, ¬el

l, j

}
,
{
¬ol−1

i, j , el
i,l−1

}
,
{
¬ol−1

i, j , el
l, j

}
.

In particular, when resolving on the gate ol−1
i, j , we obtain from these clauses the

clauses
{
¬el−1

i, j , el
i, j, el

i,l−1

}
,
{
¬el−1

i, j , el
i, j, el

l, j

}
,
{

el−1
i, j ,¬el

i,l−1,¬el
l, j

}
.
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Fig. 11 How to derive
{el−1

i,1 , . . . , el−1
i,l−2} in a

polynomial number of
resolution steps using Cook’s
extension for PHPn+1

n

2. The derivation is described in Fig. 11. Notice that, at each step, the variable re-
solved upon is underlined. Recall that {en+1

i,1 , . . . , en+1
i,n } is the clause {pi,1, . . . , pi,n}

in PHPn+1
n .

3. Figure 12 shows how to derive the clauses of the form {¬el−1
i,k ,¬el−1

j,k }.
4. By recursively applying the derivations in Figs. 11 and 12 from l = n + 1 to l = 3,

one can thus derive the clauses {e2
1,1}, {e2

2,1}, and {¬e2
1,1,¬e2

2,1}. Finally, the empty
clause can be derived from these clauses with two resolution steps.

Fig. 12 How to derive {¬el−1
i,k ,¬el−1

j,k } in a polynomial number of steps using Cook’s extension for

PHPn+1
n
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However, one can see that derived clauses in each PHPl
l−1 are used multiple times in

the RES proof. For example, for each l, the clause {el
l,1, . . . , el

l,l−1} is used in the order
of l times in the derivation shown in Fig. 11. Hence the end result is not a T-RES
proof.
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