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Abstract In this paper, a stochastic collocation-based
Kalman filter (SCKF) is developed to estimate the
hydraulic conductivity from direct and indirect mea-
surements. It combines the advantages of the ensemble
Kalman filter (EnKF) for dynamic data assimilation
and the polynomial chaos expansion (PCE) for efficient
uncertainty quantification. In this approach, the ran-
dom log hydraulic conductivity field is first parame-
terized by the Karhunen-Loeve (KL) expansion and
the hydraulic pressure is expressed by the PCE. The
coefficients of PCE are solved with a collocation tech-
nique. Realizations are constructed by choosing collo-
cation point sets in the random space. The stochastic
collocation method is non-intrusive in that such real-
izations are solved forward in time via an existing de-
terministic solver independently as in the Monte Carlo
method. The needed entries of the state covariance
matrix are approximated with the coefficients of PCE,
which can be recovered from the collocation results.
The system states are updated by updating the PCE
coefficients. A 2D heterogeneous flow example is used
to demonstrate the applicability of the SCKF with re-
spect to different factors, such as initial guess, variance,
correlation length, and the number of observations.
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The results are compared with those from the EnKF
method. It is shown that the SCKF is computationally
more efficient than the EnKF under certain conditions.
Each approach has its own advantages and limitations.
The performance of the SCKF decreases with larger
variance, smaller correlation ratio, and fewer obser-
vations. Hence, the choice between the two methods
is problem dependent. As a non-intrusive method,
the SCKF can be easily extended to multiphase flow
problems.
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1 Introduction

Geologic formations are intrinsically deterministic.
However, owing to the incomplete knowledge of the
medium properties, such as the hydraulic conductivity
and porosity, these parameters are usually treated as
random space functions, and the equations describing
flow and transport in the media become stochastic
[1-3]. Large efforts have been made to estimate the
parameters of the formations from all available obser-
vations. Owing to the high cost associated with direct
measurements of formation parameters, the observa-
tions often include a limited number of direct measure-
ments and a certain amount of indirect measurements.
Estimating the parameters from the indirect measure-
ments is a challenging inverse problem.

The Kalman filter is widely used as a sequential data
assimilation method [4]. It is optimal if all the probabil-
ity distributions involved are Gaussian, i.e., the system
is linear, and all the random variables are normally
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distributed. Different methods have been proposed to
apply Kalman filter to nonlinear problems. These ap-
proaches include extended Kalman filter (EKF) [5],
ensemble Kalman filter (EnKF) [6], and their variants.
EKF is based on the first-order linearization of the
system. It becomes rather time consuming when dealing
with large-scale problems. The EnKF is essentially a
Monte Carlo method. The information of the state co-
variance is represented by an ensemble of realizations.
Owing to its conceptual simplicity, ease in implementa-
tion, and relatively lower computational cost compared
to other approaches, the EnKF has been widely used
in different fields such as meteorology, oceanography,
hydrology, and reservoir engineering [6—13]. However,
the size of the ensemble is crucial for the performance
of the EnKF. Owing to the slow convergence with the
ensemble size N, a large ensemble size is required
to get accurate estimations of the system and an even
larger size for the estimation of the associated uncer-
tainty. On the other hand, since it is time consuming to
run each simulation for large-scale problems, one can
only afford a small ensemble size. Some methods have
been proposed to reduce the sampling errors in the
EnKF with small-sized ensembles. Ensemble square
root filter [14] uses different Kalman gains to update
the ensemble mean and the perturbations separately.
Double ensemble Kalman filter [15] divides the en-
semble into two parts, each of which is updated using
the Kalman gain calculated from the other. Further-
more, some ad hoc techniques, such as localizations and
inflations, have been proposed to handle the spurious
correlations approximated by the small sized ensemble
[16]. These approaches are found to give improved
results with relatively small ensemble sizes. However,
extra efforts are needed.

Recently, there are increasing interests in solving
inverse problems via the stochastic spectral method. As
one of the most popular stochastic spectral methods,
the polynomial chaos expansion (PCE) method, pio-
neered by Ghanem and Spanos in the field of stochastic
mechanics [17], provides a powerful tool in uncertainty
quantification. In this method, the random process of
interest is represented by the polynomial chaos basis.
The expansion coefficients are solved via the Galerkin
technique. This PCE method allows high-order approx-
imations of random input variables. Optimal conver-
gence can be achieved by choosing the proper basis,
known as the generalized polynomial chaos (gPC) [18].
A Bayesian approach to a transient diffusion problem
based on PCE was proposed in [19]. The PCE was used
to accelerate the Bayesian inference without solving the
stochastic differential equation. A PCE-based EnKF
was developed in data assimilation for multiphase flow
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problem [20], where the inputs were random variables
and the statistics of the states were represented by
PCE terms. In the above two approaches, the Galerkin
technique was employed; hence, one has to solve cou-
pled equations for the PCE coefficients. It becomes
difficult when the governing equations take compli-
cated nonlinear forms. A dimension-reduced Kalman
filter based on the Karhunen-Loeve-based moment
equation (KLME) method for reservoir data assimila-
tion was developed in [21]. The forward problem was
solved by the KLME method. The estimations of the
hydraulic conductivity field were sequentially updated
using updated KL expansion coefficients. In this ap-
proach, the equations are not coupled but recursive
since the high-order equations depend on the lower-
order ones. This method cannot be easily extended
to multiphase (nonlinear) problems, since the KLME
results in new types of equations at high order. In all
the spectral approaches listed above, new codes need
to be developed to deal with the corresponding new
equations.

To alleviate this difficulty, collocation methods such
as the probabilistic collocation method (PCM) [22-24]
and the stochastic collocation method [25, 26] have
been developed for uncertainty quantification. A com-
parative study of different collocation methods for flow
in porous media can be found in [27]. In these methods,
after choosing collocation point sets in the random
space, one only needs to solve the corresponding deter-
ministic governing equation repeatedly. In this sense,
the stochastic collocation methods are non-intrusive as
in the traditional Monte Carlo method. It is, however,
found that the former are more efficient than the latter
under certain conditions. The research in inverse prob-
lems via collocation methods just started very recently.
A method for the stochastic inverse heat conduction
was proposed in [28], where the stochastic inverse prob-
lem was transformed to a deterministic optimization
problem via a sparse grid collocation method. How-
ever, it still requires developing new codes to solve the
resulting sensitivity equations, what may be difficult for
complex systems. Furthermore, it uses the observations
in the entire history (not real time) and is thus very de-
manding for data storage in geological problems. These
are typical disadvantages of gradient-based methods in
the inverse problem.

In this study, a stochastic collocation-based Kalman
filter (SCKF) is developed to sequentially update the
formation conductivity field from all available obser-
vations. The covariance matrix is approximated by the
coefficients of PCE, which are obtained from the sto-
chastic collocation results. This paper is organized as
follows. In Section 2, the mathematical formulations
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are presented briefly. The implementation of the SCKF
is discussed in Section 3. Then, illustrative examples
are given in Section 4 to show the applicability of the
SCKF. Some discussion is given in Section 5 before the
paper in concluded.

2 Mathematical formulations
2.1 Governing equation

We consider transient water flow in saturated geologic
formations satisfying the following governing equation:

V [KsX)VAX, )] + g(x, 1) = S; ah(a);’ t), (1)
subject to the initial and boundary conditions:

h(x,0)= Hy(x),xe D, 2)
hx,t)= H(X,1),x € ®p, 3)
K X)Vh(x,t) - n(x) =—0Q(x,0),x € Dy, 4

where g(x, ¢) is the source/sink term, A(X, f) is the pres-
sure head, Hy(x) is the initial head in the domain
D, H(x,t) is the prescribed head on Dirichlet bound-
ary segments ®p, Ks(x) is the hydraulic conductivity,
Q(x, t) is the prescribed flux across Neumann boundary
segments ®y, n(x) = (1, ny, ...ng)" is an outward vec-
tor normal to the boundary @y, and S; is the specific
storage. In this study, the conductivity K (x) is con-
sidered as a random space function with lognormal
distribution. We usually work with the log transformed
hydraulic conductivity Y = In K. We treat the specific
storage S as a deterministic constant.

Since K(x) is a random function, the above flow
equations become stochastic partial differential equa-
tions, which can be solved by different methods. In
this study, a stochastic collocation method is used. This
method is based on the stochastic spectral expansions
of random processes, which are formulated in the fol-
lowing sections.

2.2 Karhunen-Loeve expansion

Let Y (x,w) =In[K (X, w)] be a Gaussian stochas-
tic process, where x€ D and w e Q (a probabil-

ity space). Since the covariance function Cy (x, y) =
(Y (x, ) Y’ (y, »)) is bounded, symmetric, and positive
definite, it can be decomposed into

Cy (x.y) =D _xfi® fi(y), Q)

i=1

where A; and f;(x) are eigenvalues and eigenfunctions,
respectively. The stochastic process Y (x, w) can be ex-
panded with Karhunen-Loeve (KL) expansion as:

Y (X 0) =Y &+ Y &) vVifx, (6)
i=1

where Y (x) is the mean component and ¢; are indepen-
dent Gaussian random variables with unit variance and
zero mean. It has been shown that the KL expansion
is of mean square convergence when the underlying
process is Gaussian. In practice, the expansion is usually
truncated up to the first M terms. Increased number
of terms is needed to sufficiently approximate the ran-
dom field with the decrease of the correlation scale
relative to the domain size (correlation ratio). For the
correlation function with some special forms such as
the separable exponential form used in this paper, the
KL expansion can be obtained analytically. Usually,
one has to solve the Fredholm equation to get the
eigenvalues and eigenfunctions numerically [17]. This
problem can be transformed to eigen-decomposition
of the covariance matrix. It is very time consuming
when the models are large. Two methods can be used
to reduce the computational burden. One is to use
interpolation based on coarse nodes to approximate
the covariance and the corresponding eigenfunctions.
If the covariance is smooth enough, this method can
effectively approximate the first few KL expansion
terms. Another new approach is kernel method, which
is to use Monte Carlo realizations to approximate the
eigenfunctions and eigenvalues [29]. In this method,
one has to check the convergence of the covariance
represented by a limited number of realizations.

2.3 Polynomial chaos expansion
The polynomial chaos expansion is more general than

the KL expansion. It can be used to represent ran-
dom processes without the prior knowledge of the
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covariance function. With this expansion, the random
process of interest can be expressed as

Yy o) =a) X+ Y _a, X (& ()

i=1

+Y Y i, 0T (& (@), & ()

ii=1ir=1
o0 il iz

DY i, 0T (& (@), & @), & @) + ...

i=1i=1is=1

(7
where the coefficient functions ag(x) and a;,, i, (X)
are deterministic and unknown. I'y (S,-,, Eiyy oo ns é,-d) are

multi-dimensional Hermite polynomials of order d

Ty (&, ... &) = (=) e'e [e—%frf] . (8)

&, ... &,

where & is a vector denoting (Eil, .. .,Ei,,)T. Hermite
polynomials are optimal basis for Gaussian processes
with exponential convergence rate. A more general
discussion about random variables with different distri-
butions can be found in [18].

In practice, Eq. 7 is usually truncated by a finite
number of terms and can be rewritten as follows

0
Y& L) =Y cj(x )W) Q)

j=0

There is a one-to-one correspondence between the
terms in Eqgs. 7 and 9. The total number of terms
(Q + 1) can be determined by the random dimensional-
ity M and the order of the polynomial chaos expansion
d,

(M + d)!

Q+1=—par

(10)

2.4 Stroud-2-based stochastic collocation method

The stochastic collocation methods are based on the
theory of multidimensional integration. In these meth-
ods, after parameterizing the random inputs with ran-
dom variables, the governing equations are solved at
the given point sets in the random space. Among
different collocation methods, the cubature rule of
degree 2, also called Stroud-2, requires the minimal
collocation sets. Since the random dimensionality in
our problem is large (M > 100), the Stroud-2 points
are employed. For M random dimensional problems,
M +1 collocation point sets are needed. For mul-
tidimensional integration with Gaussian weights, the
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collocation point sets & = [&.1, &2, ...  &km], k=
0,1,..., M, are defined as [30]
. 5 2rkm £
r—1 = COS ——, r
k2r—1 M1 e
2rkm
= [2sin——,r=1,2,...,|M/2 11
\/51nM+1,r 2, [M)2], (11)

where [ M/2] is the greatest integer not exceeding M/2,
if M is odd, &y = (—1)*. Collocation points for ran-
dom inputs with other distributions can also be found
in [30]. Each collocation set is of equal weight. The
collocation points given in Eq. 11 form an integration
formula of degree 2, i.e.

1 M
[aG@peie~ gy G, (12
i=0

where Q is M dimensional space and p is multivariable
Gaussian probability density function. If we represent
a random process in PCE form as shown in Eq. 9, the
coefficient c;(x, ) can be obtained by making projec-
tions onto each basis as follows

Y.t )W) _ [oy X to)¥;E)p )dE
(v) (v
(13)

According to the Stroud-2 cubature rule, Eq. 13 can be
approximated by the following expression

ci(x, )=

M
X)X >y (X, L E) Y (&), (14)
M+ 1) (¥2) 15
where y(x,t, &) is the collocation result given the ith
collocation set, and W;(;) is the jth PCE basis given the
ith collocation set. Equation 14 can be seen as the post-
processing step of the stochastic collocation method.
Note that the Stroud-2 rule is exact for integrations of
polynomials of degree at most two. Hence, Eq. 14 is
accurate as long as W;(£) is up to the first order. There-
fore, if we recover PCE terms from the results of the
Stroud-2-based collocation method, the approximation
is only up to the first order and Q equals M. Although
this accuracy is relatively low, this collocation-based
method is still effective in some problems where the
random dimensionality is large.

It should be noted that the SCKF is not limited
to Stroud-2 collocation rule. It can be employed with
PCE up to any order, if the computational effort is
affordable. In the implementation of the stochastic col-
location method, at the first step, one has to decide
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the order of PCE according to the nonlinearity of the
problem. Since for random variables with certain dis-
tributions, the orthogonal polynomial basis W is fixed.
With the chosen order and corresponding collocation
points &;, W;(&) is thus fixed during the entire proce-
dure. Therefore, it can be calculated once and saved for
later use.

2.5 Ensemble Kalman filter

The ensemble Kalman filter (EnKF) is a Monte Carlo
method. It is easy to implement and similar to the
Kalman filter. In the Kalman filter, the covariance is ex-
plicitly computed and propagated in time, while in the
EnKF, the covariance is calculated from the ensemble.
The basic formulas are listed below.

In this single phase flow problem, a joint vector is
defined as

—[Y" n’]", (15)

where the state vector Y7 is for the log conductivity,
and h7 is for the pressure head. In the implementation
of the EnKF, realizations of state vector are collected
in a matrix to form an ensemble

S = [Sl S SNE], (16)

where N, is the ensemble size. The forecast state s/ (i)
can be obtained by running each ensemble member
with any existing simulator. In the analysis step with
time index i, each ensemble member is updated via

st()=s/ () + POHT [HP HH+R ()]

(dovsj ) BT ) j=1.2,...

where jis the member index, dos, (i) is the perturbed
observation, and H is the observation operator. R(i) is
the covariance matrix of the observation errors, and
P(i) is the covariance matrix of the forecasted states,
which can be calculated from the ensemble.

, N, 17)

3 Kalman filter in PCE basis space
In this section, we discuss the combination of the

Kalman filter and the PCE. Since the state s is a random
process, it can be expanded using PCE as

Q

s:ch\yj(g). (18)
j=0

¢; is defined as

T
o=, o] i=01..0 (19)

where cY and ch are the PCE coefficient vectors of
the log conductwlty and pressure head, respectively.
Because the Stroud-2 collocation method is used in
this paper, both the log conductivity and the pressure
head are approximated to first order. Since Q equals
M, only M is used in all the following formulas. The
covariance can be expressed with non-zeroth order
PCE coefficients as

)

= ]f:lc,- (cj)T<\Il]2>.

—

The analysis step at the time indexed by i can be written
in the PCE form as

M M 1
Y iy wi= ¢l () Wi+P @ H[HP () H'+R ()]
j=0 j=0

M
x 3 [dons (80— He] 0] W, (1)

J=0

where dgps (0) is the observation. Since the measurement
errors are independent of the system state, the PCE
terms of observations are expressed with the Kronecker
delta. Multiplying by W; and taking expectation, Eq. 21
yields

¢ () =¢] () +K () [dovs () 80~ He] ()], j=0,1,-- . M,
(22)

where K(i) is the Kalman gain. Therefore, each PCE
coefficient of the log conductivity and the pressure head
is updated separately. Here, the log conductivity field Y
is initially parameterized by the KL expansion, which
is expressed by the first-order of Gaussian random
variables. It is interesting to note that, if PCE with
higher order is used in the problem, higher-order PCE
coefficients of the log conductivity Y will be produced
after the analysis, and the conditional field will become
non-Gaussian. Once the PCE coefficients are updated,
corresponding collocation realizations can be obtained
via

M
S“(E) =) W), i=0,1,.... M, (23)

J=0

where W; (&) is the jth PCE term at the ith collocation
set. Once the updating step is finished, with the new
conductivity realizations, the forecast step moves to the
next time when the observations become available. The
algorithm of stochastic collocation-based Kalman filter
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can be summarized in Fig. 1. It is of interest to note
that besides the statistical moments obtained directly
with Eq. 23, more (conditional) realizations can be
generated with new random vectors &, on the basis of
which probability density functions of the state vector
may be obtained.

In the standard EnKF, the initial realizations are
usually generated based on the random sampling. Some
strategies in the initial sampling were discussed in [31].
It is interesting to note that, since the SCKF is im-
plemented at the designed collocation point sets, it is
very similar to the EnKF with deterministic sampling
methods. In fact, it can be shown that, with the Stroud-2
sampling method, the EnKF with non-perturbed obser-
vations is equivalent to the SCKF with the first-order
PCE. The proof is given in Appendix.

When the PCE order is higher than one, we can
solve the problem with the PCM [23, 32, 33]. For each
uncertain parameter, the collocation points are selected

Initial setup
t (geometric boundary,
0 statistics...), KL
expansion of Y

Make each
collocation realization
forward with time <
using exsisting
simulator

l

Postprocess collocation|
results to recover PCE
coefficients

L +At

Set the updated Y
realizations as new
parameters, use the new
head realizations as the
initial condition for the next

l forwarding step

Update each PCE
coefficients, get the
updated estimations

NO

END?

YES

END

Fig.1 Flow chart of stochastic collocation based Kalman filter
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from the roots of the next higher-order orthogonal
polynomial. After solving the forecasting problem via
PCM, we can update the PCE coefficients via Eq. 22.
It should be noted that, in the analysis step, since each
PCM realization is no longer equally weighted, we can-
not update each realization directly. In this paper, the
nonlinearity of the single phase problem is not strong,
the Gaussian assumption is not strongly violated, and
collocation method based on Stroud-2 rule is able to
capture the dynamics of the system. Although updat-
ing the PCE coefficients is equivalent to updating the
Stroud-2 realizations, implementing the analysis step in
the PCE framework shows the order of accuracy more
clearly.

In the SCKEF, the first step is to parameterize the
uncertain inputs with a set of independent random
variables. For the Gaussian random fields, which can be
completely characterized by the first two moments, the
KL expansion is a convenient tool for parameterization.
Parameterization of non-Gaussian random fields is still
an active research area. Some approaches have been
proposed based on different assumptions. It is common
that the prior statistics are only the correlation and
the marginal distributions, which cannot sufficiently
characterize a non-Gaussian field. In that case, one
possible approach is to use polynomial transformations
of the Gaussian process (PCE) to match the one-point

800 , [
T 1 I
™ " 0
: 3 @ & &
600
- ALY
& & & &
>400 Hl1m ) ™
B @ ] & &
B e
200
i & F:n & &5
- l r
09 200 400 500 500
X

Fig. 2 The flow domain and the observation locations for log
hydraulic conductivity (nine filled squares) and pressure head
(all the 25 squares). The filled triangle and empty triangle are the
pumping and injection well, respectively
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Fig. 3 The ratio of energy captured

marginal probability density functions, and use the KL
expansion of the underlying Gaussian process to match
the target correlation function [34]. With the PCE-
based parameterization of the non-Gaussian random
fields, we can implement the SCKF as described in
this paper. If samples of the non-Gaussian field are
assumed to be available, another approach is to employ
the KL expansion as a dimension reduction tool to pa-
rameterize the field with a set of uncorrelated random
variables [35]. The distributions of random variables
in the KL expansion are no longer Gaussian and can
be estimated from the samples. Based on the specific
marginal distribution of each random variable, the or-
thogonal generalized polynomial chaos basis can be
constructed. In this approach, the random variables in
the KL expansion are assumed to be independent. This

Fig. 4 The RMSE and 1.2
SPREAD for the SCKF with
different number of modes

—

RMSE

- 100 modes -

approximation can simplify the problem. On the other
hand, model errors will be introduced since the ran-
dom variables are essentially uncorrelated (statistically
dependent). Hence, the information of joint statistics
among these variables will be lost. In [35], the authors
discussed some correcting methods to alleviate this
problem. Our ongoing investigations show that, com-
bined with independent component analysis, the KL
expansion can parameterize the non-Gaussian fields
with a set of independent random variables. Then, the
forward problem can be solved by collocation methods,
and the coefficients of gPC can be updated similarly.

We should also keep in mind that both the SCKF
and EnKF are variants of the Kalman filter, in which
only the first two moments are used. They are both
suboptimal for nonlinear problems. If the nonlinearity
is strong, more sophisticated methods should be em-
ployed, however, with the cost of larger computational
efforts. A generalization of the ensemble Kalman filter
for the non-Gaussian channelized field has been pro-
posed in [36] recently, where the higher-order statistics
were used to update the states.

4 Nlustrative examples

In this section, in order to demonstrate the applicability
of the SCKF to estimate the hydraulic conductivity by
assimilating the measurements of the pressure head
and the hydraulic conductivity, a 2D model of transient
saturated flow is used. The results are compared with
those of the EnKF method.

In the implementations of both the SCKF and the
EnKeF, since the same model (MODFLOW) is used for
solving both the forecast model and the reference, we
assume that the system is free of model errors. The

12

50 modes
- 100 modes
200 modes ———- 200 modes

50 modes

SPREAD

L

ool v vy )
0

4 3
Time (day)

1
8 10

Time (day)
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Fig. 5 RMSE and SPREAD 12
for ten groups of EnKF with -
100 realizations

12

0.8

06
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LU e e e

T

RMSE
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o
(o]

o ¢
@
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0.4

0 ool e oy
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0.20

4 3
Time (day)

domain is a square of size L, = L, = 800m, which is
uniformly discretized into 40 x 40 elements, as shown
in Fig. 2. A pumping well and an injection well are
placed at (240m and 260m) and (540m and 560m),
respectively, with a constant volumetric flow rate of
150 m*/day during the entire assimilation time. The
two lateral sides are no-flow boundaries, while the left
and the right are Dirichlet boundaries with prescribed
pressure heads of 202m and 198m, respectively. The
constant storage coefficient is assumed to be 0.0001.
The log hydraulic conductivity field is treated as spa-
tially correlated Gaussian random field with zero mean
and unit variance. The correlation of the unconditional
hydraulic conductivity field is assumed to be in a sepa-
rable exponential form,

Cy (x1,x3) = Cy (x1, y1;5 X2, 2)

— oexp i — x|y — ol 4
Ay Ay

4 3
Time (day)

where o2 is the variance and A, and 1, are the correla-
tion length in the x and y directions, respectively.

In this example, an unconditional realization of the
log hydraulic conductivity field with given statistics
(0> = 1.0, A, = 200m and A, = 100m) is generated by
the KL decomposition. This field is then considered
as the true field, called the reference field. A forward
transient simulation is conducted using the reference
hydraulic conductivity field. Ten days is chosen as the
duration of the total assimilation time, which is equally
subdivided into 50 time intervals with a size of 0.2 day.
As shown in Fig. 2, observations are obtained at 25
locations. Nine measurements of the log hydraulic con-
ductivity field are taken at the filled squares, and 25
measurements of the pressure head are obtained at all
the squares. At ¢ = 0.2 day, both the pressure head and
conductivity are measured. After that, only pressure
heads are measured at every 0.6 day up to day 10.
The measurements of the hydraulic conductivity are
assumed to be perfect, and the measurement errors
of pressure head are assumed to follow a Gaussian

Fig. 6 RMSE and SPREAD 12p 12p
for five groups of EnKF with 1 E 1B
200 realizations F
1E 1
09 09F
" 08 ;_ 2 08 ;—
LorF Work
x f o F
06 Dosk
05 =
04 04F
03F 03F
E . E . vy
025 2 8 0 %% 2 8 10

4 6
Time (day)
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Fig.7 RMSE and SPREAD for the EnKF with 1,000 realizations

distribution with zeros mean and standard deviation
o = 0.05m. For both the EnKF and SCKF, the initial
pressure head is assumed to be known without uncer-
tainty. To reduce the condition number of the matrix
[HPf(i)HT + R(i)]in Eq. 21, a relaxation term is added
to the diagonal terms, as in the KLME-based Kalman

filter [21]. This relaxation term improves the stability
of the SCKF. There is no standard method to decide
the relaxation value. Our numerical experiments show
that the performance of the SCKEF is sensitive to the
choice of relaxation term when the number of modes
is small, for example, being 50. With larger number of
modes, the SCKF performs well as long as the relax-
ation term remains within a reasonable range. For the
sake of comparison, in the following discussions, the
same relaxation term 0.3 is used in both the SCKF and
the EnKF.

5 Results and discussions

Using the KL expansion, we parameterize the log con-
ductivity field with a set of finite number (modes) of
independent standard Gaussian variables. Therefore,
it is important to know how much energy is kept by
the random modes. For the statistics with correlation
length A, = 200m and A, = 100m, the fraction of en-
ergy captured by the eigenvalues versus the number
of KL modes used is shown in Fig. 3. It is shown that
about 85% energy of the field is captured using the first

Fig. 8 Comparison between 4 4 -
the estimated In K from the a b
SCKF with 100 modes and 3r 3r
the reference field at
different times: a2 0.2, b 2.0, 2r
¢5.0, and d 10.0 day
w 1r w
X X
o 3]
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100 modes, while 90% of energy is kept using the first
200 modes. After that, the fraction increases very slowly
with the increase in the mode index.

To measure the performance of the Kalman filter,
two quantities are commonly used. The root mean
square error (RMSE) stands for the mean deviation of
the estimated mean field from the reference field,

N
RMSE = |4 S IE(Y (o) — V' (e (25)

i=1

where operator E is the expectation on the ensem-
ble and E(Y(x;)) is the estimated mean, Y'(x;) is the

400
X

(©

reference values, and N is the number of grid nodes.
Another measure of the performance is the ensemble
spread, which is the square root of the averaged vari-
ance of the ensemble, defined as

N
1
SPREAD = | > VAR (x)). (26)

i=1

In this study, we compare the performance of the SCKF
and EnKF by contrasting their respective RMSE and
SPREAD. The RMSE is used to measure the mean
estimation, while the SPREAD is used to measure
the uncertainty in the estimation. Here, we show that

400
X

@

Fig. 9 The contours of In Kj: a reference field, the estimated mean from b SCKF with 100 modes, ¢ SCKF with 200 modes, and d EnKF

with 1,000 realizations
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the match between the RMSE and SPREAD provides
another measure of performance. Equation 26 can be
also written as

1 N
5 2AEY 0)’] = ElY P} (27)

i=1

SPREAD =

Hence, the difference between the squares is

RMSE? — SPREAD?
N

1
=5 2 AEY Gl =2E[Y ()l V' () + Y (x)?

i=1

— E[Y (x)*] + ETY (x)1*}

N
D EY G)H{ELY ()l = Y' (v}

ZIN

{Y' (x> =

E[Y (x)*]}. (28)

Il
-

+
zl= 7

It is shown from Eq. 28 that if

(a) E[Y(x)’] — Y'(x)?, in an grid-average form, and
(b) E[Y(x)]— Y' (x) in a weighted grid-average
form,

the difference will tend to be zero. Therefore, the match
between RMSE and SPREAD is a measure involved
with the both mean and uncertainty estimations.

In real-world applications, since the reference field
(the true field) is not available, the RMSE cannot
be calculated. Furthermore, the RMSE and SPREAD
may not be proper for non-Gaussian field. A more
straightforward way is to see the match between the
estimated pressure and the reference. The estimations
are given by rerunning the simulations from the initial
time with updated ensemble members (in the EnKF) or
collocation realizations (in the SCKF). In order to show

Fig. 10 The estimated In K variance from a SCKF with 100 modes, b SCKF with 200 modes, and ¢ EnKF with 1,000 realizations
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Fig. 11 Mean and confidence interval estimations of pressure
calculated from the SCKF with 100 modes and different runs of
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column a, b, and ¢ are for the location (80m and 720m), (320m
and 120m), and (720m and 80m), respectively. In each column,
the top figure is for the SCKF, the remaining three figures are for
different groups of the EnKF
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the predictions under different well-operating scenario,
from day 10, the rates of the two wells are changed
from 150 to 100. Accordingly, the flow behaviors will be
significantly changed from days 10 to 20. It should also
be noted that, since the inverse problems are usually ill-
posed, the solutions with accuracy to a certain degree
may not be unique. Similar pressure head behaviors can
be produced by different conductivity fields. Even the
match between the estimations and observations is not
an adequate measure either.

In the SCKF, the forecast and analysis are imple-
mented in the PCE basis space. Each state is decom-
posed into (Q + 1) PCE components; hence, (Q + 1)
collocation realizations are required. In the EnKF, the
forecast and analysis are implemented in the ensemble
space. Each state has N, Monte Carlo realizations. In
both of the SCKF and the EnKF, the main computa-
tional efforts are used to solve the flow equation. The
SCKF with random dimensionality M and PCE order
d requires solving the flow equation (M + d)!/(M !d!)
times. The EnKF with ensemble size N, requires solv-
ing the flow equation N, times. The challenge exists for
both the SCKF and the EnKF in large-scale problems.
Due to the computational burden, the ensemble size

Fig. 12 With the reference
variance o2 = 2: a RMSE for
EnKF with 200 realizations,
b SPREAD for EnKF with
200 realizations, and ¢ RMSE
and SPREAD for SCKF with
200 modes

08

06

P IR NS |

or the number of collocation realizations is usually
several orders of magnitude smaller than the problem
dimension, i.e., the grid number in this study. Both the
EnKF and the SCKF use reduced rank approximation
of the system covariance matrix. The updates are also
restricted to the subspace spanned by the forecast en-
semble members or PCE coefficients. Furthermore, the
sampling errors in the EnKF with limited ensemble
size may be dominant. As introduced in Section 1,
in the EnKF, many methods have been proposed to
reduce the necessary ensemble size requirement. In the
SCKF, the computational efforts are determined by the
random dimensionality and the PCE order. The KL
expansion is used as a dimension reduction tool to para-
meterize the random field. The random dimensionality
is then reduced from the number of grids to the number
of random variables in the KL expansion, i.e., M. For
large-scale problems where the total number of grids
may be of order 10°, an M of the order 10°~3 is usually
sufficient for parameterization. For strongly nonlinear
problems, higher PCE order is necessary. It seems that
in a strongly nonlinear problem with a large random
dimensionality, the number of required collocation
realizations is so huge that the SCKF may become
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Fig. 13 With the reference 22
variance o2 = 4: a RMSE for - a
EnKF with 200 realizations,
b SPREAD for EnKF with
200 realizations, and ¢ RMSE I

and SPREAD for SCKF with 16 _\—\
200 modes L
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impractical. This is the so-called curse of dimension-
ality. However, since not all the PCE terms make
significant contributions in the system response, one
possible way to reduce the computational burden in
PCE-based methods is to use the leading PCE terms.
For example, in the recent work on stochastic analy-
sis of unsaturated flow with probabilistic collocation
method [37], a case with the random dimensional-
ity M =150 and PCE order d =2 was studied. The
number of full PCE terms was (1504 2)!/(15012!) =
11,476, which makes the PCM computationally expen-
sive. However, it has been shown that the cross PCE
terms can be neglected, and the number of the re-
mained PCE terms is reduced to (1 +2 M), i.e., only
301. This leading term approximation makes the sec-

4 5
Time (day)

ond order PCM still more efficient than Monte Carlo
simulation in that nonlinear problem.

In this study, the stochastic collocation method based
on the Stroud-2 rule is employed. M modes requires
solving the corresponding deterministic equations for
M + 1 time. Therefore, the computational efficiency of
the two approaches can be compared by just looking at
the number of modes in the SCKF and the number of
realizations in the EnKF.

5.1 Initial statistics

Owing to the fact that the statistics of the conductivity
field are commonly known with an incomplete knowl-
edge, the SCKF is initialized with slightly different

Table 1 With the reference variance o2 = 2, the final RMSE, SPREAD, and the difference of squares for EnKF with 200 realizations

and SCKF with 200 modes

EnKF SCKF
RMSE 1.037 0.995 0.933 0.907 0.954 0.861
SPREAD 0.654 0.648 0.655 0.644 0.644 0.670
R2-S2 0.647 0.570 0.441 0.408 0.495 0.292
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statistics. The mean of the log hydraulic conductivity
is still zeros, while the variance is set as o? = 1.4.
The correlation lengths are specified as A, = 220m and
Ay = 120m. The RMSE and SPREAD of SCKF with
different number of modes are shown in Fig. 4. It
is shown that the RMSE decreases with time, which
means that the estimated mean tends to the reference
value when more observations are incorporated. The
SCKF with 200 modes gives the lowest RMSE. The
SCKEF with 100 modes gives a similar RMSE compared
to SCKF with 200 modes, which means that the per-
formance of the SCKF is not improved much beyond
100 modes in terms of RMSE. However, the SPREAD
of the SCKF with 200 modes matches with the RMSE
much better than with 100 modes, indicating that the
ability to estimate the uncertainty still improves beyond
100 modes.

For comparison, 1,000 unconditional realizations of
the log hydraulic conductivity field are generated by
the KL expansion by keeping a larger number (400) of
modes. The initial ensemble is divided into one, five,
and ten groups to perform the EnKF simulations. The
RMSE and SPREAD of EnKF with different number
of realizations are shown in Figs. 5, 6, and 7.

If the ensemble size is small, the EnKF is far from
convergence and is therefore realization dependent.
The RMSE shows a large variation among different
groups for the EnKF with 100 realizations (Fig. 5).
The variation can be reduced using more realizations,
which indicates a better convergence, as shown in Fig. 6
for the EnKF with 200 realizations. The EnKF with
1,000 realizations gives the lowest RMSE, while the
similar value can be obtained by the SCKF with 200
modes. It is seen from Figs. 5 and 6 that with the
same number of realizations, the SPREAD declines
similarly for different EnKF groups but systematically
underestimates the RMSE. Using more realizations,
the SPREAD shows a better match with the RMSE.
In Fig. 7, the EnKF with 1,000 realizations shows a very
good match between the RMSE and the SPREAD. It
is worthwhile noting that a similar match is given by
the SCKF with 200 modes, as shown in Fig. 4. Since
the SCKF with 200 modes requires 201 solutions of the
flow equation while the EnKF with 1,000 realizations

requires 1,000 solutions, the computational burden is
greatly reduced in the SCKF.

To give a dynamic illustration of the data assimila-
tion process, the reference field and the mean estimated
log hydraulic conductivity field from the SCKF with
100 modes at different times are compared in Fig. 8.
For a good estimate, all points should locate near the
diagonal line. It is shown that, with the sequentially
incorporated observations, the estimated field tends
closer to the reference field.

The contours of the reference field and the mean
of log hydraulic conductivity field estimated from the
SCKEF with 100 and 200 modes and from the EnKF with
1,000 realizations are plotted in Fig. 9. It is shown that
all these three filters can identify the main patterns of
the reference field. We also notice that the patterns
along the main flow direction between the two wells
(two triangles) are estimated better. The estimated
variances are plotted in Fig. 10. The variances are
the lowest at the conductivity measurement location.
We can regard the EnKF with 1,000 realizations as a
reference. It is shown that, although the SCKF with
100 modes provides a good mean estimation (Fig. 9),
it underestimates the uncertainty (Fig. 10a). The SCKF
with 200 modes gives a similar estimation of the vari-
ance field compared to that estimated by the EnKF
with 1,000 realizations. Therefore, 200 modes should be
used if the purpose is to estimate the uncertainty.

By rerunning the simulations with updated ensem-
ble members or collocation realizations from the ini-
tial time, we can obtain the statistic moments (e.g.,
mean and variance) of the pressure, based on which
the confidence intervals can then be constructed. In
the EnKF, the mean and standard deviation can be
calculated directly from the ensemble. In the SCKF,
the mean estimations and the standard deviations are
given by the zeroth and higher-order PCE coefficients,
respectively. The confidence intervals of the pressure
are shown in Fig. 11. From left to right, each column is
for the pressure at the measurement location (80m and
720m), (320m and 120m), and (720m and 80m), respec-
tively. The top row is for the SCKF with 100 modes. The
remaining three rows are for different groups of EnKF
with 100 realizations. The central dashed blues lines are

Table 2 With the reference variance o2 = 4, the final RMSE, SPREAD, and the difference of squares for EnKF with 200 realizations

and SCKF with 200 modes

EnKF SCKF
RMSE 1.561 1.668 1.445 1.449 1.461 1.287
SPREAD 0.842 0.860 0.870 0.853 0.841 0.875
R2-S2 1.728 2.043 1.331 1.372 1.427 0.891
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Fig. 14 With the reference variance o2 = 2, mean and confidence
interval estimations of pressure calculated from the SCKF with
200 modes and different runs of the EnKF with 200 realizations,
for the reference (red lines), for the estimations (blue dashed
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lines). From left to right, figures in column a, b, and ¢ are for the
location (80m and 720m), (320m and 120m) and (720m and 80m),
respectively. In each column, the top figure is for the SCKF, the
remaining three figures are for different groups of the EnKF
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Fig. 15 With the reference variance o2 = 4, mean and confidence
interval estimations of pressure calculated from the SCKF with
200 modes and different runs of the EnKF with 200 realizations,
for the reference (red lines), for the estimations (blue dashed

20

lines). From left to right, figures in column a, b, and ¢ are for the
location (80m and 720m), (320m and 120m), and (720m and 80m),
respectively. In each column, the top figure is for the SCKF, the
remaining three figures are for different groups of the EnKF
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Fig. 16 With the reference 12
correlation lengths A, = 80m - a
and Ay = 80m: a RMSE for 11F
EnKF with 200 realizations, -
b SPREAD for EnKF with 1F
200 realizations, and ¢ RMSE .
and SPREAD for SCKF with
200 modes
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for mean estimations. For good mean estimations, the
central blue lines should be close to red lines (refer-
ence). The top and bottom dashed blue lines are mean
plus and minus one standard deviation, respectively.
The interval between the two lines represents the un-
certainty to some degree of accuracy. For the Gaussian
distribution, the interval is of 68.3% confidence. Al-
though, in general, it is known that the assimilation is
needed whenever significant flow behavior changes oc-
cur, such as adding new wells in the reservoir, well-rate
changing, and other operations, in this specific case, it
is shown that both the SCKF and the EnKF are able to
predict the trends of pressure heads from days 10 to 20.
It is also shown that, compared to the EnKF, the SCKF
generally gives estimations with better matches to the
reference. Many of the estimations from the EnKFs
still show relatively large deviations from the reference.

Therefore, in terms of pressure estimation, the SCKF
performs better than the EnKF.

5.2 Large variance

In order to test the performance of the SCKF in
the presence of large log conductivity variances, two
cases are studied in this subsection. The references are
with variance 0> = 2 and o = 4, corresponding to the
coefficient of variation of 253% and 732% for the hy-
draulic conductivity, respectively. The initial variance
are set as 02 = 2.5 and o? = 4.8, respectively. All the
other parameters are the same as those in the previous
case. For the two cases, the RMSE and SPREAD of
the EnKF with 200 realizations and the SCKF with
200 modes are shown in Figs. 12 and 13, respectively.
The final RMSE, SPREAD, and the difference of the

Table 3 With the reference correlation lengths A, = 80m, A, = 80m, the final RMSE, SPREAD, and the difference of squares for

EnKF with 200 realizations and SCKF with 200 modes

EnKF SCKF
RMSE 0.719 0.701 0.717 0.750 0.721 0.660
SPREAD 0.596 0.590 0.594 0.591 0.597 0.596
R2-8S2 0.162 0.143 0.161 0213 0.163 0.080
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Fig. 17 With the reference correlation lengths Ay = 80m and column a, b, and ¢ are for the location (80m and 720m), (320m
Ay = 80m, mean and confidence interval estimations of pressure and 120m), and (720m and 80m), respectively. In each column,
calculated from the SCKF with 200 modes and different runs of the top figure is for the SCKF, the remaining three figures are for
the EnKF with 200 realizations, for the reference (red lines), for different groups of the EnKF

the estimations (blue dashed lines). From left to right, figures in
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Fig. 18 With observations at 12r
nine filled squares: a RMSE 5 a
for EnKF with 200 e

realizations, b SPREAD for
EnKF with 200 realizations,
and ¢ RMSE and SPREAD
for SCKF with 200 modes
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squares are shown in Tables 1 and 2. It is shown that
the RMSE of SCKF is lower than those given by the
EnKF. It is seen that, in both methods, the SPREAD
underestimates the RMSE. However, compared to the
EnKF, the SCKEF still provides a better match between
the RMSE and the SPREAD.

The estimated pressure heads from day O to 20
with 02 =2 and 0% = 4 are plotted in Figs. 14 and 15,
respectively. It is shown that, for o2 =2, compared
to the EnKF, the SCKF estimates the pressure with
comparable or even better accuracy. For o? = 4, all
the estimations of pressure heads given by the EnKF
and SCKF show larger deviations from the reference
due to the larger prior uncertainty. At location (a),
the SCKF estimates the pressure better than do the

4 5
Time (day)

EnKFs. While at the other two locations, the SCKF
performs similarly to the EnKF. Therefore, in terms of
pressure estimation, the superiority of the SCKF over
the EnKF decreases with the increase of variance. It is
noted that in Fig. 15¢c, the mean estimation given by the
second EnKF match with the observations well during
the assimilation period (from day 0O to 10). However,
it starts to deviate from the reference in the prediction
period (from day 10 to 20). It is a demonstration of non-
uniqueness of solutions in the inverse problems.

5.3 Correlation length

In the implementation of SCKF, the random log hy-
draulic conductivity field is parameterized by the KL

Table 4 With observations at nine filled squares, the final RMSE, SPREAD, and the difference of squares for EnKF with 200

realizations and SCKF with 200 modes

EnKF SCKF
RMSE 0.943 0.885 0.888 0.848 0.845 0.843
SPREAD 0.779 0.771 0.770 0.776 0.777 0.758
R2-52 0.282 0.189 0.196 0.117 0.110 0.136
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Fig. 19 With observations at nine filled squares, mean and
confidence interval estimations of pressure calculated from the
SCKF with 200 modes and different runs of the EnKF with 200
realizations, for the reference (red lines), for the estimations (blue

200

202

— — JSCHF
o ~
P SRS
17 s
i b, —_—
. S e
i
1 1 |
10 15 20
Time (day)
EnKF 1
/’--'——--..“
3
s i
¥ \\:“-._
it T o S
i
1 i 1 A 1L 1
0 1 20
Time (day)
EnKF 2
- P
-
By N
s et 5
oy N
W o
1/ R
;e T
i
picbor g g ol g g o b oo g g
10 1 20
Time (day)

b
Time (day)

(@)

Pressure head (m) Pressure head (m) Pressure head (m)

Pressure head {m)

206

205

204

203

202

20

200

208

205

204

203

202

201

200

206

205

204

203

202}

20m

200

206

205

204

203

202

2m

200

EnKF

dashed lines). From left to right, figures in column a, b, and ¢ are

741
r SCHF 198
b o 1975
- 7 5
A ’ -
. s, E
Y o N g 197
E ooy _ A = I
- =y g
-~
-l LT i 965
Fu % E
F i e e T T
] i
:M
Hi
y [
1 n 3 3 L 2 L ] ‘955 1 n i i L L L 5 N J
5 10 1 20 10 1 20
Time (day) Time (day)
r EnKF 1 198 R EnkF 1
F 1975
F - A =
Eoy \ E
E: SEE g 197
I k-]
E ¢ N - F -
f o) s ™ i WS g e pp—— g
1" S - P1965
Fu N & e
Xl W a
Fun
o 196
H
L
i 1 i | . | 195,
5 10 1 20 !
Time (day)
r EnkF 2 198
b e 1975
F 4 B\ i
f e \ E
- N
- o \\ \ g 197
Eoos i \ T~=oo == 2
- - -
1 s U R g
EA N 1965
F iy i 2
F o A e LS
o]
b 196
H
i [
— P R L] TR | 1955 L— T [N L - . |
10 15 20 10 1 20
Time (day) Time (day)
r EnKF 3 198
i 1975
ol e, A g 197
Eos o 2
Y S ¢ B fEoen g |
1f - 8 Y Proes
F . " Srsuememerm F
2 S B
ewy T TTT=77 .
i %
H i
‘ I
| PR | P | | 1955 | L 1 |
10 15 20 10 2
Time (day) Time (day)

©

for the location (80m and 720m), (320m and 120m), and (720m
and 80m), respectively. In each column, the fop figure is for the
SCKEF, the remaining three figures are for different group of the
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expansion with independent standard Gaussian ran-
dom variables. Larger number of expansion terms is re-
quired to describe the random field with the decrease of
the correlation ratio (correlation length to the domain
size). In this subsection, the correlation lengths of the
reference field are set as A, = 80m and A, = 80m. The
initial setup for both the SCKF and the EnKF is A, =
100m and XA, = 100m. All the other parameters are
chosen as the same as those in Section 5.1. The RMSE
and SPREAD for the EnKF with 200 realizations and
the SCKF with 200 modes are shown in Fig. 16.

In this case, by retaining 200 modes, only 81% of
energy is kept in the KL expansion. Because of this,
the RMSE performance of the SCKF with 200 modes
is not so good as that in Section 5.1. The final RMSE,
SPREAD, and the difference of the squares are shown
in Table 3. It is shown that the SCKF gives a lower
RMSE than do most of the EnKF. The pressures es-
timated by the two methods are plotted in Fig. 17. It is
noted that, although the random field is less sufficiently
parameterized, the pressure heads estimated by the
SCKEF are as good as or slightly better than the EnKFs.

In the single-phase flow problem studied in this
paper, for the case with correlation ratio 1:4 and 1:8
in two directions, 200 modes in KL expansion seem
to be enough to parameterize the random field. The
SCKF performs better than the EnKF with the similar
computational efforts. With the decrease in correlation
ratio, the performance of SCKF with the fixed number
of KL modes will decrease. As shown in this case
with ratio 1:10 in both directions, although the SCKF
still performances slightly better than do most of the
EnKFs, the superiority decreases.

5.4 Number of observations

In order to test the performance of the SCKF with
fewer observations, we assume that at t = 0.2 day, all
the observations of the hydraulic conductivity and the
hydraulic pressure head are only measured at the nine
filled squares. After that, the hydraulic pressure heads
are measured at the nine filled squares at every 0.6 day
up to day 10. All the other parameters are the same
as those in Section 5.1. The RMSE and SPREAD for
the EnKF with 200 realizations and the SCKF with
200 modes are plotted in Fig. 18. In this case, owing
to the fact that less information is provided in the
observations, most RMSEs of the EnKF and the SCKF
exhibit oscillations. The final RMSE, SPREAD, and
the difference of the squares are shown in Table 4.
It can be shown that, although the SCKEF still gives a
slightly lower RMSE value than do most of the EnKF,
this superiority is not obvious. In terms of the match be-

@ Springer

tween the RMSE and the SPREAD, the EnKF and the
SCKF also perform similarly. The estimated pressures
given by the SCKF and EnKF are plotted in Fig. 19. It is
also shown that, although the SCKF still estimates the
pressure with comparable or slightly better accuracy
compared to the EnKF, the superiority decreases.

6 Conclusions

In this study, a stochastic collocation-based Kalman
filter is developed to estimate the hydraulic conductiv-
ity field from hydrologic observations. The conductivity
field is treated as a random field and parameterized
by the Karhunen-Loeve expansion. The pressure head
field is approximated by the polynomial chaos ex-
pansion. With given collocation point sets, each real-
ization is forwarded in time via deterministic solver
independently, similar to the implementation of the
EnKF. The coefficients of the polynomial chaos ex-
pansion are obtained in the post-processing step of
the stochastic collocation method. Once the observa-
tions are available, both the conductivity field and the
pressure head field are updated through updating the
PCE coefficients. Compared to other stochastic meth-
ods such as Karhunen-Loeve-based moment equation
method and stochastic Galerkin PCE methods, the
stochastic collocation method is non-intrusive in that
it results in the same governing equations and only
requires repetitive runs of existing deterministic solver.

A 2D single-phase flow example is used to demon-
strate the applicability of the SCKF. The results are
compared with those of the EnKF. With respect to
the performance, different factors, including the initial
guess, the variance, the correlation length, and the
number of observations, are discussed. It is shown that
the SCKF is more efficient than the EnKF under cer-
tain conditions. For the correlation ratio 1:4 and 1:8 in
two directions, the SCKF gives satisfactory estimations
of the hydraulic conductivity field even when the spatial
variance of log conductivity is as large as 4.0 (i.e., the
coefficient of variation of hydraulic conductivity being
732%). It is also shown that the superiority of the SCKF
over the EnKF decreases with the larger variance, the
shorter correlation ratio, and the fewer number of ob-
servations. Therefore, there should be a critical point
on which the choice between the two methods can be
decided. This critical point is, however, problem depen-
dent. To improve the ability of the SCKF in strongly
nonlinear problems with high random dimensionality,
studies about using the leading PCE approximation,
localizations, and inflation need to be investigated in
future work.
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Since the SCKF is a non-intrusive method, it can
be directly utilized in complex or nonlinear problems
such as multiphase flow problems. The forward mod-
eling of multiphase flow with a stochastic collocation
method has been reported by our group recently [32].
It should be noted that, although the Kalman filter can
only be utilized in nonlinear problems where the basic
Gaussian assumption is not strongly violated, the sto-
chastic collocation method itself is able to describe the
uncertainties with arbitrary distributions, as long as the
approximation order is high enough. Although the sto-
chastic collocation method in this study is based on the
Stroud-2 rule, which is up to the first order of PCE, it
can be extended to the higher order in a similar manner.

Acknowledgements This work is partially funded by National
Science Foundation through grant DMS-0801425, National Nat-
ural Science Foundation of China through grant 50688901, and
the Chinese National Basic Research Program through grant
2006CB705800.

Appendix

In this appendix, we try to demonstrate the equivalence
between the SCKF with accuracy up to first order PCE
and the EnKF with non-perturbed observations using
the sampling method based on Stroud-2 rule.

Let s(§), i=0,1,...M be the realizations corre-
sponding to the Stoud-2 point set &, i.e.,

M
s@E) =) ¢W;(&),i=0,1,... M. (29)

j=0

Since every realization is with equal weight, we can
update each realization directly,

' () =8/ (&) + K [dow —HS' (&) ] i = 0. 1. M.
(30)

In SCKF, let ¢; and j=0,1,..., M be the PCE terms
up to first order, the updating step is

c§=c{+K[dobsao,—Hc‘;],j=o,1,...,M, (31)

where 8y, is Kronecker delta. We have to prove that
Eqg. 30 is equivalent to Eq. 31.

(a) Multiplying ¥; (&) to the both sides of Eq. 31 and
taking summation with respect to j, we have

M M
PA NGO EDIAIIG)
j=0 =0

M
+K [ dors —HY c/w; &) |
j=0

i=0,1,, M. (32)

According to Egs. 29 and 32 yields Eq. 30.
(b) Multiplying to the both sides of Eq. 30 and taking
summation with respect to i, we have

1 = ;o
NS SENWE) = —— S T (E) (&
D gs ENV (&) (M+1)]§:05 EV (&)

M M
dO qu' i_H f i"p' il| »
D ; ps W (&) ;s@ G)
j=0,1,..., M. (33)

Since &; is Stoud-2 point set and W; is up to the first
order, we have

M
D UsE)VE) = (sV) =<, (34)

(M+1) &

where () is the expectation operator. Since dops are
independent to the deviations of system states, we

have
| M
M+ Z dobs V(&) = (dobs V) = dops(V))
=0

= dopsdo, | (35)

According to Eqgs. 34 and 35, Eq. 33 yields Eq. 31.
This completes the proof.

References

1. Dagan, G.: Flow and Transport in Porous Formations.
Springer, New York (1989)

2. Gelhar, L.W.: Stochastic Subsurface Hydrology. Prentice-
Hall, Englewood Cliffs (1993)

3. Zhang, D.X.: Stochastic Methods for Flow in Porous Media:
Coping with Uncertainties. Academic, San Diego (2002)

4. Gelb, A.: Applied Optimal Estimation. MIT Press,
Cambridge (1974)

5. Ljung, L.: Asymptotic-behavior of the extended kalman filter
as a parameter estimator for linear-systems. IEEE Trans.
Autom. Control. 24, 36-50 (1979)

6. Evensen, G.: Sequential data assimilation with a nonlinear
quasi-geostrophic model using monte-carlo methods to fore-
cast error statistics. J. Geophys. Res. 99, 10143-10162 (1994)

@ Springer



744

Comput Geosci (2010) 14:721-744

7.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

Pham, D.T., Verron, J., Roubaud, M.C.: A singular evolutive
extended Kalman filter for data assimilation in oceanogra-
phy. J. Mar. Syst. 16, 323-340 (1998)

. McLaughlin, D.: An integrated approach to hydrologic data

assimilation: interpolation, smoothing, and filtering. Adv.
Water Resour. 25, 1275-1286 (2002)

. Chen, Y., Zhang, D.X.: Data assimilation for transient flow in

geologic formations via ensemble Kalman filter. Adv. Water
Resour. 29, 1107-1122 (2006)

Naevdal, G., Johnsen, L.M., Aanonsen, S.I., Vefring, E.H.:
Reservoir monitoring and continuous model updating using
ensemble Kalman filter. SPE J. 10, 66-74 (2005)

Liu, N., Oliver, D.S.: Ensemble Kalman filter for automatic
history matching of geologic facies. J. Pet. Sci. Eng. 47, 147—
161 (2005)

Gu, Y.Q., Oliver, D.S.: History matching of the PUNQ-S3
reservoir model using the ensemble Kalman filter. SPE J. 10,
217-224 (2005)

Zafari, M., Reynolds, A.C.: Assessing the uncertainty in
reservoir description and performance predictions with the
ensemble Kalman filter. SPE J. 12, 382-391 (2007)
Whitaker, J.S., Hamill, T.M.: Ensemble data assimilation
without perturbed observations. Mon. Weather Rev. 130,
1913-1924 (2002)

Houtekamer, P.L., Mitchell, H.L.: Data assimilation using an
ensemble Kalman filter technique. Mon. Weather Rev. 126,
796-811 (1998)

Evensen, G.: The ensemble Kalman filter for combined state
and parameter estimation. [IEEE Control. Syst. Mag. 29, 83—
104 (2009)

Ghanem, R., Spanos, P.: Stochastic Finite Element. A spec-
tral approach. Springer, New York (1991)

Xiu, D.B., Karniadakis, G.E.: The Wiener—Askey polynomial
chaos for stochastic differential equations. Siam. J. Sci. Com-
put. 24, 619-644 (2002)

Marzouk, Y.M., Najm, H.N., Rahn, L.A.: Stochastic spectral
methods for efficient Bayesian solution of inverse problems.
J. Comput. Phys. 224, 560-586 (2007)

Saad, G.A.: Stochastic Data Assimilation with Application
to Multi-Phase Flow and Health Monitoring Problems. PhD
thesis, University of Southern California, Los Angeles (2007)
Zhang, D.X., Lu, Z.M., Chen, Y.: Dynamic reservoir data as-
similation with an efficient, dimension-reduced Kalman filter.
SPE J. 12, 108-117 (2007)

Tatang, M.A., Pan, W.W., Prinn, R.G., McRae, G.J.: An
efficient method for parametric uncertainty analysis of nu-

@ Springer

23.

24.

25.

26.

217.

28.

29

30.

31.

32.

33.

34.

3s.

36.

37.

merical geophysical models. J. Geophys. Res. 102, 21925—
21932 (1997)

Li, H., Zhang, D.X.: Probabilistic collocation method for flow
in porous media: comparisons with other stochastic methods.
Water Resour. Res. 43, W9409 (2007)

Shi, L.S., Yang, J.H., Zhang, D.X., Li, H.: Probabilistic collo-
cation method for unconfined flow in heterogeneous media.
J. Hydrol. 365, 4-10 (2009)

Xiu, D.B., Hesthaven, J.S.: High-order collocation methods
for differential equations with random inputs. Siam. J. Sci.
Comput. 27, 1118-1139 (2005)

Babuska, 1., Nobile, F., Tempone, R.: A stochastic collocation
method for elliptic partial differential equations with random
input data. Siam J. Numer. Anal. 45, 1005-1034 (2007)
Chang, H.B., Zhang, D.X.: A comparative study of stochastic
collocation methods for flow in spatially correlated random
fields. Commun. Comput. Phys. 6, 509-535 (2009)

Zabaras, N., Ganapathysubramanian, B.: A scalable frame-
work for the solution of stochastic inverse problems using a
sparse grid collocation approach. J. Comput. Phys. 227, 4697-
4735 (2008)

. Sarma, P., Durlofsky, L.J., Aziz, K.: Kernel principal compo-

nent analysis for efficient, differentiable parameterization of
multipoint geostatistics. Math. Geosci. 40, 3-32 (2008)

Xiu, D.B.: Numerical integration formulas of degree two.
Appl. Numer. Math. 58, 1515-1520 (2008)

Chen, Y., Oliver, D.S.: Improved initial sampling for the en-
semble Kalman filter. Computat. Geosci. 13, 13-26 (2009)
Li, H., Zhang, D.X.: Efficient and accurate quantification of
uncertainty for multiphase flow with probabilistic collocation
method. SPE J. 14, 665-679 (2009)

Sarma, P., Durlofsky, L. J., Aziz, K.: Efficient closed-loop
production optimization under uncertainty. SPE paper 94241
(2005)

Sakamoto, S., Ghanem, R.: Polynomial chaos decomposi-
tion for simulation of non-Gaussian non-stationary stochastic
processes. ASCE J. Eng. Mech. 128, 190-201 (2002)

Wan, X., Karniadakis, G.E.: Solving elliptic problems with
non-Gaussian spatially-dependent random coefficients. Com-
put. Meth. Appl. Mech. Eng. 198, 1985-1995 (2009)

Sarma, P., Chen, W.H.: Generalization of the ensemble
Kalman filter using kernels for non-gaussian random fields.
SPE paper 119177 (2009)

Li, W.X,, Lu, Z.M., Zhang, D.X.: Stochastic analysis of un-
saturated flow with probabilistic collocation method. Water
Resour. Res. 45, W08425 (2009)



	A stochastic collocation based Kalman filter for data assimilation
	Abstract
	Introduction
	Mathematical formulations
	Governing equation
	Karhunen--Loeve expansion
	Polynomial chaos expansion
	Stroud-2-based stochastic collocation method
	Ensemble Kalman filter

	Kalman filter in PCE basis space
	Illustrative examples
	Results and discussions
	Initial statistics
	Large variance
	Correlation length
	Number of observations

	Conclusions
	Appendix
	References




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e5c4f5e55663e793a3001901a8fc775355b5090ae4ef653d190014ee553ca901a8fc756e072797f5153d15e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc87a25e55986f793a3001901a904e96fb5b5090f54ef650b390014ee553ca57287db2969b7db28def4e0a767c5e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c00200073006b00e60072006d007600690073006e0069006e0067002c00200065002d006d00610069006c0020006f006700200069006e007400650072006e00650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e00200065006e002000700061006e00740061006c006c0061002c00200063006f007200720065006f00200065006c006500630074007200f3006e00690063006f0020006500200049006e007400650072006e00650074002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000640065007300740069006e00e90073002000e000200049006e007400650072006e00650074002c002000e0002000ea007400720065002000610066006600690063006800e90073002000e00020006c002700e9006300720061006e002000650074002000e0002000ea00740072006500200065006e0076006f007900e9007300200070006100720020006d006500730073006100670065007200690065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f9002000610064006100740074006900200070006500720020006c0061002000760069007300750061006c0069007a007a0061007a0069006f006e0065002000730075002000730063006800650072006d006f002c0020006c006100200070006f00730074006100200065006c0065007400740072006f006e0069006300610020006500200049006e007400650072006e00650074002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF753b97624e0a3067306e8868793a3001307e305f306f96fb5b5030e130fc30eb308430a430f330bf30fc30cd30c330c87d4c7531306790014fe13059308b305f3081306e002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c306a308f305a300130d530a130a430eb30b530a430ba306f67005c0f9650306b306a308a307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020d654ba740020d45cc2dc002c0020c804c7900020ba54c77c002c0020c778d130b137c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor weergave op een beeldscherm, e-mail en internet. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f007200200073006b006a00650072006d007600690073006e0069006e0067002c00200065002d0070006f007300740020006f006700200049006e007400650072006e006500740074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200065007800690062006900e700e3006f0020006e0061002000740065006c0061002c0020007000610072006100200065002d006d00610069006c007300200065002000700061007200610020006100200049006e007400650072006e00650074002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e40020006e00e40079007400f60073007400e40020006c0075006b0065006d0069007300650065006e002c0020007300e40068006b00f60070006f0073007400690069006e0020006a006100200049006e007400650072006e0065007400690069006e0020007400610072006b006f006900740065007400740075006a0061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f6007200200061007400740020007600690073006100730020007000e500200073006b00e40072006d002c0020006900200065002d0070006f007300740020006f006300680020007000e500200049006e007400650072006e00650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for on-screen display, e-mail, and the Internet.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200037000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing false
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


