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Abstract Large-scale implementation of geological
CO2 sequestration requires quantification of risk and
leakage potential. One potentially important leakage
pathway for the injected CO2 involves existing oil and
gas wells. Wells are particularly important in North
America, where more than a century of drilling has
created millions of oil and gas wells. Models of CO2

injection and leakage will involve large uncertainties
in parameters associated with wells, and therefore a
probabilistic framework is required. These models must
be able to capture both the large-scale CO2 plume
associated with the injection and the small-scale leak-
age problem associated with localized flow along wells.
Within a typical simulation domain, many hundreds
of wells may exist. One effective modeling strategy
combines both numerical and analytical models with
a specific set of simplifying assumptions to produce an
efficient numerical–analytical hybrid model. The model
solves a set of governing equations derived by vertical
averaging with assumptions of a macroscopic sharp
interface and vertical equilibrium. These equations are
solved numerically on a relatively coarse grid, with

S. E. Gasda (B)
Environmental Sciences and Engineering,
University of North Carolina at Chapel Hill,
Chapel Hill, NC, USA
e-mail: sgasda@unc.edu

J. M. Nordbotten
Department of Mathematics, University of Bergen,
Bergen, Norway

M. A. Celia
Civil and Environmental Engineering, Princeton University,
Princeton, NJ, USA

an analytical model embedded to solve for wellbore
flow occurring at the sub-gridblock scale. This vertical
equilibrium with sub-scale analytical method (VESA)
combines the flexibility of a numerical method, allow-
ing for heterogeneous and geologically complex sys-
tems, with the efficiency and accuracy of an analytical
method, thereby eliminating expensive grid refinement
for sub-scale features. Through a series of benchmark
problems, we show that VESA compares well with tra-
ditional numerical simulations and to a semi-analytical
model which applies to appropriately simple systems.
We believe that the VESA model provides the nec-
essary accuracy and efficiency for applications of risk
analysis in many CO2 sequestration problems.
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1 Introduction

Recent reports by climate scientists have emphasized
the high likelihood that global warming is occurring
and will continue to accelerate unless action is taken to
mitigate the projected doubling of CO2 emissions over
the next 50 years [1]. In order to make the necessary
reduction in emissions in a timely manner, we must con-
centrate on scaling up technologies that are currently
feasible from the pilot scale to the industrial scale [2].
One such immediately available technology is geologi-
cal CO2 sequestration that is associated with essentially
zero-emission power plants. This strategy involves in-
jecting the stream of CO2, which would otherwise be
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vented to the atmosphere, into permeable formations
deep in the subsurface. This technology is promising
because of extensive experience and infrastructure that
already exist to facilitate the injection of fluids under-
ground [3, 4]. However, the reliability and risk asso-
ciated with injection operations needs to be examined
and quantified to guide a proper regulatory framework
required for CO2 sequestration at massive scales.

A typical CO2 injection operation in a deep saline
aquifer involves supercritical CO2 that is less dense
and less viscous than the resident brine [5, 6]. The
buoyant drive highlights the need for a competent
caprock, and leads to concern about possible leakage
through preferential pathways in the caprock [7, 8].
While saline aquifers have large storage capacity [9–12],
their association with oil and gas operations, especially
in North America, has resulted in many penetrations
though caprock formations in the form of oil and gas
wells [13, 14]. Because information about effective flow
properties along old wells is very scarce [15], the pa-
rameters associated with leakage along wells will be
relatively uncertain. As such, probabilistic analysis and
Monte Carlo simulations are likely to be required. The
appropriate model chosen in this framework needs to
solve a complex system of many wells and multiple
aquifers efficiently, without compromising accuracy.

The classic approach to modeling CO2 injection
employs fully three-dimensional numerical methods to
solve the system with a high degree of accuracy [e.g.,
16–19]. However, grid refinement is required wherever
a potentially leaky well is present, and this leads to
extreme computational demands involving many mil-
lions of grid cells. Therefore, for the problem of in-
jection and potential leakage in domains that have
three-dimensional layering and are characterized by
many existing wells, traditional numerical simulators
appear to be infeasible. In contrast to traditional simu-
lators, under sufficiently simplifying assumptions much
less computationally demanding models may be devel-
oped. Once such approach is to employ semi-analytical
methods, which have been increasingly developed in
recent years [6, 20–22]. Some of the key assumptions
required to find an analytical solution are a homoge-
neous, horizontal aquifer, a sharp interface between the
two fluids, and a radially symmetric injection plume. It
should be noted that these assumptions are required
for analytical solutions during the injection period, and
can be relaxed during the post-injection period [see 23].
Within these constraints, the analytical methods are
powerful tools and can be applied to complex leakage
problems, including multiple realization Monte Carlo
types of calculations [7, 8]. Yet another alternative is
to solve the overall flow problem numerically but to

embed a set of sub-scale analytical solutions for well-
bore flow. Solving the system in this manner can speed
up computation times substantially compared with tra-
ditional numerical methods, although it will never be as
fast as an analytical method. However, the advantage
of such a method is that complex geometry and hetero-
geneity in the large-scale system can be handled, which
is not possible with an analytical method. This provides
greater flexibility in the types of geological systems that
can be modeled.

In this paper, we present a hybrid numerical–
analytical approach to the computational challenges of
modeling CO2 injection. We will refer to this method
as the Vertical Equilibrium with Sub-scale Analytical
Model (VESA), because it combines a large-scale nu-
merical model with embedded analytical solutions to
capture sub-scale flow through leaky wells, constrained
by the assumptions of a macroscopic sharp interface
and vertical equilibrium in the pressure fields. In using
VESA to model CO2 injection, there are significant
computational gains due to both the vertically averaged
numerical method and the use of a local analytical
solution. The end result is that the total number of grid
cells is greatly reduced, while local behavior around
leaky wells is still captured.

2 Methods

The VESA model presented herein employs a ver-
tically averaged numerical model for large-scale flow
coupled with an embedded analytical model for well-
bore flow. The vertically averaged model is based on
the assumption of vertical equilibrium, while the analyt-
ical model for wellbore flow is an extension of the clas-
sic upconing model that was presented by Nordbotten
and Celia [24]. We will present a brief overview of both
methods herein.

2.1 Vertically averaged flow in aquifers

Given the very strong density difference between the
injected CO2 and the resident brine [20], the system
tends to exhibit very strong buoyant segregation [25].
An assumption of a macroscopic sharp interface is
consistent with this behavior, and the underlying math-
ematics for such approximations is very well under-
stood [26–30]. For self-consistency, we choose to give
a brief review. To develop the equations to be solved
in the numerical simulator, we begin with the three-
dimensional system (x, y, z), where we have two fluids,
the non-wetting (CO2-rich) phase (n) and the wetting
(brine) phase (w), separated by a sharp interface within
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Fig. 1 Schematic of vertically averaged CO2–brine system

an aquifer of thickness H (see Fig. 1). The system is
initially saturated with the wetting phase. The distance
from the datum at to the bottom of the aquifer is b 1,
to the interface is b 2, and to the top of the aquifer
is b 3. Thus, b 3 − b 1 = H and b 3 − b 2 = h as shown
in Fig. 1. We consider incompressible flow within this
system. For simplicity, we present the approximation
for a primary drainage system, although the imbibition
process is discussed later.

Starting with the basic balance equation for flow of
each phase α in the system, where α = w, n, we write,

∂(φρα Sα)

∂t
+ ∇ · (

ραqα

) = ρα Fα. (1)

In the above equation for phase α, where α = w or n, φ

is the porosity, cα is the fluid compressibility, ρα is the
fluid density, Sα is the saturation, qα is the volumetric
flux, and Fα is the source or sink term in units of volume
per time. We take the vertical average of Eq. 1 for each
phase α over the thickness of the respective phase, b 1 to
b 2 for the brine phase, and b 2 to b 3 for the CO2 phase.
Given that saturation is constant in each region, the
standard vertical averaging procedure [26–30] yields

φρwβ̂w (H − h)
∂pw

∂t
+ φρw

(
1 − Sw

res

) ∂

∂t
(H − h)

+ ∇ · ρwqw − ρwqw|b 1
+ ρwqw|b 3

=
∫ b 2

b 1

ρw Fwdz,

(2a)

φρnβ̂nh
(
1 − Sw

res

) ∂pn

∂t
+ φρn

(
1 − Sw

res

) ∂h
∂t

+ ∇ · ρnqn

+ ρn qn|b 3
− ρn qn|b 1

=
∫ b 3

b 2

ρn Fndz, (2b)

where Sw
res refers to the residual wetting phase satura-

tion, and the vertically averaged variables are denoted

by an overbar with the volumetric fluxes having the
following definitions,

qw =
∫ b 2

b 1

qwdz, (3a)

qn =
∫ b 3

b 2

qndz. (3b)

Also in Eq. 2, β̂α refers to the vertically averaged
compressibility of phase α, where βα is a function of the
fluid compressibility cα and the matrix compressibility
cm such that βα = cm + φcα . Note also in Eq. 2 that the
height of the interface can be related to the vertically
averaged phase saturations, Sw and Sn as,

Sw = 1

H

[
(H − h) + hSw

res

]
(4a)

Sn = 1

H

[
h

(
1 − Sw

res

)]
(4b)

Under the assumption of vertical equilibrium, the ver-
tical distribution of pressure p is fluid-static, such that,

p (x, y, z, t)

= ptop +
{

ρng (b 3 − z) for b 2 < z < b 3

ρngh + ρwg (b 2 − z) for b 1 < z < b 2
.

(5)

In the above expression, g is the acceleration due to
gravity [L/T2] and ptop refers to the pressure at the top
of the aquifer, p (x, y, t)|b 3

. Use of Darcy’s law then
gives the following expressions for average horizontal
fluxes in each phase,

qw = − Hk̃r,wK̂
μw

[∇ ptop + ρwg∇b 3 − (ρw − ρn) g∇h
]
,

(6a)

qn = − Hk̃r,nK̂
μn

[∇ ptop + ρng∇b 3
]
, (6b)

where μα is the viscosity [M (LT)−1] of phase α, K̂
is the vertically averaged intrinsic permeability [L2],
where the average is taken from b 1 to b 3, and k̃r,α is
the pseudo-relative permeability [L0], obtained from
the phase average over the thickness of phase α. This
quantity is defined as:

k̃r,w = K̂−1

H

∫ b 2

b 1

kkr,wdz, k̃r,n = K̂−1

H

∫ b 3

b 2

kkr,ndz,

(7)

where kr,α is the local relative permeability of phase α

and k is the local value of intrinsic permeability [L2].
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More discussion of the pseudo-relative permeability
will be provided in the next section.

We also observe that the two phase pressures differ
by pn − pw = −(ρw − ρn)(b 3 − h)g, which looks like a
type of capillary pressure because of the relationship
between h and Sα (although this derived capillary pres-
sure is negative). This relationship in the vertically av-
eraged system is often referred to as a pseudo-capillary
pressure.

Together, Eqs. 2 and 6 form the system of equations
that describes vertically averaged flow in an aquifer.
The solution of these equations will give values for
pressure in each phase pα (x, y, z, t) and the thickness
of CO2 h(x, y, t) in the two horizontal spatial dimen-
sions and time.

2.1.1 Pseudo-relative permeability

The derivation presented above assumes that the sys-
tem is undergoing primary drainage. This means that
the system is initially fully saturated with brine, which
is displaced by the injected CO2, leaving only residual
brine trapped behind the CO2–brine interface. Because
we have assumed a sharp interface between the two
fluids, the local relative permeability within each phase,
kr,α , is the endpoint value at maximum saturation of
the phase, k◦

r,α , as depicted in Fig. 2. In the case of the
brine phase, the local relative permeability is k◦

r,w = 1
because the region is still fully saturated with the brine
phase. For the CO2 phase, the relative permeability

CO2 brine

ko
r,w

ko
r,n

Fig. 2 Hypothetical local relative permeability drainage (solid
line) and imbibition (dotted line) curves for CO2 and brine. The
maximum values of relative permeability for the CO2 phase
at residual brine and for the brine phase at residual CO2 are
indicated on the figure

at maximum saturation, k◦
r,n, is the value of the local

function at Sn = (
1 − Sw

res

)
. Within the context of a

vertically averaged system, the local values of relative
permeability are scaled by the height of the interface
relative to the total thickness of the aquifer. The in-
terface height can in turn be related to the vertically
averaged saturation through Eqs. 4a and 4b, leading
to pseudo-relative permeability functions. In the simple
case where the intrinsic permeability is homogenous in
the vertical direction, the pseudo-relative permeability
functions reduce to scalars and are linear with respect
to vertically averaged saturation.

k̃r,w = H − h
H

= Sw − h
H

Sw
res, (8a)

k̃r,n = k◦
r,n

h
H

= k◦
r,n

Sn(
1 − Sw

res

) . (8b)

Once the injection operation is completed, the sys-
tem will undergo imbibition in some portions of the
domain where the CO2–brine interface is receding. The
effect of residual entrapment on the longevity of CO2

storage has been studied in recent works [23, 31]. It is
still possible to have primary drainage along the leading
edge of the plume, especially if there is angle to the top
surface of the aquifer along which the CO2 will migrate
upslope over time. Residual CO2 will be trapped in
the pore space during imbibition, leaving some residual
saturation of the CO2 behind, up to 50% in some
recent measurements [32]. This phenomenon leads to
local and average relative permeability functions that
are hysteretic in nature. Thus when solving this sys-
tem, different relative permeability values are calcu-
lated depending on whether the system is in drainage
or imbibition. It should be noted that residual CO2

will only be trapped within the fraction of the aquifer
between the current location of the interface and the
historically lowest height of the interface at that spatial
location, which corresponds to the maximum thickness
of CO2 which we refer to as hmax(x, y). Thus wherever
imbibition has occurred, the vertically averaged phase
saturations become,

Sw = 1

H

[
(H − hmax) + hSw

res + (hmax − h)
(
1 − Sn

res

)]
,

(9a)

Sn = 1

H

[
h

(
1 − Sw

res

) + (hmax − h) Sn
res

]
. (9b)

The corresponding effective relative permeability func-
tions are similar to those in the drainage case, except
now instead of two regions with either fully saturated
brine or partially saturated CO2 with immobile brine,
there is an additional region of partially saturated
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brine with immobile CO2. Therefore, the brine phase
effective relative permeability needs to account for
the additional region of partially saturated brine and
the reduced local relative permeability in that region
(ko

r,w < 1),

k̃r,w = 1

H

[
H − hmax + k◦

r,w (hmax − h)
]
. (10)

The relative permeability function for the CO2 phase
does not change during the imbibition process.

2.1.2 Numerical method

The vertically averaged equations described above are
solved using a standard cell-centered finite-difference
approximation. The system is solved using the IMPES
method, first solving for pressure implicitly and then
using an explicit calculation to determine the CO2

thickness. The timestep used in the explicit solve is
controlled by a CFL condition. The values of effective
relative permeability in each cell are computed accord-
ing to the equations described in Section 2.1.1. The
upstream value of relative permeability is used at cell
edges.

We have chosen to use the IMPES approach, but this
system could be solved using an alternative numerical
method. One aspect of the IMPES approach to note is
that only the non-wetting phase equation is solved in
the explicit saturation step. This leads to mass balance
errors in the brine phase due to the system compress-
ibility. However, the errors are small enough to have
no significant effect on the solution. There are no mass
balance errors for an incompressible system.

2.2 Analytical solution for wellbore flow

The embedded or local analytical solution used to solve
for wellbore flow between two aquifers is taken from
Nordbotten and Celia [24]. We refer to this solution
as an upconing model because it extends early clas-
sic solutions that solve the problem of extracting a
light fluid residing over a dense fluid using Dupuit-
type assumptions [26, 28]. The solution to the upconing
problem used herein uses a relaxed assumption for ver-
tical equilibrium near the well. Specifically, non-zero
vertical flow is allowed with the flow varying piecewise
linearly in the z-direction with the maximum vertical
flow occurring at the interface. The analytical solution
is derived assuming an incompressible system, which is
appropriate given that compressibility is more impor-
tant at the large scale and not the local scale of a
wellbore. Figure 3 shows a schematic of the underlying
system in radial (r, z) coordinates. The well penetrates

Fig. 3 Schematic of the CO2–brine interface in the near-well
region (obtained from [24])

the entire thickness of the aquifer and has a radius
rw and constant flow rate, Qwell. The solution for the
interface is solved for all r, and if the thickness at r = rw,
h(rw, t) is greater than zero, then only the light fluid
flows into the well. If the thickness is equal to zero, then
both fluids can flow into the well.

To solve this system analytically, certain assumptions
need to be made to simplify the system. In the original
paper, three cases of different simplifying assumptions
are analyzed. For the purposes of this work, we will
implement the second case—a stationary interface, an
outer boundary at a fixed distance, and flowing dense
fluid. In this special case, a differential equation can be
written, equation (29) in [24], and solved by satisfying
the transcendental equation,

F
(
h′, η

) = F
(
h′

0, ηouter
)
, (11)

where h′
0 is the interface height at the outer boundary,

and,

F
(
h′, η

) = −1

2�λ
ln

(
η2 − k′

3�λ

(
1 + (λ − 1) Q′

w

)
)

−
(
h′)2

2
(
Q′

wλ+(
1−Q′

w

)) + h′Q′
wλ

(
Q′

wλ+(
1−Q′

w

))2

+ Q′
wλ(1 − Q′

w)
(
Q′

wλ + (1 − Q′
w)

)3

× ln
(
h′Q′

wλ − (1 − Q′
w)(h′ − 1)

)
. (12)

In Eqs. 11 and 12 above, Q′
w is the fractional flow of

brine relative to the total volumetric flow rate, Qwell,
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such that Q′
w + Q′

n = 1. The following dimensionless
quantities are employed,

� = 2π (ρw − ρn) gkrλw H2

Qwell
, h′ = h

H
,

(13)

η = r√
kr

, k′ = H2

kz
, λ = λn

λw

.

In Eq. 13, λw and λn are the mobilities of the wetting
and non-wetting phases, where mobility is defined as
kr,α

/
μα , and kr and kz are the intrinsic permeability

values in the radial and vertical directions, respectively.
It should be noted that the upper bound on Q′

w is
given by the following limit as ηouter goes to infinity,

lim
ηouter→∞ Q′

w = 1 − h′
0

1 + h′
0 (λ − 1)

. (14)

Equation 14 defines the region in h–Q′
w space within

which a solution to Eq. 11 exists.
The functional expression in Eq. 12 to describe up-

coning has a primary unknown quantity, Q′
w, which is

the fractional flow of dense fluid into the well. The
solution for Q′

w can be found given a value for h at
the boundaries η = ηinner and η = ηouter. We will discuss
later how the values for h at the outer boundary and
the location of the outer boundary, ηouter, are obtained.
At the inner boundary, two-phase flow occurs when the
value of h at ηinner equals 0, which is the point at which
there are two phases in the well.

If the value of Qwell is prescribed, as it is for many ap-
plications of groundwater withdrawal or for some cases
of oil and gas extraction, then solving Eqs. 11 and 12 is
sufficient to determine the fractional flow of brine and
CO2 in the wellbore in an upconing scenario. However,
in a leaky well system, the value of Qwell is unknown,
and therefore additional equations must be written in
order to close this system of equations. In this regard,
we assume that wellbore leakage occurs predominantly
along the exterior of the casing, through a zone that
consists of well cement that may be degraded or poorly
emplaced and the host rock that may be damaged to
drilling action. Therefore, we can say that flow along
the wellbore can be described by Darcy’s law and an
effective permeability, kwell, can be defined to describe
the integrity of the wellbore at the bulk scale. The
relative permeability function employed for wellbore
flow is a linear function of phase saturation.

We use the following algorithm for the local upcon-
ing solution. First, the value of Qwell is determined by
the flow of both phases in the wellbore,

Qwell = πr2
w

(
qw

well + qn
well

)
, (15)

where qw
well and qn

well are the volumetric fluxes of the
brine and CO2 phases, respectively, through the well-
bore into the overlying aquifer. As discussed above, the
flux of each phase α can be described by multiphase
Darcy equations for flow in the vertical direction,

qα
well = −kwellkr,α

(
Sα

well

)

μα

(
pwell − ptop

�zcap
− ραg

)
, (16)

where kwell is the bulk permeability of the wellbore, and
the relative permeability kr,α is the relative permeability
as a function of the saturation of phase α in the well-
bore, Sα

well. As described in Eq. 16, the pressure drive is
approximated as a piecewise linear function across the
thickness of the caprock, �zcap, where the difference
in wellhead pressure is measured from the top of the
lower aquifer (pwell) to the bottom of the upper aquifer
(ptop). We also require that the two fluids fill the pore
space in the wellbore,

Sw
well + Sn

well = 1. (17)

In addition, we can relate the flux of the brine phase
through the wellbore to the primary unknown of the
upconing solution by means of Eqs. 15 and 16

Q′
w = πr2qw

well

Qwell
. (18)

With the above set of equations describing wellbore
flow, there are six equations, Eqs. 12, 15–18, and six
primary unknownsQ′

w,Qwell, qw
well, qn

well, Sw
well, and Sn

well.
Therefore, we have a closed set of equations, and a
solution can be found for this system of equations given
a set of boundary conditions. The details of obtaining
boundary conditions from the global numerical solu-
tion are given in the following section.

2.3 Coupling in the VESA model

This section will give details of embedding the local
analytical wellbore flow solution into the global numer-
ical aquifer model. The general approach is to solve
numerically the vertically averaged set of equations to
determine flow and transport at the coarse scale. Then,
the local problem is solved separately in any grid cell
where there is a leaky well. At these spatial locations,
the coarse-grid values for saturation and pressure are
used as boundary conditions for the local upconing
problem. The local upcoming problem is solved only
once per global timestep.



Comput Geosci (2009) 13:469–481 475

2.3.1 Local–global coupling in vertically
averaged equations

In the global solve on the coarse grid, the source/sink
terms that appear in Eqs. 2a and 2b, qw|b 1

, qw|b 3
,

qn|b 1
, and qn|b 3

, are set equal to the fluxes calculated
in the local analytical solution. For general problems
that involve slow, spatially extensive leakage across the
caprock, these vertical flux terms would also include
those leakage fluxes. Overall, these leakage terms ac-
count for all vertical fluxes across the caprock, and
as such they represent the coupling to the local well-
leakage and upconing solutions.

2.3.2 Defining boundary conditions for local
upconing solution

One of the most important parts of the local upconing
solution is the specification of boundary conditions.
Assignment of boundary locations and values serve to
couple the global solution to the local analytical upcon-
ing solution. We use the following algorithm. First, the

coarse-grid saturation value for gridblock (i, j), Sn

∣∣
∣
i, j

,

can be used to approximate the boundary condition
needed for the interface height h′

0 at the outer bound-
ary in the local upconing solution. This assumption is
reasonable when the spatial extent of upconing is much
smaller than the size of the gridblock. We must also
define the value of ηouter which is the location where the
outer boundary condition is applied. In the analytical
solution, the outer boundary is fixed at some arbitrary
distance in order to solve for a stationary solution. In
the numerical solution, we are solving for a steady-
state local problem in a global solution that is transient.
Because of this, we assume that the outer boundary is
located at a distance that divides the global flow and
the local flow into the well. This can be related to the
familiar concept in groundwater hydrology known as
the capture zone for a pumping well in uniform flow
[27]. The capture zone defines the region around the
well from which fluid enters the pumping well. Outside
of this region, the flow bypasses the well. The width of
this region, y, is related to the pumping well rate and
the regional, or background, flux of fluid qo and the
height of the aquifer, H. The capture zone has a shape
that encircles the well on the downstream side, and,
on the upstream side, asymptotically approaches the
lines,

y = ± Qwell

2qo H
. (19)

Because we have a more complex flow system, involv-
ing two fluid phases and more complex upconing behav-
iors, we have generalized Eq. 19. The volumetric flux is
summed over the phases, and we introduce two scaling
parameters, cr and βr, and group terms so that some
non-linear dependence can occur in the calculation of
the outer boundary. The modified formula that we
propose for the outer boundary location is as follows,

router = cr H

⎛

⎝ Qwell

H2
∑

α

qo,α

⎞

⎠

βr

, (20)

where qo,α is the background flux of each phase α. This
quantity is computed at each global timestep by taking
an average over the phase fluxes through each of the
four sides of the coarse gridblock in which the local
upconing problem is solved. Recall that router is related
to ηouter by ηouter = router/

√
Kr .

2.3.3 Wellhead pressure calculation

Now we turn to Eq. 16, where the values for pressure,
pwell and ptop, are needed to calculate the wellbore
fluxes. These values are not provided directly by the
local upconing solution but instead must be obtained
from the coarse-grid solution for pressure. To do this,
we must first develop an equation that relates average
pressure to local pressure when upconing is present.
This relationship is based on the pressure correction
originally presented by Peaceman [33], which relates
average pressure to local pressure for a well flowing a
single phase. The idea is to take a local expression for
pressure variation in the vicinity of a well, for example a
logarithmic function, and integrate it over the area of a
grid cell to determine the associated cell-averaged pres-
sure. For simple single-phase flow, the local pressure is
defined by

p (r) = pwell + Qwellμ

2πkwell H

(
ln

r
rw

)
. (21)

Integration over the area of interest (from rw to rB)

provides the following expression for average pressure,
p,

p = pwell + Qwellμ

2πkwell H

(
ln

rB

rw

− 1

2

)
. (22)

The value for rB is usually obtained from a circle with
equivalent area to the coarse gridblock of interest, rB =√

(�x�y)
/
π .

This same concept can be applied to the two-phase
case by integrating over the pressure function, equation
(13a) in [24], given an expression for the location of
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the interface. For the interface, we consider a solution
originally derived by Muskat [34] because it provides
an explicit representation of the solution that cannot
be obtained from the upconing solution presented in
equation (28) in [24]. To arrive at Muskat’s solution,
we integrate the vertical-equilibrium form of equation
(13a) in [24]. Muskat’s approximation is obtained by
further ignoring the effect of the variation of the inter-
face on the pressure field, thus fixing h(η, τ ) = h(η, 0)

in equations (13d) and (13e) in [24]. Then, Muskat’s
solution (see [24, 34] for more details) can be written
for two flowing phases as,

h′ = h′
0 +

(
Q′

w

�
(
1 − h′

0

) − 1 − Q′
w

�λh′
0

)

ln
η

ηB
, (23)

where the variables are defined as before. In general,
we will consider

h′ = h′
0 + F

(
Q′

w

)
ln

η

ηB
, (24)

where we define

F
(
Q′

w

) = Q′
w

�
(
1 − h′

0

) − 1 − Q′
w

�λh′
0

. (25)

To obtain the vertical-equilibrium form of the upconing
pressure equation, equation (13a) in [24] is combined
with Eqs. (13d) and (13e),

Q′
w

η� (1 − h′)
= −

(
∂p′

∂η

)∣∣
∣
∣
z′=1

. (26)

Equations 24 and 26 are combined to

∂p′

∂η
= C1

1

η′ (C2 + ln η′)
, (27)

where,

C1 = Q′
d

�F
(
Q′

d

) , C2 = 1 − h′
0

F
(
Q′

d

) , and η′ = η

ηB
. (28)

Pressure as a function of the radial coordinate is ob-
tained by integrating Eq. 27,

p′ (η′) = p′
B −

1∫

η′

C1
1

ζ (C2 + ln ζ )
dζ

= p′
B − C1

[
ln C2 − ln

(
ln

(
η′eC2

))]
(29)

From Eq. 29, we obtain an expression for pressure at
the wellhead, pwell,

p′
well = p′

B − C1
[
ln C2 − ln

(
ln

(
η′

innere
C2

))]
, (30)

where η′
inner = ηinner

/
ηB. The average pressure is ob-

tained by integrating Eq. 29 over the area of interest,

p′ = p′
B − C1

1∫

η′
inner

ζ
[
ln C2 − ln

(
ln

(
ζeC2

))]
dζ

1∫

η′
inner

ζdζ

= p′
B − C1

⎡

⎢
⎢⎢
⎢
⎣

ln C2 − 2

1∫

η′
inner

ζ ln
(
ln

(
ζeC2

))
dζ

1 − (
η′

inner

)2

⎤

⎥
⎥⎥
⎥
⎦

. (31)

Finally, subtracting Eqs. 30 and 31, we obtain a relation-
ship between the average pressure and the pressure at
the wellhead,

p′ − p′
well

= −C1

⎡

⎢⎢
⎢
⎢
⎣

ln
(
ln

(
η′

innere
C2

)) − 2

1∫

η′
inner

ζ ln
(
ln

(
ζeC2

))
dζ

1 − (
η′

inner

)2

⎤

⎥⎥
⎥
⎥
⎦

.

(32)

The integral in Eq. 32 must be evaluated numerically.
Given this relationship, we can find the pressure at the
wellhead that will be used in Eq. 16 for all values of Q′

w

below the upper bound on Q′
w as defined in Eq. 14. As

the coarse gridblock becomes 100% saturated with the
light phase (h′

0 = 1 and Q′
w = 0), Eq. 32 reduces to the

Peaceman expression for single-phase flow of the light
fluid. For completeness, we also need an expression
to relate the average pressure and local pressure in
the upper aquifer. We choose to use the single-phase
Peaceman expression from Eq. 22, which is a simpli-
fication of the actual pressure profile induced by two
fluid phases flowing into the upper aquifer but seems
reasonable if the flux of the light phase is small.

Now we have a complete set of equations and bound-
ary conditions to solve the local upconing problem. We
follow an algorithm where, first, the gridblock pressures
are used to find the local wellhead pressures used in
Eq. 32. Then, the non-linear system of upconing equa-
tions is solved using the secant method.
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3 Model application

In this section, we present results obtained from apply-
ing the VESA model to several CO2 injection prob-
lems. The first set of problems involves two of the
three benchmarks proposed by the 3rd Annual CO2

Modeling Workshop in Stuttgart, Germany [35]. These
benchmarks were used to compare 12 different models
developed at institutions in the US and Europe, and
thus provide a useful verification of the VESA model.
The second set of problems is an expanded version
of the third benchmark where CO2 injection and mi-
gration is modeled within the Johansen Formation, a
prospective saline formation off the Norwegian coast in
the North Sea. In this modified version of Benchmark
3, the entire formation is modeled using data covering
areal extent of over 2,100 km2, more than 100 times
larger than the original benchmark problem.

3.1 Stuttgart benchmark problems

The VESA model presented herein was applied to
benchmark problems used in the model comparison
study described in [35]. The first benchmark (1.1) is
a modified version of a two-aquifer system with a
single leaky well presented originally in Nordbotten
et al. [21]. The second set of benchmarks (problems 3.1
and 3.2) model long-term CO2 injection and migration
within the Johansen Formation. This benchmark uses
different relative permeability functions, either with or
without hysteresis in the imbibition phase, for problems
3.1 and 3.2, respectively.

For complete descriptions of the benchmark prob-
lems as well as results from all of the models, including
VESA, the reader is referred to [35]. Herein we com-
ment on the results but do not reproduce them. We
see from the results for Benchmark 1.1 that the VESA
model compares well with other models in the compar-
ison study. The magnitude and timing of the peak leak
rate match well with the other models, ranging from
the Princeton semi-analytical method (Elsa) to sophisti-
cated numerical models like ECLIPSE (Schlumberger,
Paris), which produces results essentially identical to
VESA in both the peak leak rate and long-term decline
of the leakage rate.

In regard to Benchmarks 3.1 and 3.2, the comparison
is more difficult because the other models used to
solve this problem all employ traditional, 3D numerical
methods and the test problem requested from each
modeling group a contour plot of CO2 saturation at the
top surface indicating saturations of 0.2, 0.5, and 0.8.
However, due to the assumptions of a sharp interface
and complete segregation of the fluids by gravity in the

VESA model, the CO2 saturation at the top surface is
equal to maximum saturation at residual brine, Sn =(
1 − Sw

res

)
, at every location within the areal extent of

the CO2 plume. Therefore, we chose to submit results
indicating the location of the plume outer edge for
comparison with the other models.

The main observation about the comparison of
VESA with other models is that the simplified vertical-
equilibrium model compares well with more com-
plex and sophisticated codes such as MUFTE-UG and
ECLIPSE for problems with small-scale wellbore flow
and complex geological systems. We are confident in
the ability of this method to handle leaky wells using
accurate and efficient sub-scale analytical solutions, as
we see from comparison in Benchmark 1. The good
comparison in Benchmark 3 shows that VESA can
model complex geometry and heterogeneity of actual
geological formations. Thus, we can conclude that a
simplified method, such as VESA, can capture the es-
sential physics of these systems using many fewer grid
nodes than a traditional 3D method.

One key aspect to the VESA model is the increase
in computational efficiency for both types of prob-
lems. The greatest computational gains occur in the
Benchmark 1.1, where VESA can perform calculations
in minutes versus hours for the other models in the
comparison study. The computational gains are due
to the reduction in the number of unknowns by re-
ducing the z-dimension and the local grid refinement
around the leaky well. The amount of gridblocks used
by VESA for the wellbore problem was 1,026 nodes,
compared with 60,000 to over 4,000,000 for the other
models in the study. For Benchmark 3.1, the gains
in efficiency are not as marked, and VESA performs
faster than a most models but slower than four models
that participated in this benchmark. We would expect
to perform faster than all of the models in the study due
to the reduction in the number of unknowns by factors
between 5 and 10. This is likely due to the solver and
other compilation aspects of VESA that are not opti-
mized for computational efficiency. These issues need
to be resolved in the future before a direct comparison
can be made with more sophisticated models.

3.2 Johansen Formation

In addition to the benchmark problems, the VESA
model was applied to the full Johansen Formation,
using the dataset from which a subset was taken for
Benchmark 3. The domain for the full Johansen For-
mation is almost two orders of magnitude larger than
the domain for the benchmark problem. The Johansen
Formation is described in more detail in [35] and [36],
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and therefore only a brief description will be provided
herein.

3.2.1 System description

The portion of the Johansen Formation used in this
problem spans an areal extent over 2,100 km2. The
formation geometry is shown in Fig. 4. The defining
feature is a fault that splits the back half of the forma-
tion into a shallower and a deeper portion. The fault is
considered to be closed and does not provide hydraulic
communication between the shallow and deep sections.
The depth of the top of the formation ranges from
2,000 to 3,300 m below the surface. Formation thickness
varies from 30 m to 225 m with an average thickness
of 111 m, with a spatial distribution shown as grayscale
contours in Fig. 4. The porosity and permeability data
were vertically averaged as required by the VESA
model, and the areal distributions of each parameter
are shown in Figs. 5 and 6. We can see from Fig. 5 that
the porosity generally varies from 10% in the lower
left to 27% in the upper right corner, increasing with
decreasing depth. Permeability varies from 570 mDarcy
(1 mDarcy = 10−15 m2) to 0.01 mDarcy and gener-
ally increases with decreasing depth, but with a more
complicated distribution. There is an abrupt change
in permeability along a diagonal from the lower right
corner to the beginning of the fault.

The formation is modeled as a confined aquifer, with
fixed pressure boundaries along the outer edge cor-
responding to a hydrostatic pressure condition. There
are no-flow boundary conditions at the top and bottom
of the formation. The density of CO2 is 479 kg/m3

and the density of brine is 1,045 kg/m3, which are the

Fig. 4 Geometry of the Johansen Formation showing the spatial
distribution of thickness in meters. The small outlined region
in the center portion of the figure delineates the domain of the
Johansen formation used in Benchmark 3

Fig. 5 Spatial distribution of vertically averaged porosity within
the Johansen Formation

reference values at 30 MPa, while the viscosity values
are 0.0395 and 0.2535 mPa s for the CO2 and brine,
respectively. These fluid properties correspond to a
deep and relatively warm aquifer. The fluids and the
porous matrix are considered to be compressible, with
the compressibility factor cα equal to 4.6 × 10−10 Pa−1

for the brine and 7.25 × 10−9 Pa−1 for CO2. The for-
mation compressibility is 1.0 × 10−10 Pa−1 which is a
typical value for a consolidated sandstone. The spatial
discretization is a relatively coarse mesh composed of
8,418 equal-sized cells, each with dimensions of 500 ×
500 m.

CO2 is injected into a system initially saturated
with brine. Two injection scenarios are modeled. The
first is a single well located at x = 32.25 km and y =
29.75 km injecting at a constant rate of 30 kg/s, which
is twice the injection rate of the original benchmark
problem. The second scenario consists of four wells
injecting 15 kg/s each, with the wells located on the

Fig. 6 Spatial distribution of vertically averaged permeability
[mDarcy] within the Johansen Formation
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corners of a square having dimension equal to 2,500 m.
The (x, y) locations of the four wells are: (32.25 km,
29.75 km), (32.25 km, 32.25 km), (34.75 km, 29.75 km),
and (34.75 km, 32.25 km). In each of the two scenari-
os, the total simulation time is 100 years with CO2 in-
jection occurring at a constant rate for the first 50 years,
with natural plume migration allowed to occur for the
second 50 years.

For this test problem, the residual saturation val-
ues are set to 0.20 and 0.50 for the brine and CO2

phases, respectively. These values are the same as
used in Benchmark 3 discussed above. The endpoint
value at maximum saturation needed for the pseudo-
relative permeability functions (as discussed in Section
2.1.1) assumes local relative permeability functions to
be simple cubic functions. This results in k◦

r,n equal to
0.512 for the CO2 phase and k◦

r,w equal to 0.125 for
the brine phase (in regions of residual CO2 created by
imbibition).

3.2.2 Simulation results

The results are plotted as a single contour indicating the
outer edge of the CO2 plume after 2, 50, and 100 years
for both injection scenarios, a single well in Fig. 7 and
four wells in Fig. 8. The depth of the formation top
is also shown in the background of the contour plot
for reference. In the single well case, the plume has
extended approximately 10 km in the x-direction and
7 km in the y-direction after 50 years. The plume is
skewed updip towards the right-hand side of the figure.
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Fig. 7 Contours indicating the outer edge of the CO2 plume at
2 years, 50 years and 100 years for a single well injecting 30 kg/s
for the first 50 years. The background grayscale indicates depth
of the formation top in meters
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Fig. 8 Contours indicating the outer edge of the CO2 plume at
2, 50, and 100 years for four wells injecting a total of 60 kg/s for
the first 50 years. The background grayscale indicates depth of
the formation top in meters

Once injection has ceased, the plume continues its
updip migration, expanding at the upslope edge by a
kilometer. As the back of the plume migrates upslope
a large amount of residual CO2 is entrapped in the
pore space. In Fig. 7, the residual CO2 appears to be
part of the plume, but the residual phase is immobile.
After 100 years, approximately 25 million tons of CO2

is trapped in the residual phase, accounting for 55% of
the total amount injected.

For the multi-injector case, the plume extends nearly
12 km in the x-direction and around 9 km in the y-
direction. As in the single injector case, the plume is
shifted noticeably updip, expanding upslope by 3 km,
while residual CO2 is left entrapped behind the re-
treating downslope edge of the plume. One significant
difference in the four-well case is that the 100-year
plume shape has three fingers in the upslope edge that
have lengths of about 2 km and are nearly 1 km wide.
At 100 years, 47 million tons of CO2 have been trapped
in the pore space, equaling 50% of the injected mass.

The computational effort for both injection scenarios
was equal, taking just under 3 h to solve for pressure
and interface height on 8,418 nodes over a 100-year
simulated period.

One final aspect of the Johansen Formation results
is the evolution of pressure during and after injection.
It is important to examine the pressure at the injection
well in order to ensure that fracture pressures are not
exceeded in the reservoir. There are several factors
that affect near-well pressure, including the injection
rate, permeability and thickness of the formation, the
confinement along the top and bottom boundaries, and
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the treatment of the outer boundary condition. In this
study, the caprock is assumed to be impermeable to
flow by both the CO2 and brine phases, and fixed
pressure conditions are imposed at the outer boundary.
The combination of these boundary conditions causes
an initial sharp increase in the pressure at the injection
well, followed by a slow decrease in pressure over
time, similar to results shown in [36]. This evolution
is typical of a fixed pressure outer boundary condition,
where pressure does not build up in the domain because
flow is allowed to occur out of the system along the
outer boundary. The effect of zero flux top and bottom
boundary condition accounts for the rate of pressure
decline at the injection well. If brine were allowed to
flow in a diffuse manner through the caprock, pressure
would propagate through the caprock and cause a lower
overall pressure buildup near the injection well. How-
ever, in this case, there would be increased pressure in
layers farther up in the geological sequence.

4 Conclusion

A novel method for modeling geological CO2 se-
questration has been presented in this paper. The
VESA model combines a vertical-equilibrium numer-
ical method with sub-scale analytical solutions, and
can model both large-scale flow in aquifers and small-
scale flow through leaky wells. Assumptions of ver-
tical equilibrium and a sharp interface allow us to
reduce a large 3D flow problem to a more tractable
2D problem. The 2D vertical-equilibrium problem is
then discretized in horizontal space and solved numer-
ically with a standard finite-difference method, giving
the necessary flexibility to handle complex formation
geometry and large-scale heterogeneity. The VESA
model has the ability to capture sub-scale wellbore
flow by employing an analytical interface solution and
Peaceman-like pressure correction instead of using tra-
ditional grid refinement. The combination of vertical
averaging and sub-scale analytical method allows for
significant increases in computational efficiency.

The VESA model was tested in a series of bench-
mark problems in order to compare results with a
number of different simulators. The first application
was a simplified two-aquifer system connected by flow
through a single leaky wellbore. The second problem
used a subset of geologic data from the Johansen For-
mation in the North Sea to provide a heterogeneous
and geologically complex system for modeling CO2

injection and migration both before and after injection
is shut off. The third application expanded the latter
problem to include the entire dataset for the Johansen

Formation, significantly increasing the lateral extent of
the domain. In this problem, the use of a single and
multiple injection wells was investigated over longer
injection and shut-off periods.

The results from the VESA model were compared
with a variety of models from different institutions.
These models vary in sophistication of the numerical
scheme and complexity of the physical, chemical, and
thermal processes included; however, the commonality
is that all model the full three-dimensional problem.
Upon comparison, we conclude that the VESA model,
despite its simplicity, compares well with sophisticated
3D simulators in terms of the evolution of wellbore flow
tested in the first problem or in terms of the location
of the CO2 plume after 25 or 50 years in the second
problem. In addition, the VESA model achieves similar
results but with significantly faster computational times
in some cases. We estimate for the first simplified sys-
tem including wellbore flow, the VESA model ranges
from 100 to 100,000 times faster than other simulators.
For more general formations and larger domain sizes,
the increase in efficiency is less significant, with some
simulators performing better than the VESA model by
a factor of 2 or more. It is clear from this comparison
that the VESA model has much room for computa-
tional improvements, especially because we have not
yet attempted any significant algorithmic optimization.
This, as well as the parallelization of the model, is the
subject of ongoing work.

This study demonstrates that there is a viable al-
ternative to traditional numerical methods that can
capture the essential large- and small-scale features of
geological CO2 sequestration but at significantly lower
computational cost. Although traditional methods will
remain useful for a variety of applications, including
detailed study of complex physical, chemical, and ther-
mal processes, their utility is often limited to systems
where detailed data is readily available and they can
be limited by excessive computational demands, espe-
cially for problems involving multiple leaky wells. The
VESA model presented herein, on the other hand, pro-
vides computational efficiency at the expense of some
of the broader physics and chemistry involved in the
problem. However, for many systems and applications,
these assumptions are reasonable, and the resulting
computational results represent the system well. The
test problem results associated with the current study
demonstrate this clearly, thereby giving us confidence
that the VESA model captures much of the essential
physics of the problem.
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